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In order to achieve optimal precision and safe-
ty in the operating room, a surgeon needs to 
understand not only the shape and vasculature 
of an organ but also the function of its parts.  
Classic surgical textbooks offer exquisite and 
definitive detail of functional anatomy for most 
organ systems. This is not yet the case in neuro-
surgery, for the obvious reason that the human 
brain is the single most complex device in the 
known universe and that the function of its 
parts is far from being fully understood. 

The human cerebral cortex alone contains 
40 billion neurons crowded into 3 square me-
ters of surface area. Each neuron makes thou-
sands of synaptic contacts through which in-
formation rapidly flows from one neuron to 
another.  The total number of neural contacts 
on the surface of the brain is in the order of 40 
followed by 14 zeroes, a number that is as large 
as the number of all the stars in our galaxy. 

This complexity is not without order.  
Consistent patterns of regional specializations 
give rise to a map where job descriptions can 
vary dramatically over the course of a few mil-
limeters.  The most obvious functional land-
marks of this map, the primary sensory and 
motor areas, constitute only 10% of the cere-
bral cortex. The rest is subsumed by associa-
tion cortex, a vast expanse of gray matter that 
mediates integrative processes known as cog-
nition, emotion, and comportment.  

Within association cortex, it is possible to 

identify a sensory-fugal hierarchy of synaptic 
relays that transmit impulses successively from 
primary to unimodal, heteromodal, paralim-
bic, and limbic cortices.  This bottom-up syn-
aptic cascade allows behavioral responses to be 
guided by extrapersonal events. Modern neu-
roanatomy has also identified a reciprocal top-
down cascade that transmits impulses in the 
opposite direction, from limbic and associa-
tion cortices toward sensory areas. This path-
way introduces internally generated biases into 
the interpretation of sensory reality. The inter-
action of these two counter currents of neural 
transmission is somehow experienced as “con-
sciousness.”

The greater the synaptic distance from pri-
mary sensory-motor cortex, the more difficult 
it becomes to define the function of a cortical 
area. Even those functionalities that we believe 
to have identified seem to defy common sense.  
What kind of engineering logic would have 
made memory for recent events, a faculty es-
sential for all aspects of behavior, critically de-
pendent on a tiny part of the temporal lobe 
known as the hippocampus? Why is language, 
a faculty that permeates all aspects of thought, 
critically dependent on only one hemisphere? 
Why is the contralateral hemisphere so reluc-
tant to take over some of this functionality in 
patients with left hemisphere damage?

The past 150 years have allowed us to ac-
cumulate mountains of facts on the functional 
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cartography of the primate brain.  The classic 
patient descriptions of the late 19th and early 
20th centuries, the advent of new methods for 
tracing structural and chemical neuroanatomy, 
single cell recordings in behaving monkeys, 
and the modern revolution in neuroimaging 
are some of the engines that powered this 
growth.  Neurosurgery has been the beneficia-
ry of all these advances at the same time that it 
has contributed to them through intra-opera-
tive stimulation experiments and pivotal case 
reports such as those of H.M. and of patients 
will callosal resection.  

An expanding body of evidence has led to 
the modern view that the brain does not have 
centers for “hearing words,” “perceiving 
space,” or “storing memories.” The coordina-
tion of such cognitive and behavioral domains 
is now attributed to intersecting large-scale 
neural networks that contain interconnected 
cortical and subcortical components. The net-
work approach to higher cerebral function has 
at least four implications of clinical relevance: 
(1) a single domain such as language or memo-
ry can be disrupted by damage to any one of 
several areas, as long as these areas belong to 
the same network; (2) damage confined to a 
single area can give rise to multiple deficits, in-
volving the functions of all networks that inter-
sect in that region; (3) damage to a network 
component may give rise to minimal or tran-
sient deficits if other parts of the network un-
dergo compensatory reorganization; and (4) 
individual anatomic sites within a network dis-
play a relative (but not absolute) specialization 
for different behavioral aspects of the relevant 
function. Five anatomically defined large-scale 
networks are most relevant to clinical practice: 

a left-dominant perisylvian network for lan-
guage; a right-dominant parietofrontal net-
work for spatial cognition; an occipitotempo-
ral network for face and object recognition; a 
limbic network for retentive memory; and a 
prefrontal network for attention and comport-
ment. The inner organization of networks may 
vary from one person to another (as in the case 
of right versus left handers) and may therefore 
need to be ascertained individually when the 
goal is to guide surgical interventions.

What we have learned about the human 
brain is awe-inspiring.  Nonetheless, we must 
also acknowledge that many aspects of the 
functional landscape remain to be filled.  The 
next revolution in neuroscience will arise when 
existing facts are linked to explanatory theories 
of brain function, theories that can explain, in 
some principled way, how patterned synaptic 
activity can transform muscle contractions and 
sensory input into memories, words, feelings 
and purposeful actions. The scientist in each of 
us looks forward to such future revelations. As 
clinicians who care for sick patients, however, 
we do not have the luxury of waiting for all the 
details to become clarified before choosing a 
course of action at the bedside or operating 
room. This is why it is so essential for modern 
clinical neuroscience, and especially for neuro-
surgery, to incorporate developments in this 
field in as timely a fashion as possible, so that 
patient care becomes guided by the latest in-
crements of relevant knowledge. I have no 
doubt that this comprehensive volume edited 
by Professor Duffau will serve this purpose 
with considerable distinction.

Marsel Mesulam, MD
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1

The goal of this book is to forge a link between 
fundamental research in the field of cognitive 
neurosciences, which now benefits from a bet-
ter knowledge of the neural foundations of ce-
rebral processing, and its clinical application, 
especially in neurosurgery – which itself is able 
to provide new insights into the organization of 
the brain. 

First of all, the anatomical basis will be de-
tailed. Indeed, a perfect knowledge of the anat-
omy of the central nervous system is crucial, 
both with regard to cortical (gyri and sulci) as 
well as subcortical (especially white matter 
pathways) structures. As stated by Broadmann 
in 1909 [1] “One thing must be stressed quite 
firmly: henceforth functional localization of 
the cerebral cortex without the lead of anato-
my is utterly impossible in man as in animals … 
So, first anatomy and then physiology; but if 
first physiology, then not without anatomy”.  A 
century later, this statement has lost none of its 
validity. Physiological understanding of the 
brain is not possible without a better knowl-
edge of its anatomy. Yet, it is puzzling to note 
that very little data is available in the literature 
on the subcortical connectivity in humans 
since the seminal works of Déjerine [3] and 
Klinger [6]. Interestingly, recent dissection 
works have again begun studying the relation-
ships between the different white matter tracts 
and their cortical terminations. This data is es-
sential to understanding the neural founda-

tions underlying distributed functional net-
works, as well as to performing surgery within 
the brain.

Nonetheless, due to the considerable inter-
individual anatomo-functional variability, neu-
roanatomy is not sufficient to predict elo-
quence and thus, in a surgical setting, to avoid 
the risks of postoperative permanent deficit. 
As a consequence, the second part this book 
will cover advances in and limitations of the 
different methods of functional cerebral map-
ping. In the past decades, dramatic technical 
developments have been made in the field of 
non-invasive (e.g., magnetoencephalography, 
functional MRI, diffusion tensor imaging) as 
well as invasive (e.g., extraoperative or intraop-
erative brain stimulation in conscious patients) 
human brain mapping. The aim is not to com-
pare these different methods, as previously 
done in the literature, but rather to explain that 
they need to be combined in order to improve 
the reliability of the mapping, because their 
underlying principles are different. For in-
stance, functional MRI shows activations based 
on neurovascular coupling, and therefore is 
unable to differentiate between crucial areas 
for the function and regions which could be 
compensated – but it is non-invasive and thus 
it can be repeated, opening the door to longitu-
dinal studies (such as before and after brain 
surgery). Diffusion tensor imaging shows the 
anatomy of the white matter bundles, but not 
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their function. On the contrary, direct brain 
electrostimulation inhibits functional net-
works both at the cortical and subcortical lev-
el, and makes it possible to identify the essen-
tial structures for the function (thanks to on-
line anatomo-functional correlations) – but it 
is invasive and it can map only a part of the 
brain. Such knowledge of the respective pit-
falls for each technique is very important for 
neuroscientists and physicians alike, in order 
to accurately interpret the results of the map-
ping, and on this basis, to propose new models 
of brain processing or to plan cerebral surgery.

In the book’s third part, updated models of 
sensory-motor, visuo-spatial, language, mem-
ory, emotional and executive functions will be 
detailed. Advances in anatomical dissections 
and brain mapping methods, both in animals 
and humans, have allowed us to switch from a 
classical localisationist and fixed view of the or-
ganization of the central nervous system to a 
more dynamic view based on large-scale dis-
tributed and interactive networks [7]. It is 
worth noting that the elaboration of new mod-
els of cognition should definitely reflect the 
constraints of neuroanatomy, at least for their 
validation, rather than to be purely esoteric 
without any considerations of concrete as-
pects. In addition, beyond the jump from the 
modular to the integrated brain, relationships 
between different functions are now better un-
derstood. For instance, it is difficult to speak 
about language or memory without taking into 
account the executive functions as well as emo-
tional aspects, leading to the concepts of theo-
ry of the mind and social cognition.

On this basis, new strategies for the surgi-
cal management of cerebral lesions will be pro-
posed, with an optimization of the benefit-risk 
ratio of surgery. Functional neuroimaging and 
fiber tractrography may help to identify elo-
quent areas before surgery, and they can be in-
tegrated into a multimodal neuronavigational 
system during the surgical resection. However, 
it is important to keep in mind that, at least at 
the individual level in the case of brain disease, 
these techniques are not yet sufficently reli-
able, especially for methodological reasons 

(selection of tasks, choice of biomathematical 
model, neurovascular decoupling in cases of 
gliomas). Thus, intraoperative electrophysio-
logical techniques (monitoring and electro-
stimulation mapping, particularly on conscious 
patients) are still the gold standard for cerebral 
surgery in eloquent structures. They allow the 
detection of functional cortical areas as well as 
subcortical connectivity, provided that a rigor-
ous methodology is applied. Therefore, it is 
possible to tailor the resection according to in-
dividual functional boundaries in order (i) to 
extend the surgical indications within regions 
classically considered “inoperable” (such as 
Broca’s area, the central area or the insula), (ii) 
to increase the extent of resection by avoiding 
leaving a margin around the crucial areas and 
thus increasing the impact on the natural pro-
gression of the disease (e.g., tumor or epilepsy), 
(iii) while decreasing the rate of permanent 
deficit (less than 2% in the recent literature) 
and even improving the quality of life (in par-
ticular thanks to seizure relief ). To this end, 
beyond the classical neurological examination, 
longitudinal extensive neurocognitive assess-
ment is now mandatory in cerebral surgery in 
order to objectively evaluate the impact of the 
diseases and treatments on health-related qual-
ity of life – which should be refined for each 
patient. Therefore, a better knowledge of mod-
els and the neural foundations of cognition is 
crucial to selecting the optimal tasks before, 
during and after surgical resection at the level 
of the individual patient. New specific pro-
grams of functional rehabilitation can also be 
created on this basis.

Lastly, translational studies involving seri-
al (pre- and post-operative) functional neuro-
imaging and tractography, invasive intraoper-
ative cortical and subcortical electrical map-
ping, as well as the biomathematical modeling 
of synchrony (especially based on the theory 
of graphs and small-world theory) opened the 
door to the new concepts of brain “hodotopy” 
[2,4] and plasticity [5], that is, a dynamic orga-
nization of the central nervous system consti-
tuted by parallel distributed networks that are 
interconnected and able to compensate for 
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one another. This plastic potential, which im-
plies that the subcortical connectivity must be 
preserved, now makes it possible to consider a 
multi-stage surgical approach in tumors in-
volving eloquent areas, especially in slow-
growing lesions such as low-grade gliomas. 
The principle is to perform a second (or even a 
third) surgery after glioma re-growth when 
the first resection was not complete for func-
tional reasons, by improving the extent of tu-
mor removal thanks to functional remapping 
over time – reshaping partly induced by adapt-
ed programs of rehabilitation. Finally, from a 
fundamental point of view, such methodologi-
cal and conceptual developments also pro-
mote a deeper understanding of the neural 
foundations underlying brain functioning. 
Nevertheless, ethical aspects of (invasive) hu-
man brain mapping must not be forgotten, be-
cause the first goal of surgery remains that it be 
beneficial for the patient. To this end, longitu-
dinal neuropsychological assessments, before 
and after each surgery, should be performed 
more systematically.

In summary, taking an integrative approach 
to the neurosciences and neurosurgery may 
improve both the understanding of the dynam-
ic functional anatomy of the brain as well as the 
quality of life of patients bearing a cerebral le-
sion. Indeed, if the cognitive neurosciences are 
to be more systematically integrated in surgical 
strategy, brain surgery in itself also represents a 
unique opportunity to validate the hypotheses 
made on the basis of the findings provided by 
non-invasive cerebral mapping and biomathe-
matical modeling. Furthermore, an improved 
knowledge of more sophisticated and thus 
more fragile circuits through the brain evolu-

tion may now open the door for a “preventive 
functional neurosurgery”, i.e. for considering 
surgery before the disease has induced irre-
versible symptoms – or ultimately before any 
symptoms develop, especially in neurooncolo-
gy, when growing tumors are incidentally dis-
covered. Therefore, neuroanatomists, neurora-
diologists, neurologists, neurophysiologists, 
neuropsychologists, speech therapists, neuro-
scientists and neurosurgeons should more reg-
ularly work together. The purpose of this book, 
which involves experts in these different fields, 
is to stimulate such conceptual and practical 
collaboration, in networks, mirroring the func-
tioning of the nervous system itself.
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In the relatively new field of microneurosur-
gery, the development and use of the transcis-
ternal, transfissural, and transsulcal approach-
es [54, 57, 58] have established the sulci as fun-
damental landmarks on the brain surface. The 
well-known variability in cortical function [1, 
2, 13, 29, 32, 50] calls for the aid of cortical 
mapping techniques to precisely identify spe-
cific sites related to cortical function. 
Nevertheless, detailed knowledge of the struc-
ture and form of the cerebral sulci and gyri 
continues to be mandatory for neuroimaging 
as well as intraoperative guidance. Once identi-
fied, the cerebral sulci can be used by the neu-
rosurgeon either as microneurosurgical corri-
dors or simply as cortical landmarks [41, 42]. 
On the other hand, historically, it is notable 
that despite the intense interest that human-
kind has always had in relation to the brain, it 
was only in the middle of the 19th century that 
the anatomical organization of the cerebral sul-
ci and gyri was perceived and described [17], 
as detailed bellow.

General anatomical features

Given their phylogenetic [8, 28] and embryo-
logical [9, 28, 30, 53] development, especially 
the process of invagination of the surface of 
the brain, which effectively increases the cor-

tical area without proportionally increasing 
the volume of the brain, [43, 53] the cerebral 
sulci, which delineate the respective gyri, can 
be considered natural extensions of the sub-
arachnoid space. When they are deep and ana-
tomically more constant, they are referred to 
as fissures [5, 6]. The gyri that are more round-
ed or quadrangular are usually referred to as 
lobules. The principal sulci have approximate 
depths ranging from 1 to 3 cm, and their walls 
harbor small gyri that face, adapt to, and con-
nect with each other. Those gyri are generi-
cally designated the transverse gyri. The sulci 
that separate the transverse intrasulcal gyri 
vary in length and depth, and, at the surface of 
the brain, they become visible as incisures. 
The indentations caused by cortical arteries 
can have an appearance similar to that of the 
incisures.

It is noteworthy that the timing of their em-
bryological development and their degree of 
variability [9, 28] define a true morphological 
hierarchy, at the top of which are the fissures 
and principal sulci (Table 1). It is equally nota-
ble that this structural hierarchy is directly cor-
related with the functional importance of the 
areas to which the sulci are related, the more 
anatomically constant sulci being those that are 
topographically related to areas that are more 
specialized [31, 50].

The microneurosurgical anatomy of the cerebral cortex

Guilherme C. Ribas
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On the brain surface, the sulci can be long or 
short as well as continuous (sylvian fissure, cal-
losal, calcarine, parietooccipital, collateral, 
and generally the central sulcus) or interrupt-
ed. Ono et al [30]. have described 4 main types 
of sulci: large primary sulci (for example, cen-
tral, precentral, postcentral, and continuous 
sulci); short primary sulci (for example, rhinal, 
olfactory, lateral, and occipital sulci); short 
sulci composed of several branches (for exam-
ple, orbital and subparietal sulci); and short, 
free supplementary sulci (for example, medial 
frontal and lunate sulci). Frequently, the sulci 

are composed of side branches that can be un-
connected or connected (with end-to-side, 
end-to-end, or side-to-side connections that 
can also join 2 neighboring parallel sulci).

Since connections between sulci are com-
mon, the nomenclature varies widely, with dif-
ferent authors providing different interpreta-
tions [10, 30, 47]. The sulci can vary in size and 
shape from person to person and the cerebral 
gyri constitute a real continuum in that the sur-
face presents a serpentine configuration be-
cause of the connections across the sulcal ex-
tremities and interruptions, and are continu-

Table 1: Prenatal cerebral sulci development

Characteristic Chi et al 1977 Nishikuni 2006
no. of fetuses 207 107
gestational age in wks 10–44 12–40
longitudinal cerebral fissure 10 12
superolat surface

lateral sulcus 14 17
circular insular sulcus 18 17
central insular sulcus 29
central sulcus 20 21
precentral sulcus 24 26
superior frontal sulcus 25 25
inferior frontal sulcus 28 30
postcentral sulcus 25 29
intraparietal sulcus 26 29
transverse occipital sulcus 30
lunate sulcus 24
superior temporal sulcus 23 26
inferior temporal sulcus 30 31
transverse temporal sulcus 31 33

inferior surface
olfactory sulcus 16 17
orbital sulcus 22
hippocampal sulcus 10 12
rhinal sulcus 25
collateral sulcus 23 29
occipitotemporal sulcus 30 33

medial surface
callosal sulcus 14 12
cingulate sulcus 18 19
marginal ramus 33
paracentral sulcus 30
paraolfactory sulcus 29
subparietal sulcus 30
calcarine sulcus 16 17
parietooccipital sulcus 16 19

secondary sulcus 40 38
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ous throughout the sulcal depths [56]. The gy-
ral separation is only superficial and is defined 
by the continuity and depth of the adjacent 
sulci. Therefore, each gyrus should be under-
stood as a region and not as a well-defined 
structure.

Because they result from an infolding pro-
cess, the sulci of the superolateral and inferior 
surfaces of the brain are usually oriented to-
ward the nearest ventricular cavity, although 
this feature does not apply to the medial sur-
face of the cerebral hemisphere, where the sul-
ci are particularly dependent on the develop-
ment of the corpus callosum [30]. The single 
most common identifiable surface feature is 
the sylvian fissure, given its particular mecha-
nism of development [53].

Their variations and irregularities give the 
sulci and gyri of the human brain a labyrinthine 
appearance. Nevertheless, they are arrayed in a 
particular configuration.

In rough terms, the human brain is orga-
nized as follows: the frontal and temporal re-
gions of each hemisphere are each composed 
of 3 horizontal gyri; the central area is com-
posed of 2 slightly oblique gyri; the parietal re-
gion is composed of 2 lobules, with a quadran-
gular superior lobule and an inferior lobule 
consisting of 2 semicircular gyri; the occipital 
region is composed of 3 irregular, less well-de-
fined, predominantly longitudinal gyri that 
converge toward the occipital pole, the superi-
or being vertical and the middle and inferior 
being horizontal; and the insula is composed of 
4 – 5 diagonal gyri (Figs. 1 left and 2).

Medially, the external lateral gyri and lob-
ules extend along the superior and inferolateral 
borders of each hemisphere. Together, these 
gyri constitute an outer medial ring, which sur-
rounds a more well-defined C-shaped inner 
ring primarily composed of 2 continuous gyri. 
Inferiorly, the base of each hemisphere consists 
of 2 horizontal gyri longitudinally oriented be-
tween the lateral extended gyri (along the in-
ferolateral and inferomedial borders) and the 
medial continuous gyri of the inner ring (Figs. 
1 right and 3).

Regarding the artibrary division of the cere-
bral hemispheres into lobes, the International 
Anatomical Terminology published in 1998 
[15] divided each brain hemisphere into 6 lobes: 
frontal, parietal, occipital, temporal, insular 
and limbic. Nevertheless, as proposed by 
Yasargil [56], the concept of a central lobe com-
posed of the precentral and postcentral gyri is 
justified, since they compose a single morpho-
logical and functional unit, as has been suggest-
ed previously by Penfield and Rasmussen [31] 
and Rasmussen alone [33, 34, 35].

The sulci, gyri, and cerebral lobes

Given the visual evidence of the lateral cere-
bral sulcus, or sylvian fissure, together with 
the distinct, slightly oblique arrangement of 
the precentral and postcentral gyri as well as 
of the sulci that delineate them at approxi-
mately the center of the external brain surface, 
the character of the remaining gyri of the su-

Fig. 1. Basic organization of the brain gyri: superolateral surface (left) and medial and basal surfaces 
(right). Red lines indicate the constant arrangement of the brain gyri
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Fig. 2. The main sulci (left) and gyri (right) of the superolateral surface of the brain. AG = angular gyrus; ASCR = anterior 
subcentral ramus of sylvian fissure; CS = central sulcus; IFG = inferior frontal gyrus; IFS = inferior frontal sulcus; IOS = infe-
rior occipital sulcus; IPS = intraparietal sulcus; ISJ = intermediary sulcus of Jensen; ITG = inferior temporal gyrus; ITS = in-
ferior temporal sulcus; MFG = middle frontal gyrus; MFS = middle frontal sulcus; MOG = middle occipital gyrus; MTG = 
middle temporal gyrus; Op = opercular part of inferior frontal gyrus; Orb = orbital part of inferior frontal gyrus; PostCG = 
postcentral gyrus; PostCS = postcentral sulcus; PreCG = precentral gyrus; PreCS = precentral sulcus; PSCR = posterior sub-
central ramus of sylvian fissure; SFG = superior frontal gyrus; SFS = superior frontal sulcus; SMG = supramarginal gyrus; SOG 
= superior occipital gyrus; SOS = superior occipital sulcus; SPLob = superior parietal lobe; STG = superior temporal gyrus; 
STS = superior temporal sulcus; SyF = sylvian fissure; Tr = triangular part of inferior frontal gyrus

Fig. 3. The main sulci (left) and gyri (right) of the medial and basal temporooccipital surfaces. AntCom = anterior commissure; 
Ant and PostOlfS = anterior and posterior paraolfactory sulcus; CaF = calcarine fissure; CaN = caudate nucleus; CaS = callosal 
sulcus; CC = corpus callosum; CiG = cingulate gyrus; CiPo = cingulate pole; CiS = cingulate sulcus; ColS = collateral sulcus; CS 
= central sulcus; Cu = cuneus; Fo = fornix; FuG = fusiform gyrus; GRe = gyrus rectus; IIIV = third ventricle; InfRosS = inferior 
rostral sulcus; Ist = isthmus of cingulate gyrus; ITG = inferior temporal gyrus; IVeFo = interventricular foramen of Monro; LatV 
= lateral ventricle; LiG = lingual gyrus; MaCiS = marginal ramus of the cingulate sulcus; MedFG = medial frontal gyrus; OTS = 
occipitotemporal sulcus; PaCLob = paracentral lobule; PaCS = paracentral sulcus; PaOlfG = paraolfactory gyri; PaTeG = para-
terminal gyrus; PHG = parahippocampal gyri; POS = parietooccipital sulcus; PreCS = precentral sulcus; PreCu = precuneus; 
RhiS = rhinal sulcus; RoCC = rostrum of the corpus callosum; SFG = superior frontal gyrus; Spl = splenium of corpus callosum; 
SubPS = subparietal sulcus; SupRosS = superior rostral sulcus; TePo = temporal pole; Tha = thalamus; Un = uncus
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perolateral surface of each cerebral hemi-
sphere can be more easily understood if we 
take as our starting point and basis those sulcal 
spaces and cerebral gyri. The macroscopic 
study of the sulci and gyri of each cerebral 
hemisphere should therefore begin with the 
identification of the sylvian fissure, which 
clearly separates the superolateral surfaces of 
the frontal, central, and parietal lobes from the 
temporal lobe, and should be followed by the 
identification of the precentral and postcentral 
gyri, which divide the portion of this surface 
that is superior and posterior to the sylvian fis-
sure into its anterior and posterior halves. As 
above justified, we will describe the 7 lobes of 
each cerebral hemisphere as follows: frontal, 
central, parietal, occipital, temporal, insular, 
and limbic [56]. Since the connections of the 
limbic lobe are particularly complex, the text 
related to that lobe also addresses the adjacent 
and correlated areas.

The frontal lobe

The frontal lobe constitutes the largest, most 
anterior part of each hemisphere. Within the 
scheme adopted in this article, the frontal lobe 
is delineated posteriorly by the oblique precen-
tral sulcus and is composed of the superior, 
middle, and inferior frontal gyri, which are ori-
ented longitudinally and separated by the su-
perior and inferior frontal sulci, also longitudi-
nally oriented (Fig. 2). These gyri are often re-
ferred to as F1, F2, and F3, respectively.

On the cerebral surface posteriorly, the su-
perior frontal gyrus is connected to the precen-
tral gyrus by at least 1 fold, which more com-
monly lies medially along the interhemispheric 
fissure. Anteriorly, the superior frontal gyrus 
might be connected to the middle frontal gy-
rus, with the orbital gyri and the gyrus rectus. 
In general terms, the superior frontal gyrus is 
subdivided into 2 longitudinal portions by the 
so-called medial frontal sulcus, and its medial 
portion is at times designated the medial fron-
tal gyrus [30]. Along the most medial portion 
of the superior frontal gyrus and immediately 
facing the precentral gyrus is the important re-

gion known as the supplementary motor area, 
which varies from person to person and has 
poorly defined borders [7, 53].

The middle frontal gyrus is typically the 
largest of the frontal gyri and often harbors a 
sulcus that is shallower than that of the other 
frontal sulci, usually running along its anterior 
two-thirds and known as the middle or inter-
mediate frontal sulcus [30]. In most human 
brains, the middle frontal gyrus is superficially 
connected to the precentral gyrus by a promi-
nent root that lies between the extremities of a 
marked interruption in the precentral sulcus. 
The frequent interruptions in the inferior fron-
tal sulcus are attributable to connections be-
tween the middle and inferior frontal gyri.

The inferior frontal gyrus is irregular, 
crisscrossed by various small branches of the 
inferior frontal sulcus, which typically superi-
orly delineate the gyrus in an interrupted 
manner. Inferiorly, this gyrus is delineated 
and crisscrossed by rami of the sylvian fissure. 
Anteriorly, the inferior frontal gyrus termi-
nates merging with the anterior portion of the 
middle frontal gyrus. Posteriorly, it is con-
nected to the precentral gyrus. The inferior 
frontal gyrus is composed of, from anterior to 
posterior, its orbital, triangular, and opercular 
parts.

The emergence of the horizontal and as-
cending anterior rami from the same point in 
the sylvian fissure characterizes the triangular 
part of the inferior frontal gyrus, which is typi-
cally more retracted than the other 2 parts 
(Figs. 2 and 4). The orbital part is the most 
prominent of the 3, and the opercular part is 
consistently U-shaped. Given the usual retrac-
tion of the triangular part, the horizontal and 
ascending anterior branches of the sylvian fis-
sure typically emerge from a small widening of 
the subarachnoid space, designated the ante-
rior sylvian point [41, 59]. Therefore, the ante-
rior sylvian point is situated inferior to the tri-
angular part and anterior to the base of the 
opercular portion. The point, which is typi-
cally visible to the naked eye, divides the syl-
vian fissure into its anterior and posterior 
branches [41, 59].
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The triangular part is quite often divided superi-
orly by a small descending branch of the inferior 
frontal sulcus, and the inferiormost portion of 
the precentral sulcus is always harbored within 
the U of the opercular part [41]. Inferiorly and 
anteriorly delineated by the anterior sylvian 
point and posteriorly delineated by the anterior 
subcentral branch of the sylvian fissure, the pos-
terior half of the U that characterizes the oper-
cular part corresponds to the important connec-
tive fold that is always situated between this por-
tion of the inferior frontal gyrus and the precen-
tral gyrus. In some cases, the anterior basal por-
tion of the opercular part is more developed and 
is divided by another branch of the sylvian fis-
sure. That branch runs from front to back and is 
called the diagonal sulcus of Eberstaller. When 
the diagonal sulcus of Eberstaller is present, it 
divides the anterior portion of the opercular 
part into 2 triangular portions that are posi-
tioned inversely to each other.

In the dominant hemisphere, the opercular 
and triangular parts of the inferior gyrus cor-
respond to the Broca area, which is responsible 
for the production of spoken language [3, 7, 18, 
32, 53].

Inferiorly, although the orbital part contin-
ues with the lateral orbital gyrus, at times pass-
ing under a shallow sulcus known as the fronto-
orbital sulcus, the triangular part is always su-
perior to the sylvian fissure, and the base of the 
opercular part can be located either superiorly 
or within that same fissure [30, 39].

The triangular and opercular parts together 
with the subcentral gyrus, which connects the 
precentral and postcentral gyri, and the an-
teroinferior portion of the supramarginal gyrus 
cover the superior aspect of the insular surface 
and constitute the frontoparietal operculum. 
Therefore, the frontoparietal operculum is sit-
uated between the horizontal and posterior as-
cending branches of the sylvian fissure [41, 53].

Anteriorly, the frontal gyri are delineated 
by the appropriately named frontomarginal sul-
cus, which lies superior and parallel to the su-
praciliary margin, separating the superolateral 
and orbital frontal surfaces [30, 56].

On the frontobasal, or orbital, surface of 
each frontal lobe, the deep olfactory sulcus, 
which harbors the olfactory bulb and olfactory 
tract, is very deep and lies longitudinally in a 
paramedian position (Fig. 5). Posteriorly, the 

Fig. 4. The frontoparietal operculum: cadaveric specimen (A), MR image (B), and sketch of sulcal and gyri morphology (C). 
The frontoparietal operculum is characterized by a V-shaped convolution consisting of the triangular part of the inferior frontal 
gyrus (IFG) (1), located just superiorly to the anterior sylvian point (ASyP), and usually containing a descending branch of the 
inferior frontal sulcus (IFS); the 3 following U-shaped convolutions respectively composed by the opercular part of the IFG 
(2), which is always intersected by the inferior part of the precentral sulcus; the subcentral gyrus or rolandic operculum (3), 
composed of the inferior connection of the pre- and postcentral gyri enclosing the inferior part of the central sulcus (CS); the 
connection arm between the postcentral and supramarginal gyri (4) that contains the inferior part of the postcentral sulcus; 
and finally the Cshaped convolution (5) constituted by the connection of the supramarginal and superior temporal gyri that 
encircles the posterior end of the sylvian fissure. The bottoms of the U-shaped convolutions and their related sulcal extremities 
can be situated either superior to the fissure or inside its cleft. Stars designate the areas labeled. AAR = anterior ascending ra-
mus of the sylvian fissure; ASCR = anterior subcentral ramus of sylvian fissure; HR = horizontal ramus of sylvian fissure; IFS/
PreCS = IFS and precentral sulcus; IRP = inferior rolandic point, projection of the central sulcus in the sylvan fissure; PAR = 
posterior ascending ramus of sylvian fissure; PostCS = postcentral sulcus; PreCS = precentral sulcus; PSCR = posterior sub-
central ramus of sylvian fissure; PSyP = posterior sylvian point

A B C
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olfactory tract is divided into the medial and 
lateral striae, which delineate the anteriormost 
aspect of the anterior perforated substance.

Medial to the olfactory sulcus is the long 
and narrow gyrus rectus, which is continuous 
with the superior frontal gyrus along the me-
dial surface of the hemisphere.

Lateral to the olfactory sulcus are the orbital 
gyri, which account for the greatest proportion 
of the frontobasal surface (Fig. 5). The H-shaped 
orbital sulcus (cruciform sulcus of Rolando) de-
lineates the anterior, posterior, medial, and lat-
eral orbital gyri. The posterior orbital gyrus is 
situated anterior to the anterior perforated sub-
stance and typically presents a configuration 
similar to a tricorner or “Napoleon” hat, which 
can facilitate its identification in anatomical 
specimens in which the H-shaped orbital sulcus 
presents variations [40].

The posterior orbital gyrus is connected 
medially to the medial orbital gyrus, character-
izing the posteromedial orbital lobule situated 
posterior and along the olfactory tract and the 
lateral olfactory striae, [56] which is in turn 
connected to the anterior portion of the insula 
via the transverse insular gyrus. The remaining 
orbital gyri are connected to the superior, mid-
dle, and inferior frontal gyri, along the frontal 
pole.

The central lobe

The central lobe consists of the precentral (mo-
tor gyrus) and postcentral gyri (sensitive gy-
rus), which are oriented obliquely on the su-
perolateral surface and are separated by the 
central sulcus, by their inferior (subcentral gy-
rus) and superior connections (paracentral gy-

Fig. 5. Anterior view of cerebral hemispheres (left) and view of the basal frontotemporal surface (right). AntOrbG = anterior 
orbital gyrus; AntPerfSubst = anterior perforated substance; ARSyF = anterior ramus of sylvian fissure; BrSt = brainstem 
(pons); ColS = collateral sulcus; FMaS = frontomarginal sulcus; FuG = fusiform gyrus; GRe = gyrus rectus; HySta = hypophy-
seal stalk; IFG = inferior frontal gyrus; IFS = inferior frontal sulcus; IHF = interhemispheric fissure; Ist = isthmus of cingulate 
gyrus; ITG = inferior temporal gyrus; ITS = inferior temporal sulcus; LatOlfStr = lateral olfactory striae; LatOrbG = lateral 
orbital gyrus; MaBo = mamillary body; MedOlfStr = medial olfactory striae; MedOrbG = medial orbital gyrus; MeFS = me-
dial frontal sulcus; MFG = middle frontal gyrus; MFS = middle frontal sulcus; MTG = middle temporal gyrus; OlfBu = olfac-
tory bulb; OlfS = olfactory sulcus; OlfTr = olfactory tract; OptTr = optic tract; Orb = orbital part of inferior frontal gyrus; 
OrbGi = orbital gyri; OrbS = orbital sulcus; OTS = occipitotemporal sulcus; PHG = parahippocampal gyri; PostMedOrbLob 
= posteromedial orbital lobule; PostOrbG = posterior orbital gyrus; PostPerfSubst = posterior perforated substance; RhiS = 
rhinal sulcus; SFG = superior frontal gyrus; SFS = superior frontal sulcus; Spl = splenium of corpus callosum; STG = superior 
temporal gyrus; STS = superior temporal sulcus; TePo = temporal pole; Un = uncus; IIn = optical nerve; IIIn = oculomotor 
nerve
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rus, or lobule, located on the medial surface) 
and by the other related sulci [56].

Morphologically, the central lobe is situat-
ed obliquely over the sylvian fissure corre-
sponding approximately to the median portion 
of the cerebral hemisphere.

On the superolateral surface, the central 
lobe is delineated anteriorly by the precentral 
and anterior subcentral sulci, and posteriorly 
by the postcentral and posterior subcentral 
sulci (Fig. 2). On the medial surface of the cere-
bral hemisphere (Fig. 3), the paracentral lob-
ule is delineated anteriorly by the paracentral 
sulcus, and inferiorly and posteriorly by the 
ascending and distal part of the cingulate sul-
cus, which is known as the marginal ramus of 
the cingulate sulcus [30].

The precentral and postcentral gyri are sit-
uated obliquely in relation to the interhemi-
spheric fissure, being less serpiginous than the 
other gyri of the cerebral convexity, and are 
connected to adjacent gyri via the usual inter-
ruptions in the precentral and postcentral sul-
ci. The precentral and postcentral gyri are con-
sistently united inferiorly by the subcentral 
gyrus (Broca’ s inferior frontoparietal pli de 
passage, or rolandic operculum) and superiorly 
by the paracentral lobule (Broca’ s superior 
frontoparietal pli de passage), which is located 
on the medial surface of each hemisphere. The 
precentral and postcentral gyri together re-
semble an elongated ellipse that is furrowed by 
the central sulcus, which is usually continuous, 
and are respectively delineated anteriorly and 
posteriorly by the precentral and postcentral 
sulci, which are typically discontinuous. This 
morphological unit, together with the func-
tional interaction between motricity and sensi-
tivity, justifies the characterization of these 
gyri as constituting a single lobe.

Inferiorly, the subcentral gyrus is delineated 
anteriorly and posteriorly by the anterior and 
posterior subcentral rami of the sylvian fissure, 
respectively. It can be situated either completely 
over the sylvian fissure or in part internal to the 
fissure, giving the false impression that the cen-
tral sulcus is a branch of the sylvian fissure [39, 
41]. The portion of the subcentral gyrus that 

corresponds to the base of the postcentral gyrus 
consistently lies over the transverse gyrus of 
Heschl, which is situated on the opercular sur-
face of the temporal lobe [52] (Fig. 5).

Superiorly, and situated in the interhemi-
spheric fissure, the paracentral lobule is delin-
eated anteriorly by the paracentral sulcus and 
posteriorly by distal part of the cingulate sul-
cus, that is, the ascending marginal ramus of 
the cingulate sulcus.

The precentral gyrus typically presents 3 
prominences known as knees: the superior and 
inferior knees are characterized by anterior 
convexities, and the middle knee is character-
ized by a posterior convexity. The precentral 
gyrus, in addition to its superior and inferior 
connections with the postcentral gyrus via the 
superior (paracentral lobule) and inferior fron-
toparietal fold (subcentral gyrus, or rolandic 
operculum), is usually also connected to the 
postcentral gyrus via a transverse gyrus that 
lies along the bottom of the central sulcus and 
constitutes the so-called Broca’ s middle fron-
toparietal pli de passage [2, 47]. This fold is situ-
ated at the level of the middle knee of the pre-
central gyrus, which is itself normally situated 
at the level of the superior frontal sulcus, cor-
responding to the portion of the gyrus that 
functionally harbors the motor representation 
of the contralateral hand. Therefore, the supe-
rior frontal sulcus tends to point the way to the 
middle frontoparietal pli de passage, as well as 
to the middle knee of the precentral gyrus, 
with its respective motor representation of the 
hand [2]. On axial MR images, this part of the 
precentral gyrus frequently presents a configu-
ration that resembles the Greek letter � [2].

Since they are disposed obliquely, the su-
perior portions of the precentral and postcen-
tral gyri that constitute the paracentral lobule 
on the medial surface of the cerebral hemi-
sphere are topographically related to the ven-
tricular atrium, which is situated posteriorly to 
the thalamus. In contrast, their inferior por-
tions cover the posterior half of the insula and 
are topographically related to the body of the 
lateral ventricle, which is situated superior to 
the thalamus.
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The parietal lobe

The parietal lobe anatomy is more complex in 
the sense that it is composed of gyri structur-
ally less well defined and particularly serpigi-
nous and curved. These gyri are also referred 
to as lobules.

On the superolateral surface, the parietal 
lobe is delineated anteriorly by the postcentral 
sulcus and posteriorly by the imaginary line 
running from the point from which the pari-
etooccipital sulcus emerges (on the superome-
dial border) to the preoccipital notch, which is 
situated on the inferolateral border, ~ 5 cm an-
terior to the occipital pole [53]. The intrapari-
etal sulcus, which originates from around the 
midpoint of the postcentral sulcus, is promi-
nent along the parietal superolateral surface, in 
general runs almost parallel to the interhemi-
spheric fissure, and posteriorly penetrates into 
the occipital lobe. The intraparietal sulcus di-
vides the superolateral parietal surface into the 
superior and inferior parietal lobules (Fig. 2).

The superior parietal lobule is quadrangu-
lar and typically connected to the postcentral 
gyrus via a connection that transects the most 
superior portion of the postcentral sulcus and, 
occasionally, via another fold that more inferi-
orly interrupts the postcentral sulcus. The su-
perior parietal lobule is delineated laterally by 
the intraparietal sulcus; medially, it is continu-
ous with the precuneus gyrus along the supero-
medial border (Fig. 3); and, posteriorly, it con-
tinues to the superior occipital gyrus via the 
prominent and arched superior parietooccipi-
tal fold that surrounds the external perpendic-
ular fissure, which represents the depth of the 
parietooccipital sulcus over the superolateral 
cerebral surface. In some brains, there is also a 
small sulcus, designated the superior parietal 
sulcus, emerging from the interhemispheric fis-
sure, between the postcentral sulcus and the 
external perpendicular fissure, over the supe-
rior parietal lobule [30].

The inferior parietal lobule consists of, an-
teriorly, the supramarginal gyrus, which is a 
curved gyrus surrounding the distal portion of 
the sylvian fissure, and, posteriorly, the angular 

gyrus, which encircles the horizontal distal 
portion of the superior temporal sulcus. The 
supramarginal and angular gyri characterize 
the cranial parietal tuberosity, or bossa. Those 
2 gyri are separated by the intermediate sulcus 
[50] (of Jensen), which is an inferior vertical 
branch of the intraparietal sulcus or a distal and 
superior vertical branch of the superior tempo-
ral sulcus, or both (Fig. 2).

Anteriorly, the supramarginal gyrus is con-
nected to the postcentral gyrus via a fold that 
lies around the inferior portion of the postcen-
tral sulcus; inferiorly, it consistently encircles 
the terminal portion of the sylvian fissure and 
continues to the superior temporal gyrus; and 
posteriorly, it occasionally rounds the inferior 
border of the intermediate sulcus, connecting 
to the angular gyrus (Fig. 2). In turn, the angu-
lar gyrus typically curves anteriorly around a 
distal horizontal branch of the superior tempo-
ral sulcus, also known as the angular sulcus, 
[30] continuing to the middle temporal gyrus, 
and posteriorly giving rise to a posterior fold 
that connects it to the middle occipital gyrus.

Therefore, the intraparietal sulcus delin-
eates superiorly the supramarginal and angu-
lar gyri with a slightly arciform and inferiorly 
concave course, and, anteriorly, it typically 
continues to the inferior portion of the post-
central sulcus. Posteriorly, the continuation of 
the intraparietal sulcus becomes the intraoc-
cipital sulcus, [10, 27] also known as the supe-
rior occipital sulcus [46] or transverse occipital 
sulcus, [30] which separates the (more verti-
cal) superior occipital gyrus from its (more 
horizontal) middle counterpart [10, 30, 46, 
47]. Along its length, the intraparietal sulcus 
typically gives rise to 2 vertical folds: a small-
er, superior fold located anterior to the exter-
nal perpendicular fissure, known as the trans-
verse parietal sulcus of Brissaud, and another 
inferior, more developed fold that constitutes 
the previously mentioned intermediate sulcus 
of Jensen, which separates the supramarginal 
gyrus from the angular gyrus [46, 47, 50]. The 
superior parietal lobule, supramarginal gyrus, 
and angular gyrus are also known as P1, P2, 
and P3, respectively.



G. C. Ribas

16

On the medial surface of each hemisphere, 
the precuneus gyrus is a medial extension of 
the superior parietal lobule along the supero-
medial border of the brain and corresponds to 
to the medial portion of the parietal lobe (Fig. 
3). The precuneus is also quadrangular, delin-
eated anteriorly by the marginal branch of the 
cingulate sulcus, posteriorly by the parietooc-
cipital sulcus, and inferiorly by the subparietal 
sulcus. Inferiorly to the subparietal sulcus, the 
precuneus is connected to the isthmus of the 
cingulate gyrus.

The occipital lobe

On the superolateral cerebral surface, the oc-
cipital lobe is situated posterior to the imagi-
nary line that connects the point of emergence 
of the parietooccipital sulcus (on the supero-
medial border of the cerebral hemisphere) 
with the preoccipital notch. The sulci and gyri 
of the occipital lobe have greater anatomical 
variation as compared with other lobes. 
Despite being less well defined and less ana-
tomically constant than gyri in other dorsal 
cortical areas, the occipital gyri of the supero-
lateral cerebral surface tend to consist of 3 gyri 
that are, for the most part, arrayed longitudi-
nally in relation to the interhemispheric fissure 
and converge posteriorly to form the occipital 
pole of each hemisphere. As is the case for the 
frontal and temporal lobes, the occipital gyri of 
the superolateral surface are usually designated 
superior, middle, and inferior, [10, 46] or O1, 
O2, and O3, respectively. While the superior 
occipital gyrus is arranged more vertically 
along the interhemispheric fissure, the middle 
and inferior occipital gyri are arranged more 
horizontally and parallel to the inferior cere-
bral margin (Fig. 2).

On the medial surface, the occipital lobe is 
particularly well defined anatomically. It is sep-
arated from the parietal lobe by the parietooc-
cipital sulcus and is composed of the cuneal 
and lingual gyri, which are separated by the 
calcarine fissure (Fig. 3). The basal, or inferior, 
surface of the occipital lobe, in turn, is contigu-
ous with the basal surface of the temporal lobe.

On the superolateral surface, whereas the 
superior and middle occipital gyri are separat-
ed by the intraoccipital sulcus, [10, 27, 46] 
which is the continuation of the intraparietal 
sulcus and is also known as the superior occipi-
tal sulcus [10, 46] and transverse occipital sulcus, 
[30] the middle and inferior occipital gyri are 
separated by the less welldefined inferior oc-
cipital sulcus, [10, 46] also known as the lateral 
occipital sulcus [30]. When present, the so-
called lunate sulcus is typically oriented verti-
cally, immediately facing the occipital pole[10, 
30].  Given the shallow depth and discontinuity 
as well as the (often) multiple branches of the 2 
principal occipital sulci, the occipital gyri are 
not always well defined and are typically joined 
by various anastomotic folds, and thus consti-
tute a cortical surface that is difficult to charac-
terize morphologically.

Superiorly, the superior occipital gyrus ex-
tends along the superior border of the cerebral 
hemisphere, thus continuing along the medial 
surface to the cuneal gyrus. Inferiorly, the infe-
rior occipital gyrus extends along the inferolat-
eral margin, and its basal surface is lateral to 
the medial temporooccipital gyrus, also known 
as the lingual gyrus, as well as to the collateral 
sulcus that separates the two.

On the medial surface of the cerebral hemi-
sphere, as previously mentioned, the occipital 
lobe is delineated and characterized by its well-
defined and anatomically constant sulci and 
gyri (Fig. 3). Its principal sulcus is the calcarine 
fissure, which is located just above the infero-
medial margin of the cerebral hemisphere. The 
calcarine fissure starts inferiorly to the spleni-
um of the corpus callosum, delineating inferi-
orly the isthmus of the cingulate gyrus from the 
parahippocampal gyrus, and continues poste-
riorly as a gentle and superior convex curva-
ture from whose apex emerges, superiorly, the 
parietooccipital sulcus, which in turn delin-
eates anteriorly the occipital lobe on the medi-
al surface of the cerebral hemisphere. 
Posteriorly, the calcarine fissure occasionally 
crosses the superomedial margin and extends 
along the occipital pole to the superolateral 
surface of the cerebral hemisphere.
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The point of emergence of the parietooc-
cipital sulcus divides the calcarine fissure into 
its proximal and distal parts. Superior to the 
proximal portion of the calcarine fissure and 
anterior to the parietooccipital sulcus is the 
precuneal gyrus, which is part of the parietal 
lobe. Superior to its distal part and posterior to 
the parietooccipital sulcus is the cuneus, or cu-
neal gyrus, so designated because of its wedge 
shape (Fig. 3).

Inferiorly and along the entire length of the 
calcarine fissure is the medial temporooccipital 
gyrus, or lingual gyrus, which anteriorly con-
tinues to the parahippocampal gyrus and con-
stitutes the mediobasal portion of the occipital 
lobe, which is supported by the cerebellar ten-
torium.

The lingual gyrus is therefore delineated 
superiorly by the calcarine fissure and inferi-
orly by the collateral sulcus, which is a deep 
and generally continuous sulcus situated at the 
cerebral base, extending from the occipital 
pole to the temporal lobe and running parallel 
to the calcarine fissure.

The parietooccipital sulcus and calcarine 
fissure appear continuous on the surface. 
However, when their borders are retracted, it 
is obvious that they are separated by one or 
more small gyri. These gyri are composed of 
extensions of the cuneus and are known as the 
cuneolingual gyri.

The proximal part of the calcarine fissure 
creates a rise in the medial wall of the occipital 
horn of the lateral ventricle, designated the cal-
car avis, and the distal part runs along the vi-
sual cortex. Only the distal part includes the 
primary visual cortical areas, which are located 
on its superior (cuneal) and inferior (lingual) 
surfaces.

On the basal surface of the cerebral hemi-
sphere, lateral to the lingual gyrus, is the me-
dial temporooccipital gyrus or fusiform gyrus, 
situated between the collateral sulcus and the 
temporooccipital sulcus. The temporooccipital 
sulcus lies lateral and parallel to the collateral 
sulcus, rarely extends to the occipital pole, and 
in general is interrupted and divided into 2 or 
more parts. Anteriorly, the temporooccipital 

sulcus often bends medially and joins the col-
lateral sulcus. The fusiform gyrus, in turn, ex-
tends to the basal surface of the temporal lobe, 
and lateral to its posterior portion lies the infe-
rior occipital gyrus, whose lateral aspect con-
stitutes the inferiormost portion of the lateral 
surface of the occipital lobe.

The temporal lobe

The temporal lobe is situated inferior to the syl-
vian fissure and delineated posteriorly by the 
imaginary line running from the superomedial 
portion of the parietooccipital sulcus to the 
preoccipital notch. Its lateral surface is com-
posed of the superior, middle, and inferior 
temporal gyri – also respectively known as T1, 
T2, and T3 – which are separated by the supe-
rior and inferior temporal sulci, parallel to the 
lateral or sylvian fissure (Fig. 2). Anteriorly, the 
middle temporal gyrus is generally shorter, 
causing the superior and inferior temporal gyri 
to come together, and thereby forming the 
temporal pole.

The superior temporal sulcus is always a 
very well defined and deep sulcus and often 
presents as a continuous sulcus. The inferior 
temporal sulcus is usually discontinuous and 
composed of various parts. Both of the tempo-
ral sulci start at the proximal portion of the 
temporal pole and end posterior to its borders. 
Whereas the posterior portion of the sylvian 
fissure typically terminates as an ascending 
curve that penetrates the supramarginal gyrus, 
the superior temporal sulcus always terminates 
at a point posterior to the end of the sylvian fis-
sure (posterior sylvian point). In general, the 
superior temporal sulcus then bifurcates into 
an ascending sulcal segment, which separates 
the supramarginal gyrus from the angular gy-
rus, and which corresponds to the intermedi-
ate sulcus of Jensen, and a distal and horizontal 
segment that penetrates the angular gyrus [30, 
39, 42]. Given this configuration of the sulci, 
the superior temporal gyrus always continues 
posteriorly to the supramarginal gyrus, encir-
cling the terminal portion of the sylvian fissure. 



G. C. Ribas

18

The middle temporal gyrus is often partially 
connected to the angular gyrus beneath the 
distal and horizontal portion of the superior 
temporal sulcus that penetrates the angular gy-
rus proper, and inferiorly is often connected to 
the inferior occipital gyrus. In turn, the inferior 
temporal gyrus continues to the inferior oc-
cipital gyrus, over the preoccipital notch that 
posteriorly delineates the temporal lobe. 
Inferiorly, the inferior temporal gyrus extends 
along the inferolateral margin of the cerebral 
hemisphere. Medially, its basal surface lies 
along the lateral temporooccipital gyrus, or fu-
siform gyrus, and along the temporooccipital 
sulcus that separates the 2 gyri.

The superior temporal gyrus constitutes the 
temporal operculum and covers the inferior as-
pect of the insular surface. Its superior, or oper-
cular, surface (Fig. 6), which is within the sylvi-
an fissure, is composed of various transverse 
gyri that emerge from the superior temporal 
gyrus and are directed obliquely toward the in-
ferior part of the circular insular sulcus [48, 52].

Chief among these temporal gyri of the 
operculum is a much more voluminous trans-
verse gyrus that originates in the posteriormost 
portions of the superior temporal gyrus and is 
oriented diagonally toward the posterior vertex 
of the floor of the sylvian fissure and toward the 
ventricular atrium. This gyrus is designated the 

Fig. 6. The temporal opercular surface, the insula, and the central core of the brain. AntLimS = 
anterior limiting sulcus; Atr = atrium of lateral ventricle; BoFo = body of fornix; CaN = caudate 
nucleus; Cl = claustrum; CS = central sulcus; HeG = Heschl gyrus; Ins = insula; IntCap = internal 
capsule; Orb = orbital part of inferior frontal gyrus; PaCLob = paracentral lobule; PoPl = polar 
plane of the opercular temporal surface; Put = putamen; SupLimS = superior limiting sulcus of 
insula; TePl = temporal plane; Tha = thalamus
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transverse gyrus of Heschl. In some brains, 1 or 2 
sulci divide this gyrus; and in such cases, 2 or 3 
gyri are also featured. Together with the posteri-
ormost aspect of the superior temporal gyrus, 
the most anterior transverse gyrus of Heschl 
constitutes the primary auditory cortical 
area[48, 53].  This gyrus has particular topo-
graphical importance because it underlies the 
opercular surface of the postcentral gyrus, its 
longest axis is oriented toward the ventricular 
atrium, and it divides the temporal opercular 
surface into 2 planes: an anterior plane called 
the polar plane and a posterior plane known as 
the temporal plane (Fig. 6) [52].

The floor of the polar plane is composed of 
short transverse gyri at oblique angles, and the 
lower border of the plane is defined by the infe-
rior portion of the circular insular sulcus that 
runs along the bottom of the sylvian fissure. 
The temporal plane is triangular with an inter-
nal vertex that exactly corresponds to the pos-
terior vertex at the bottom of the sylvian fis-
sure, where the superior part of the circular 
insular sulcus comes into contact with its infe-
rior part. The temporal plane is oriented hori-
zontally and faces the inferior surface of the 
supramarginal gyrus as if supporting its anteri-
ormost portion. Whereas the sylvian fissure 
appears oblique in coronal slices taken in the 
polar plane, it appears horizontal in those tak-
en in the temporal plane.

The basal surface of the temporal lobe is 
continuous with the basal surface of the occipi-
tal lobe and is situated over the floor of the 
middle cranial fossa, anterior to the petrous 
portion of the temporal bone, whereas the bas-
al occipital surface lies over the superior sur-
face of the cerebellar tentorium.

The base of the temporal lobe is composed 
laterally by the inferior surface of the inferior 
temporal gyrus, and by the anterior portion of 
the lateral temporooccipital gyrus, or fusiform 
gyrus, that lies laterally to the parahippocam-
pal gyrus. The fusiform gyrus is then situated 
lateral to the parahippocampal and lingual 
gyri, between the collateral and temporooc-
cipital sulci. Its temporal portion presents a 
slight basal prominence due to its adaptation to 

the concavity of the middle cranial fossa. Its an-
terior aspect is typically curved or pointed, be-
cause the anteriormost portion of the tempo-
rooccipital sulcus frequently presents a medial 
curvature toward the collateral sulcus. The an-
terior border of the fusiform gyrus, in general, 
corresponds medially to the level of the mesen-
cephalic peduncle; as a whole, it constitutes 
the floor of both the atrium and the inferior 
horn of the lateral ventricle.

The parahippocampal gyrus belongs to the 
limbic lobe [15].

The insular lobe

On the publication of the fourth edition of the 
Paris Nomina Anatomica in 1975, (14) the in-
sula came to be considered a cerebral lobe. The 
insular surface is composed of the so-called 
mesocortex, which is anatomically situated be-
tween the allocortex, which is older and topo-
graphically more medial (comprising the 
amygdala and hippocampus), and the isocor-
tex, which is phylogenetically younger and to-
pographically more lateral (comprising the 
neocortex of the cerebral hemispheres).

Embedded between the frontal and tempo-
ral lobes of each cerebral hemisphere and con-
stituting the base of each sylvian cistern, the 
insula has an anterior surface and a lateral sur-
face (Fig. 6) that are encased in their respective 
opercular convolutions [48]. The anterior sur-
face of the insula is covered by the frontoorbital 
operculum (comprising the posterior portion 
of the posterior orbital gyrus and the orbital 
part of the inferior frontal gyrus), whereas its 
lateral surface is covered superiorly by the 
frontoparietal operculum (triangular and oper-
cular parts of the inferior frontal gyrus, subcen-
tral gyrus, and anterior and basal part of the 
supramarginal gyrus) and inferiorly by the 
temporal operculum (superior temporal gy-
rus) [48, 53, 60].

The lateral surface of the insula is charac-
terized as a pyramid with a triangular base, 
whose anteroinferior vertex constitutes the li-
men insulae, and is divided by the oblique cen-
tral sulcus of the insula into an anterior por-
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tion and a posterior portion, with the former 
having a larger area. The anterior portion is 
typically composed of 3 short gyri that origi-
nate at the apex of the insula, which corre-
sponds to the most prominent aspect of the 
insular pyramid, with the anteriormost aspect 
extending over the anterior surface of the in-
sula; and the posterior portion, in general, is 
composed of 2 long gyri not originating at the 
apex but oriented obliquely and in parallel. 
The transverse and accessory insular gyri, 
which together constitute the insular pole, 
also originate from the apex of the insula [48, 
49]. The transverse insular gyrus, which is situ-
ated more inferiorly, runs along the limen in-
sulae and is connected to the posteromedial 
orbital lobule, which is composed of the pos-
terior portion of the medial orbital gyrus and 
the medial portion of the posterior orbital gy-
rus [48, 55] and is located anterior and along 
the lateral olfactory stria.

The insular surface is delineated peripher-
ally by the circular sulcus of Reil, [10, 45] or 
periinsular sulcus, [47, 48] which is interrupted 
by the previously mentioned transverse insular 
gyrus. Given the triangular shape of the insula, 
its circular, or periinsular, sulcus is usually di-
vided into 3 parts, that is, the anterior, superi-
or, and inferior periinsular sulci, [48] also des-
ignated the anterior, superior, and inferior lim-
iting sulci of the insula [36].

To understand the periinsular spaces more 
fully, one should remember that the insula has 
a lateral surface and an anterior surface. The su-
perior and inferior limiting sulci are morpho-
logically categorized as true sulci that delineate 
the respective transitions and deflections oc-
curring among the lateral insular surface and 
the frontoparietal operculum, and the lateral 
insular surface and the temporal operculum. 
The so-called anterior limiting sulcus of the in-
sula, on the other hand, is considerably deeper 
and morphologically characteristic of a true 
fissure or space that separates the anterior sur-
face of the insula from the posterior surface of 
the posterior orbital gyrus.

The upper half of the fundus of the anterior 
limiting sulcus is separated from a true anterior 

ventricular recess at the head of the caudate 
nucleus only by the fibers of the thin anterior 
limb of the internal capsule, whereas the fun-
dus of the lower half continues to the ventral 
striatopallidal region.

From a morphological and topographical 
perspective, the surface of the insula clearly 
represents the external shield of a true central 
core of the brain, [36] quite well defined ana-
tomically. This central core of the brain com-
prises, in each cerebral hemisphere, the insula 
proper, the basal nuclei, the thalamus, and the 
internal capsule (Fig. 6). The anterior half of 
the lateral surface of the insula corresponds in-
ternally to the head of the caudate nucleus, 
whereas the posterior half corresponds to the 
thalamus and the body of the caudate nucleus. 
Each central core of each cerebral hemisphere, 
composed of all the structures mentioned 
above, is incorporated into the corresponding 
half of the mesencephalon, morphologically 
characterizing a brainstem with 2 heads that 
correspond to the 2 central cores.

The limbic lobe and correlated areas

The Limbic Lobe. The publication entitled 
International Anatomical Terminology, pub-
lished in 1998 [15, 44] and replacing the previ-
ous Nomina Anatomica, introduced the limbic 
lobe as another of the cerebral lobes and de-
scribed it as comprising the cingulate and para-
hippocampal gyri.

The term limbic was first used in the 19th 
century by Broca, [4] who observed that cer-
tain cerebral structures constituted a continu-
um arranged in the shape of a C surrounding 
the diencephalic region. Since then the term 
limbic – meaning border, ring, or surround [16] 
– came to be definitively established in the 
neuroanatomical literature. Subsequent stud-
ies introduced the notion that the limbic sys-
tem is composed of telencephalic and dience-
phalic structures that, despite their anatomical 
and functional diversity, are particularly re-
sponsible for the physiology of emotions, 
memory, and learning [18, 22, 37, 38, 53].
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Within the medial surface of each cerebral 
hemisphere, one prominent feature is the cin-
gulate gyrus, which wraps around the corpus 
callosum and continues posteriorly and inferi-
orly to the parahippocampal gyrus, forming 
the shape of a C around the diencephalon (Fig. 
3). Broca originally described the cingulate 
and parahippocampal gyri as contiguous, 
jointly dubbing them the greater limbic lobe. He 
also considered the cingulate, subparietal, and 
collateral sulci to be segments of the sulcus he 
referred to as the limbic sulcus [4, 18, 19].

The cingulate gyrus is situated above the 
callosal sulcus and below the cingulate sulcus. 
It starts below the rostrum of the corpus callo-
sum, and as it ascends around the knee of the 
corpus callosum, it typically presents a con-
nection with the medial (or medial aspect of 
the superior) frontal gyrus. At the level of the 
trunk of the corpus callosum it is connected to 
the paracentral lobule, and more posteriorly it 
is connected to the precuneus.

Posterior to the splenium of the corpus cal-
losum the cingulate gyrus consistently be-
comes narrower, at which point it is referred to 
as the isthmus of the cingulate gyrus, and contin-
ues to the parahippocampal gyrus. The site of 
transition between these 2 gyri is identified by 
the emergence of the anterior branch of the 
calcarine fissure, which originates beneath the 
isthmus of the cingulate gyrus.

As already mentioned, the terminal as-
cending branch of the cingulate sulcus delin-
eates posteriorly the paracentral lobule and 
anteriorly the precuneus, whereas the subpari-

etal sulcus is located inferior to the precuneus, 
separating it from the cingulate gyrus and ap-
pearing to be a posterior continuation of the 
cingulate sulcus after a short interruption of 
the latter. The connections between the cingu-
late and the precuneus gyri are anterior and 
posterior to the subparietal sulcus (Fig. 3).

The parahippocampal gyrus forms the low-
er half of the C that wraps around the dience-
phalic region. Posteriorly, it comprises the 
isthmus of the cingulate gyrus and is also the 
anterior continuation of the lingual gyrus, 
which lies under the calcarine fissure. The 
parahippocampal gyrus is situated lateral to the 
cerebral peduncle. Anteriorly, it folds back on 
itself medially, assuming the shape of a hook 
and constituting the uncus of the parahippo-
campal gyrus situated anterolateral to the cere-
bral peduncle, and harbors the uncal sulcus.

Medially, the parahippocampal surface 
curves superiorly and laterally, constituting the 
subiculum, characterized as a flat, superior sur-
face running along the anteroposterior axis of 
the parahippocampal gyrus and under the pul-
vinar of the thalamus, so that these 2 surfaces 
constitute the portion of the transverse fissure 
of the brain that harbors the so-called wing of 
the ambient cistern. The hippocampus is situ-
ated lateral to the subiculum.

The hippocampus consists of Ammon’ s 
horn, which is characterized as an intraventric-
ular prominence, and the small dentate gyri, 
which lie laterally along Ammon’ s horn. The 
small dentate gyri are separated from the su-
biculum by the hippocampal sulcus, which an-
teriorly terminates within the uncus. Given the 
greater magnitude of Ammon’ s horn, the term 
hippocampus is commonly used in reference to 
this structure. Within the ventricular cavity, 
Ammon’ s horn, or the hippocampus, is cov-
ered by the alveus, a thin layer of fibers that 
gives rise to the fimbria of fornix, the principal 
bundle of efferent fibers of the hippocampus. 
These structures are collectively known as the 
hippocampal formation. Between the dentate 
gyri and the fimbria of fornix is the fimbrioden-
tate sulcus, which lies lateral and parallel to the 
hippocampal sulcus [11, 52].

Table 2: Principal limbic cortical structures

cingulate gyrus
parahippocampal gyrus
hippocampal formation

hippocampus (Ammon’s horn)
subiculum
dentate gyrus

prehippocampal rudiment/indusium griseum
frontal mediobasal cortical area
paraterminal gyrus

paraolfactory gyri or subcallosal area
olfactory cortical areas
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The uncus of the parahippocampal gyrus is 
triangular with a medial vertex, such that its 
anteromedial surface faces the carotid cistern 
and its posteromedial surface faces and encir-
cles the mesencephalic peduncle. Two small 
prominences known as the semilunar gyrus and 
ambient gyrus, which are separated by the 
semiannular sulcus, are evident in the anterior 
portion of the surface of the uncus. The ambi-
ent gyrus, which is more inferior, often pres-
ents with a depression caused by the pressure 
of the free edge of the tentorium cerebelli. The 
anterior half of the uncus includes the amyg-
dala, whereas its posterior half includes the 
head of the hippocampus [52]. Superiorly, the 
amygdala runs toward the base of the globus 
pallidus so that, in a coronal slice, the base of 
the lentiform nucleus and the amygdala form a 
figure-eight or an hourglass shape [49, 52, 53].

Along the cerebral base, the parahippo-
campal gyrus is laterally delineated by the col-
lateral sulcus, which separates it from the fusi-
form gyrus, and by the rhinal sulcus, which is 
occasionally continuous with the collateral sul-
cus. The rhinal sulcus, which is not always 
readily identifiable, is consistently the sulcus 
that separates the uncus from the rest of the 
temporal pole (Fig. 3).

The temporal stem. Laterally, the parahip-
pocampal gyrus is contiguous with the fusi-
form gyrus and the remainder of the basal sur-
face of the brain. Posteriorly, it continues along 
the cingulate gyrus. Medially, it runs under the 
thalamus along the natural space comprising 
the choroidal fissure. Anteriorly, its uncal por-
tion is superiorly incorporated into the lateral-
most aspect of the frontobasal region via a 
well-defined neural peduncle anterior to the 
inferior horn of the lateral ventricle.

Anteriorly and externally, this true tempo-
ral peduncle is composed of the cortex of the 
transverse insular gyrus, which crosses the li-
men insulae, connecting to the posteromedial 
orbital lobule [56]. Internally, it consists of the 
uncinate fascicle, which joins the frontal and 
temporal lobes; [12] fibers of the frontooccipi-
tal fascicle, which are arrayed immediately 
posterior to the uncinate fascicle; amygdalofu-

gal fibers, which are composed of the ventral 
extensions of the amygdala – that project to 
the septothalamohypothalamic region [53] 
and the nucleus of the stria terminalis, situated 
under the head of the caudate nucleus [18, 19, 
25] – and fibers of the anterior commissure. 
Medially, it includes the superior extension of 
the amygdala, which superiorly extends medi-
ally to the putamen and toward the globus pal-
lidus [52].

In the literature, this set of structures has 
been given the generic and controversial name 
of temporal stem, equivalent to the temporal 
axis. According to Duvernoy, [10] “the tempo-
ral stem consists of only a thin layer of white 
matter situated between the ventricular cavity 
and the fundus of the superior temporal sul-
cus.” In contrast, Wen et al [52] stated that the 
term refers “only to the connections between 
the temporal lobe and the insula, excluding the 
superior extension of the amygdala in the di-
rection of the globus pallidus and the limen in-
sulae.” Türe et al [48] defined the temporal 
stem as “the portion of white matter that pen-
etrates the temporal lobe between the anterior 
border of the insula and the inferior horn, [...] 
composed of the fronto-occipital fascicle and 
the anterior thalamic peduncle”.

Posterolaterally, the temporal stem is con-
tiguous with the layers of fibers called the sagit-
tal stratum, [24, 49] which cover the inferior 
horn and ventricular atrium. All of these struc-
tures collectively join the temporal lobe to the 
remainder of the cerebral hemisphere beneath 
the insula. The so-called sagittal stratum con-
sists of the frontooccipital fascicle, the inferior 
thalamic peduncle, or radiation – which en-
compasses the auditory and optic radiations – 
and the fibers that compose the anterior com-
missure and tapetum. The layer of callosal fi-
bers known as the tapetum lies under the optic 
radiation and then constitutes the most inferior 
layer of the sagittal stratum. The sagittal stra-
tum is situated inferiorly to the inferior limiting 
sulcus of the insula, forming the roof and lateral 
wall of the inferior horn and consituting the lat-
eral wall of the ventricular atrium. Superficial 
to the sagittal stratum is the subcortical white 
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matter of the entire neocortical portion of the 
temporal lobe.

From a topographical perspective, it is no-
table that the sagittal stratum corresponds to 
the set of fibers that cover the inferior horn and 
atrium of the ventricle, inferiorly and posteri-
orly to the insula, whereas the temporal stem is 
situated anterior to the inferior horn, connect-
ing the anteromedial temporal portion to the 
basolateral frontal portion of the brain.

The basal forebrain and ventral striatopal-
lidal region. The mediobasal frontal cortical 
area of each cerebral hemisphere, composed 
of the paraterminal gyrus and the paraolfac-
tory gyri, is also considered a limbic cortical 
area. The paraterminal gyrus is situated on the 
medial wall of each cerebral hemisphere, im-
mediately facing and quasi-continuous with 
the lamina terminalis, and is delineated ante-
riorly by a short, vertical sulcus known as the 
posterior olfactory sulcus. The small anterior 
curvature of the paraterminal gyrus is called 
the prehippocampal rudiment and extends 
superiorly, along the indusium griseum. 
Inferiorly, the paraterminal gyrus extends 
along the diagonal band of Broca and the lat-
eral olfactory stria.

The posterior and anterior paraolfactory 
gyri, which are also vertical and separated by 
the anterior paraolfactory sulcus (the latter not 
always identifiable), are located anterior to the 
paraterminal gyrus. This area of the paraolfac-
tory gyri is also known as the subcallosal area. 
Anterior to the subcallosal area is a fold that 
connects the basalmost portion of the cingu-
late gyrus with the gyrus rectus, encircles the 
posteriormost part of the superior rostral sul-
cus, and is called the cingulate pole [56].

The paraterminal gyri harbor the septal nu-
clei [53] and constitute the septal area, which 
corresponds to the socalled paraolfactory area 
of Broca [23]. Therefore, the septal region is 
situated on the medial surface of the cerebral 
hemisphere, immediately facing the anterior 
commissure.

The area known as the anterior perforated 
substance constitutes a particularly important 
topographical region of the basal forebrain 

(Fig. 5 right). Macroscopically, this area is de-
lineated anteriorly by the olfactory trigone and 
the lateral and medial olfactory striae, whereas 
it is delineated posteriorly by the edges of the 
optic tracts, medially by the interhemispheric 
fissure, and laterally by the uncus of the para-
hippocampal gyrus and the limen insulae. 
Topographically, the anterior perforated sub-
stance is situated just above the bifurcation of 
the internal carotid artery, and thus forming 
the roof of the space that harbors the distal por-
tion of the artery and the proximal segments of 
the anterior and middle cerebral arteries. The 
perforating branches that emerge from those 
arterial segments constitute the lenticulostri-
ate arteries, and it is from the surface of the an-
terior perforated substance that they penetrate 
the frontobasal parenchyma.

The brain region currently known as the 
ventral striatopallidal system, [18, 21] or more 
simply the ventral striatum, corresponds in 
part to the substantia innominata, a name tak-
en from the historical literature in German, 
and can be confused with the concept of the 
basal forebrain in current English literature. 
The ventral striatum refers to the basal fore-
brain region situated between the anterior per-
forated substance and the anterior commissure 
of each cerebral hemisphere. Superiorly, it is 
closely related to the most anterobasal portion 
of the anterior limb of the internal capsule, 
whereas laterally it is contiguous with the pe-
duncle of the temporal stem, and medially it is 
particularly related to the septal region and the 
hypothalamus. The ventral striatopallidal re-
gion includes the nucleus accumbens, which 
corresponds to a basal connection of the head 
of the caudate nucleus with the most anterior 
and inferior portion of the putamen (hence the 
name ventral striatum), the globus pallidus, the 
magnocellular nucleus of the basal forebrain 
(nucleus basalis of Meynert), and the fibers 
that constitute the ventral extension of the 
amygdala and are directed toward the septal re-
gion, the hypothalamus, the thalamus, and the 
bed nucleus of the stria terminalis, located un-
der the head of the caudate nucleus. The sub-
stantia innominata of Reichert corresponds 
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most closely to the ventropallidal region [19, 
23]. Because of its topography, the ventral stri-
atum is crisscrossed by the perforating lenticu-
lostriate arteries. Functionally, the ventral stri-
atum is closely correlated with neuropsychiat-
ric functions [19, 20, 22, 38].

It is interesting to emphasize that the me-
diobasal frontal cortical areas (paraterminal 
gyrus and subcallosal area), the olfactory corti-
cal areas (anterior perforated substance and 
components of the piriform lobe), and the ven-
tral pallidal-striatum region (with its subjacent 
nuclei) constitute a corticosubcortical contin-
uum running along the ventral surface of the 
brain from the medial portion of the temporal 
pole to the posterior mediobasal portion of the 
frontal lobe, with its posterior border being de-
lineated by the anterior commissure.

In parallel with these observations, 
Mesulam [26] proposed that because of their 
particularly superficial presentation, the most 
medial portions of the amygdaloid complex 
(within the uncus), the substantia innominata 
(within the ventral striatopallidal region), and 
the septal nuclei (within in the paraterminal 
gyri), which together constitute the basal fore-
brain, should be considered constituents of the 
cerebral mantle.

In conclusion, it should be noted that al-
though the cortical areas mentioned compose 
the cortical portion of the limbic lobe, the con-
cept of the limbic system as a functional unit 
also involves the participation of deep struc-
tures and is controversial in terms of its con-
ception and composition [18, 19, 20, 38]. From 
a morphological perspective, however, the 
structures that make up the limbic system pres-
ent as a series of C-shaped curves centered 
around the thalamus and hypothalamus in each 
cerebral hemisphere.

Final remarks

To understand and correctly identify the sulci, 
and consequently the cerebral gyri, it is funda-
mental to consider the notion that the charac-
terization of a given sulcus does not necessarily 

imply that it is composed of a single continuous 
space. A sulcus can consist of one or more 
parts, which in some cases can be oriented in 
different directions. Those parts can be long or 
short and can be isolated or connected to other 
sulci [30].

The principal sulci can vary in form and 
size from person to person and the surface of 
the brain constitutes a true continuum, pre-
senting a serpentine configuration given its 
various forms of connections surrounding the 
sulcal extremities and running under the fun-
dus of the sulci [56]. The separation between 
neighboring and adjacent gyri is therefore only 
superficial and is structurally defined by the 
continuity and the fundi of the sulci that sur-
round them. The interruption of a sulcus or the 
presence of a free sulcal extremity necessarily 
indicates the presence of a fold that connects 
different gyri or different sectors of the same 
gyrus. Each cerebral gyrus should therefore be 
understood as a region of the brain surface and 
not as an individual, anatomically well-defined 
neural structure.

For microneurosurgical applications, is 
also notable that given the mechanism of in-
vagination of the surface of the brain through-
out its evolution and embryological develop-
ment, [43] the sulci of the superolateral and 
inferior surfaces of the brain are consistently 
oriented toward the nearest ventricular cavity, 
which is especially evident in coronal slices of 
MR imaging studies. This disposition of the 
sulci is not seen on the medial surface of the 
hemispheres because the development of the 
sulci on this surface is directly related to that of 
the corpus callosum, and these sulci therefore 
tend to be arranged in parallel with this com-
missure [30].
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Introduction

The white matter of the brain consists of my-
elinated bundles of nerve fibers, known as 
 fascicles or fiber tracts. These fibers form a 
complex three-dimensional architecture with-
in the hemispheres and the brainstem (Fig. 1). 
Neuro surgical approaches to different com-
partments of the brain cannot be performed 
without an in-depth understanding of the sys-
tems of the white fibers. As a consequence, a 
detailed knowledge of the architectural anato-
my of the white-matter tracts is paramount 
when dealing with intrinsic neoplastic and vas-
cular lesions within the brain. In addition, the 
precise knowledge of the trajectories and cor-
tical terminations of the different white-matter 
bundles is of great value for neuroscience re-
search, as it opens a new door to understand 
brain functioning.

Neuroanatomic laboratory training is the 
best way to learn and appreciate the anatomy 
of white-matter fibers, in conjunction with vas-
cular, cysternal, and gyral anatomy [44, 45]. In 
particular, the fiber dissection technique has 
allowed neurosurgeons to discover the three-
dimensional anatomy of association, commis-
sural, and projection fibers. 

It is of considerable importance that, in 
the history of neuroanatomy, the fiber dissec-
tion technique was one of the first solutions 
that gave the anatomists the invaluable oppor-

tunity to describe the internal structure of the 
brain. Türe et al [40] made a great contribu-
tion by tracing the history of the fiber dissec-
tion technique. Andreas Vesalius (1514–1564) 
differentiated for the first time the softer and 
yellowish cerebrum from the harder and 
whiter deeper substance below it and provid-
ed the first description of the corpus callo-
sum. Raymond Vieussens (1641–1715), who 
was one of the first anatomists to disclose the 
internal structure of the brain, introduced the 
term “centrum ovale” and could demonstrate 
the continuity of the corona radiata, internal 
capsule, and pyramidal tracts within the 
brainstem. The crossing of the pyramidal fi-
bers below the pons was described by 
Domenico Mistichelli (1675–1715). Johann 
Christian Reil (1759–1813), who was the first 
to introduce the method of alcohol fixation 
for preservation of the brain, illustrated the 
tapetum fibers and the optic radiation. The 
Italian anatomist Luigi Rolando (1773–1831) 
described the continuity of fibers starting 
within the medial olfactory stria and proceed-
ing through the subcallosal area and cingulate 
and parahippocampal gyri, forming a nearly 
complete circle, and ending in the uncus. 
Bartholomeo Panizza (1785–1867) demon-
strated the visual pathway in 1855 and Louis 
Pierre Gratiolet (1815–1865) described the 
optic radiation from the lateral geniculate 
body to the occipital cortex.

Anatomy of the white-matter pathways
Juan Martino and Christian Brogna
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In the first two decades of the 20th century, 
due to the fact that microtome and histological 
techniques were more widely used, the fiber 
dissection technique was abandoned. 
Nevertheless, white-matter tracts could not be 
followed within histological specimens. 
Therefore, in 1935 Joseph Klingler (1888–
1963), in Basel, Switzerland, recognized the im-
portance of studying white matter by the fiber 
dissection technique. He revolutionized the 
technique by developing a new method of brain 
fixation which consisted of freezing the already 
formalin-fixed brains before dissection [20]. 

In the 1950s, Yasargil was the first neuro-
surgeon to apply the knowledge of fiber sys-
tems acquired by the fiber dissection technique 
directly during neurosurgical procedures [46]. 
In the 1990s, Türe et  al made highly detailed 
white-matter dissection studies with the inten-
tion to spread the use of this technique in neu-
roanatomical and neurosurgical training [38–
40]. 

Klingler’ s t echnique

The main concept of Klingler’ s technique is to 
freeze formalin-fixed brains before dissecting 
them with wooden spatulas. Freezing allows 
the formalin between fibers to crystallize: by 
this process the fibers get expanded and sepa-
rated, allowing to easily follow them during the 
dissection.

In the preparation of anatomic specimens 
the following steps must be followed. The hu-
man cerebral hemispheres are first fixed in a 
10% formalin solution for at least 3 weeks. 
Then the arachnoidal and vascular structures 
are carefully removed by use of surgical magni-
fication. Afterward, the specimens are frozen 
at –16 °C for 3 weeks, and finally the dissection 
is performed with fine custom-shaped wooden 
spatulas. A good point to start with the dissec-
tion is to remove the gray matter within the su-
perior temporal sulcus.

Fig. 1. Complex three-dimensional architecture of the white-matter fibers of the brain. The superior longitudinal fasciculus 
(SLF) is running around the insula and crosses above the inferior fronto-occipital fasciculus (IFOF). The claustrum and the 
external capsule are located deep to the insula and the extreme capsule and above the IFOF
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White-matter pathways

White-matter pathways within the brain are 
distinguished into association, commissural, 
and projection fibers. Short association fibers, 
also called U fibers, connect adjacent gyri run-
ning just below the deepest portion of sulci, 
while long association fibers connect different 
lobes within the same hemisphere. The main 
long association fibers are the superior longitu-
dinal fasciculus (SLF), the inferior fronto-oc-
cipital fasciculus (IFOF), the uncinate fascicu-
lus (UF), the inferior longitudinal fasciculus 
(ILF), and the cingulum. The commissural fi-
bers, which cross the midline interconnecting 
regions of the two hemispheres, include the 
corpus callosum, the anterior commissure, and 
the hippocampal commissure. Projection fi-
bers connect the cerebral cortex with the 
brainstem and the spinal cord and form the co-
rona radiata and the internal capsule. 

Magnetic resonance imaging (MRI) stud-
ies of the developing human brain showed that 
the internal capsule, the optic radiation, and 
the corpus callosum are among the first to my-
elinate. In contrast, long association fibers such 
as the SLF and the IFOF myelinate relatively 
late [29].

Superior longitudinal fasciculus

Reil and Autenrieth (1809, 1812) were the first 
to describe the SLF as a group of fibers located 
in the white matter of the temporal, parietal, 
and frontal regions and around the Sylvian fis-
sure. Burdach (1819–1826) and subsequently 
Dejerine (1895), following this initial identifi-
cation of the tract, described in detail this fiber 
system as a tract that arches around the Sylvian 
fissure and connects the posterior temporal 
lobe with the frontal lobe. They named this 
tract “fasciculus arcuatus” (arcuate fasciculus, 
AF) and considered it as part of the SLF, using 
interchangeably the terms “superior longitudi-
nal fasciculus” or “fasciculus arcuatus” in their 
descriptions. In contrast to these classical de-
scriptions, recent diffusion tensor imaging 

(DTI) tractography studies demonstrated that 
the AF is a subdivision of the SLF. Moreover, 
neuroimaging experiments with nonhuman 
primates and humans have revealed the SLF to 
be a complex brain association fiber system 
composed of three different portions [5, 8, 16, 
21] (Fig. 1) (and Fig. 6 in online version): (i) 
fronto-parietal or horizontal segment, (ii) tem-
poro-parietal or vertical segment, and (iii) 
temporo-frontal segment or arcuate fasciculus.

The fronto-parietal or horizontal segment 
of the SLF originates in the inferior parietal 
lobe, at the level of the angular and supramar-
ginal gyrus. Then it runs within the white mat-
ter of the frontal and parietal operculum lateral 
to the AF. Finally, it terminates at the posterior 
and inferior frontal lobe, at the level of the pre-
central gyrus and the posterior portion of the 
inferior frontal gyrus (Broca’ s territory) [8, 16, 
21]. Isotope studies of non-human primate 
brains [30, 35, 36] as well as DTI analyses of hu-
man of brains [23] revealed that this fronto-
parietal segment is not one single fiber tract 
but can be divided into three dorsal to ventral 
components in the white matter of the parietal 
and frontal lobes: the SLF I, II, and III. The 
SLF I originates from the dorsal superior pari-
etal lobe and the medial parietal lobe (precu-
neus), runs through the white matter of the 
superior parietal and frontal regions and termi-
nates at the premotor and prefrontal cortex 
(dorsal parts of areas 6, 8, and 9 and the supple-
mentary motor area). The SLF II originates 
from the posterior portion of the inferior pari-
etal lobe (angular gyrus), runs through the cen-
tral core of the white matter above the superior 
limiting sulcus of the insula and terminates in 
the dorsal premotor and prefrontal regions. 
The SLF III originates at the anterior portion 
of the inferior parietal lobe (supramarginal gy-
rus), runs through the opercular white matter 
of the parietal and frontal lobes and terminates 
at the ventral premotor and prefrontal cortex 
(Broca’ s territory). This third portion of the 
SLF seems to correspond to the horizontal seg-
ment previously described.

The temporo-parietal or vertical segment 
of the SLF originates in the posterior portion 
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of the superior and middle temporal gyrus 
(Wernicke’ s territory). The fibers turn verti-
cally, running parallel and lateral to the AF, and 
terminate at the inferior parietal lobe [8, 16].

The temporo-frontal segment corresponds 
to the classical AF and is a long white-matter 
tract that directly connects the posterior tem-
poral lobe with the posterior frontal lobe. The 
posterior projection of the AF is not limited to 
a well-defined anatomical territory with pre-
cise landmarks. It mostly encompasses the me-
dial and posterior portions of the superior, 
middle, and inferior temporal gyri [2, 3, 18, 32, 
34]. Then the fibers converge in a single tract 
that arches around the caudal end of the Sylvian 
fissure, running within the white matter of the 
parietal and frontal operculi. This fascicle runs 
parallel and medial to the two superficial tracts 
previously described and lateral to the cortico-
spinal tract. Controversy exists about the fron-
tal termination of the AF. Some authors sug-
gested that it terminates at the precentral gy-
rus, posterior portion of the inferior frontal 
gyrus (pars opercularis and pars triangularis), 
and the middle frontal gyrus [18, 32, 34], while 
others have described it as mainly connected to 
the precentral gyrus and not the inferior fron-
tal gyrus [2]. Interestingly, Catani et al [8], on 
the basis of tractographic evidence, have de-
scribed a rostrocaudal organization of the ter-
minations of the SLF within Broca’ s territory, 
with the AF reaching the anterior portion and 
the fronto-parietal segment projecting to the 
posterior portion.

In summary, such recent data suggest two 
parallel pathways connecting temporal and 
frontal regions [8, 16]: (i) a direct pathway cor-
responding to the classical AF, (ii) an indirect 
pathway running parallel and lateral to the di-
rect pathway and consisting of two segments – 
an anterior or horizontal segment linking 
Broca’ s territory with the inferior parietal lobe; 
a posterior or vertical segment linking the infe-
rior parietal lobe with Wernicke’ s territory. The 
SLF has been central to the neurobiological in-
terpretation of higher brain functions, specially 
language functions, and language disorders [19, 
43]. The present subdivision of the SLF into di-

rect and indirect segments highlights the im-
portance of the inferior parietal cortex as a sep-
arate primary language area with dense con-
nections to the classical language areas [8]. 

Middle longitudinal fasciculus

Experimental and imaging studies of macaque 
monkey brains described a fascicle originating 
from the caudal part of the inferior parietal 
lobe and extending into the white matter of the 
superior temporal gyrus [36]. This tract was 
named the middle longitudinal fasciculus. 
Interestingly, this fascicle has been recently 
identified in human brains. Makris et al [24] de-
lineated the trajectory and terminations of this 
tract in 4 human subjects by MRI tractography. 
They described the middle longitudinal fascic-
ulus as a thin tract that is located medial and 
caudal to the classical AF and connects the an-
gular gyrus with the temporal pole. Further 
studies are necessary to confirm this initial ob-
servation and clarify the fascicle’ s functional 
role.

Inferior longitudinal fasciculus

The ILF, first described by Burdach in 1822, 
runs in the inferior temporal lobe with an ante-
rior-posterior orientation and connects the an-
terior part of the temporal lobe to the occipital 
lobe. Recent DTI studies demonstrated that 
the ILF is composed of a direct and an indirect 
pathway [7]. The indirect pathway, i.e., the oc-
cipitotemporal projection system, is constitut-
ed by U-shaped fibers that connect adjacent 
gyri at the inferior temporal and occipital con-
vexity. The direct pathway is composed of long 
association fibers located medial to the short 
fibers.

Despite numerous DTI studies analyzing 
the course of the direct segment of the ILF, 
controversy exists about the anterior cortical 
termination of this fascicle. There have been 
described connections with the anterior por-
tion of the superior, middle, and inferior tem-
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poral gyri on the lateral surface of the temporal 
lobe, the fusiform gyrus, parahippocampal gy-
rus, the amygdale, and the hippocampus [7, 15, 
35]. These fibers, at the anterior portion of the 
temporal horn of the lateral ventricle, gather in 
a single bundle running laterally and inferiorly 
to the lateral wall of the temporal horn. At this 
level, the ILF is located lateral and below the 
optic pathways, whereas the IFOF runs medial 
and above the optic radiations. Thus, the roof 
of the ventricle is a good anatomical landmark 
to distinguish the ILF (below) from the IFOF 
(above) [25]. At the atrium of the lateral ven-
tricle, the ILF is lateral to the sagittal stratum 
(IFOF, optic radiations, and tapetum) and me-
dial to the AF and the temporo-parietal seg-
ment of the SLF. Posteriorly, the ILF termi-
nates on the convexity surface of the occipital 
pole, posterior lingual gyrus, posterior fusi-
form gyrus, and the cuneus [7]. 

Inferior fronto-occipital fasciculus

The IFOF is a ventral associative bundle that 
connects the frontal lobe with the occipital and 
parietal lobes via the temporal lobe and insula. 
In 1909, Curran first described this fascicle by 
postmortem fiber dissection. Since then many 
other authors used white-matter dissection to 
elucidate the anatomical course of this fascicle 
[26, 27, 31, 40, 41]. Recently, DTI studies and 
studies combining fiber dissection with DTI 
described the main course of the IFOF at the 
level of the limen insulae, the roof of the tem-
poral horn, and within the anterior and middle 
temporal lobe [6, 5, 16].

The exact frontal cortical terminations of 
the IFOF remain unclear, due to their strong 
intersection with the terminal branches of oth-
er long association fascicles (mainly the supe-
rior longitudinal fasciculus). Recent DTI trac-
tography studies have described frontal con-
nections of the IFOF with the dorso-lateral 
prefrontal and orbito-frontal cortex [5, 16]. At 
the insula, the IFOF runs parallel to the UF, 
crossing the anteroinferior portion of the ex-
ternal capsule and claustrum. Then, both fas-

cicles cross the temporal stem. The anatomical 
course of the IFOF at the temporal stem was 
recently analyzed by fiber dissection of post-
mortem human hemispheres [27]. It was ob-
served that the UF crosses the anterior one-
third of the temporal stem, passing through the 
region of the limen insulae and a few millime-
ters of the inferior limiting sulcus of the insula, 
while the IFOF crosses the posterior two-
thirds of the temporal stem, in the region be-
tween the posterior limit of the UF and the lat-
eral geniculate body (Fig. 2) (and Fig. 7 in on-
line version). At the lateral portion of the tem-
poral stem, the fibers of the UF curve in an an-
terior direction to reach the anterior temporal 
lobe, whereas the fibers of the IFOF turn in a 
posterior direction coursing above the roof of 
the temporal horn, superior and medial to the 
optic radiations. The auditory radiations, the 
claustro-opercular and insulo-opercular fibers 
of the external and extreme capsules pass 
through the temporal stem above the IFOF, 
whereas the optic radiations pass below (Fig. 
2). The UF crosses the anterior portion of the 
temporal stem in the same plane as the IFOF. 
The anterior commissure and the inferior tha-
lamic peduncle cross the temporal stem below 
the UF. Therefore, the IFOF separates the ori-
gin of the auditory and optic radiations at the 
medial and lateral geniculate bodies: the initial 
segment of the auditory radiations coming 
from the medial geniculate body passes above 
the IFOF at the temporal stem, whereas the 
initial segment of the optic radiations coming 
from the lateral geniculate body passes below 
the IFOF.

At the level of the middle temporal region, 
the IFOF runs in the roof of the temporal horn, 
superior and lateral to the optic radiations and 
medial to the ILF. In the posterior portion of 
the temporal stem the fibers of the IFOF turn 
medially to join the sagittal stratum. At this 
level the IFOF is located medial to the fibers of 
the AF and lateral to the optic radiations in the 
lateral surface of the atrium of the ventricle.

Important controversy exists about the 
posterior cortical terminations of the IFOF. 
Indeed, some authors consider that the IFOF 
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terminates at the level of the ventral occipital 
lobe [5], while for others it terminates into the 
middle and posterior temporal lobe [16], and 
still others consider that it terminates at the 
level of both the temporal and occipital lobes 
(i.e., into the middle and inferior temporal gyri 
and into the lingual and fusiform gyri) [28]. In 
a recent publication, fourteen postmortem hu-
man hemispheres were dissected and the pos-
terior cortical terminations of the IFOF were 
analyzed [26]. Two different subcomponents 
of this fascicle were described: a superficial and 
dorsal portion and a deeper and ventral por-
tion, both at the ventral part of the external 
capsule. The superficial and dorsal portion 
(Fig. 3) has an inferior and posterior orienta-

tion. It crosses the anterior portion of the tem-
poral stem, passing above the anterior part of 
the roof of the temporal horn, and then it turns 
superiorly, passing underneath the posterior 
insula. Finally, it joins the sagittal stratum in 
the superior part of the lateral surface of the 
atrium, to reach the convexity surface of the 
parietal and occipital lobes, at the superior pa-
rietal lobe and the posterior portion of the su-
perior and medial occipital gyri. The deeper 
and ventral portion of the IFOF (Fig. 8 in on-
line version) is situated between the superficial 
portion and the deeper claustrum. At this level, 
it has an inferior and posterior orientation, 
crossing the anterior part of the temporal isth-
mus. It runs above the roof of the temporal 

Fig. 2. Dissection of IFOF at insula and temporal stem of left hemisphere. A coronal cut 
of the temporal lobe 8 mm posterior to the limen insulae has been performed; the tem-
poral horn is opened (arrowhead). At the insula and temporal stem, the IFOF (black ar-
row) has been completely dissected and separated from the superficial and deeper struc-
tures. Small pieces of blue paper were placed between the IFOF and the deeper struc-
tures to demonstrate that the fibers of the fascicle were completely dissected and isolated 
from the surrounding fiber tracts. The temporal operculum, the dorsal portion of the 
insula, claustrum, and extreme and external capsules have been separated from the IFOF 
and lifted superiorly. The claustro-opercular and insulo-opercular fibers of the extreme 
and external capsules (upper dotted arrow) are U-fibers that connect the claustrum and 
insular cortex with the temporal operculum. These fibers cross the temporal stem pass-
ing through the narrow space between the superior surface of the IFOF and the inferior 
limiting sulcus of the insula. The optic radiations (lower dotted arrow) pass through the 
temporal stem below the IFOF. L Lateral, M medial, S superior, I inferior
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horn, superficial to the optic radiations, and 
then it proceeds posteriorly along the lateral 
surface of the floor of the atrium and occipital 
horn. Finally, it terminates at the posterior por-
tion of the inferior occipital gyrus, posterior 
portion of the fusiform gyrus, temporo-occipi-
tal sulcus, and basal surface of the inferior tem-
poral gyrus.

Extreme capsule, external capsule, 
uncinate fasciculus

The extreme capsule is a fiber system located 
immediately deep to the insular cortex. It is 
mainly composed of short association fibers 

connecting the insular gyri with each other and 
with the frontal, parietal, and temporal oper-
culae [15].

The external capsule and the claustrum are 
intimately related as most of the fibers of the 
external capsule originate in the claustrum 
(Fig. 1). The anatomy of the claustrum and ex-
ternal capsule was recently reviewed by 
Fernandez-Miranda et  al [15], who described 
in detail the claustrum and its projection sys-
tem by DTI tractography and fiber dissection. 
The claustrum is a thin collection of gray mat-
ter located deep to the extreme capsule and the 
insula. Both the claustrum and the external 
capsule have two parts: dorsal (or posterosu-
perior) and ventral (or anteroinferior). The 

Fig. 3. (A) Dissection of the superficial and dorsal subcomponents of IFOF. Small 
pieces of blue paper have been placed between the superficial portion of the IFOF 
and the deeper structures, to demonstrate that the fibers of the fascicle were com-
pletely dissected and isolated from the surrounding fiber tracts. This superficial por-
tion of the IFOF, at the ventral part of the external capsule, has an inferior and pos-
terior orientation. It crosses the anterior portion of the temporal stem, passing 
above the anterior portion of the roof of the temporal horn, and then turns superi-
orly passing underneath the posterior insula. Finally it joins the sagittal stratum in 
the superior portion of the lateral surface of the atrium to reach the parietal and 
occipital lobes. (B) Enlarged view of cortical terminations of the superficial and 
dorsal portion of IFOF. It is connected with the cortex of the superior parietal lobe 
(solid arrow) and with the posterior portion of the superior and middle occipital 
gyri (dotted arrows). A Anterior, P posterior, S superior, I inferior
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dorsal or posterosuperior portion of the claus-
trum and external capsule are located beneath 
the posterior short and the anterior and poste-
rior long gyri of the insula. The dorsal external 
capsule is composed predominantly of claus-
trocortical fibers that connect the claustrum 
with the superior frontal, precentral, postcen-
tral, superior parietal, and parieto-occipital re-
gions. Furthermore, a topographical organiza-
tion of the dorsal portion was described where 
posterior cortical areas project into the poste-
rior part of the dorsal claustrum and more an-
terior cortical areas converge in the anterior 
part. The ventral or anteroinferior portion of 
the claustrum and external capsule are located 
deep with respect to the anterior and middle 
short insular gyri. The ventral portion of the 
external capsule is formed by the UF and the 
IFOF. The ventral claustrum consists of a group 
of diffuse or “island-like” gray masses that are 

separated and fragmented by the UF and the 
IFOF.

The UF (Fig. 4) is a ventral associative 
hooklike-shaped bundle that connects the an-
terior temporal lobe with the medial and lateral 
orbitofrontal cortex [6]. The precise cortical 
connection of the UF at the temporal lobe is 
unknown and connections with the temporal 
pole, amygdala, hippocampal formation, and 
superior and middle temporal gyri were de-
scribed [12, 36, 37]. The fibers converge in a 
single tract that curves in a superior direction 
to cross the temporal stem. As it was previously 
described, the UF crosses the anterior one-
third of the temporal stem, passing through the 
region of the limen insulae and a few millime-
ters of the inferior limiting sulcus of the insula 
(Fig. 7 in on-line version) [27]. Subsequently, 
the bundle hooks around the limen insulae at 
the level of the ventral portion of the external 

Fig. 4. Anatomical relationships between corona radiata, internal capsule, and anterior commissure (Ant. Com.). IFOF Inferior 
fronto-occipital fasciculus, UF uncinate fasciculus
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capsule. Finally, it fans out into the frontal lobe 
to terminate in the orbital gyri, area subcallosa, 
gyrus rectus, frontal pole, and inferior frontal 
gyrus [12, 31, 36, 41].

Subcallosal fasciculus

The subcallosal fasciculus in human brains was 
first described by Onufrowicz in 1887. This 
bundle originates at the fronto-mesial precen-
tral structures (the supplementary motor area 
and the cingulum). Then, it runs in a vertical 
direction passing through the white matter sur-
rounding the lateral angle of the frontal horn of 
the ventricle. It terminates at the head of the 
caudate nucleus [9, 24]. It has been argued that 
the lateral portion of the subcallosal fasciculus 
is in fact the superior fronto-occipital fascicu-
lus [6, 42].

Periventricular white matter

Intraoperative electrical stimulation of the fi-
bers beneath the ventral premotor cortex and 
the lateral part of the putamen elicits dysar-
thria or anarthria with high reproducibility 
[10, 11, 17]. Dysarthria and anarthria may be 
due to a contraction of the muscles that par-
ticipate in the speech process. On the basis of 
these observations, it was hypothesized that 
there exists a descending subcortical white 
bundle that may be the final pathway of speech 
production [9]. This bundle may originate from 
the grey structures specifically involved in 
speech production, including the primary sen-
sorimotor area of the mouth, the ventral pre-
motor cortex, the anterior insula, and the lenti-
form nucleus.

However, neither fiber dissection nor trac-
tography studies have identified this connec-

Fig. 5. Commissural fibers of corpus callosum and their complex relationships with the other structures belonging to the walls 
of the lateral ventricle
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tion; therefore, further anatomical studies are 
needed to demonstrate the existence of this 
fascicle and to define its exact trajectory and 
projections.

Corona radiata and internal capsule 

The corona radiata and the internal capsule 
contain projection fibers with a rostrocaudal 
extension (Fig. 4). The corona radiata contin-
ues caudally with the more compact internal 
capsule, the latter joining the cerebral pedun-
cles. To expose the corona radiata, the SLF, 
the IFOF, the ILF, and the optic radiations 
should be removed. In particular, removal of 
the optic radiations exposes the connection 
between the internal capsule and the cerebral 
peduncles.

The internal capsule is medial and caudal to 
the corona radiata (Fig. 4). The extreme cap-

Fig. 6. (on-line version). Dissection of temporo-frontal seg-
ment of superior longitudinal fasciculus or arcuate fasciculus 
(black arrows)

Fig. 7. (on-line version). Dissection of IFOF (arrowhead) at 
insula, temporal stem, and temporal lobe of left hemisphere. 
Dotted arrow indicates the superior projection of the tip of 
the temporal horn in the temporal stem. Distances measured 
at the temporal stem, at the level of the inferior limiting sul-
cus: a anteroposterior distance between the temporal pole 
and the anterior edge of the IFOF; b anteroposterior dis-
tance between the limen insulae and the anterior edge of the 
IFOF; c anteroposterior distance between the anterior tip of 
the temporal horn and the anterior edge of the IFOF; d an-
teroposterior distance between the limen insulae and the an-
terior tip of the temporal horn

sule, claustrum, external capsule, putamen, 
and globus pallidus should be all removed in a 
lateromedial fashion to reveal the internal cap-
sule. During dissection, by its being more fi-
brous the globus pallidus can be distinguished 
from the putamen. Nevertheless, the globus 
pallidus should be removed carefully to avoid 
damaging the anterior commissure just below 
it. The caudate nucleus and the thalamus are 
located just medial to the internal capsule.

The internal capsule has an anterior and a 
posterior limb, a genu and retrolenticular and 
sublenticular portions [16, 40, 47]. The anteri-
or limb of the internal capsule descends be-
tween the head of the caudate nucleus and the 
lentiform nucleus, and the posterior limb pass-
es between the lentiform nucleus and the thala-
mus. It is notable that the anterior limb is lo-
cated above the anterior perforated substance, 
while the genu reaches the ventricular surface 
just lateral to the foramen of Monro.
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brainstem. Corticospinal tract fibers are in 
close topographical relationship with the SLF, 
crossing each other at an angle of 90° (Fig. 9 in 
on-line version).

The retrolenticular portion encases all the 
fibers belonging to the internal capsule curving 
around the posterior edge of the lentiform nu-
cleus, while the sublenticular portion contains 
fibers passing below the lentiform nucleus. The 
inferior thalamic peduncle and the temporo-
pontine fibers are composed of the sublenti-
form portion of the internal capsule [40]. Optic 
radiation fibers in their majority pass through 
the sublenticular part, whereas only a few be-
long to the retrolenticular portion. Moreover, 
the sublenticular portion hosts the auditory ra-
diation fibers which originate in the lateral ge-
niculate body and terminate in the transverse 
temporal gyrus (or Heschl’ s gyrus – Brodmann’ s 
area 41) and superior temporal gyrus. 

Optic radiations

Fibers of the optic radiations take origin from 
the lateral geniculate body, which belongs to the 
metathalamus, located lateroventrally to the 
pulvinar [1]. To expose the optic radiations, re-
moval of the short and long association path-
ways, extreme capsule, claustrum, external cap-
sule, and lenticular nucleus is required. This ex-
poses the sublenticular and retrolenticular por-
tions of the internal capsule: at this level the 
optic radiations come into view and they can be 
dissected and followed to the occipital cortex, 
where they fan out to reach the calcarine fissure.

To dissect the optic radiations, the floor of 
the temporal horn must be removed, since op-
tic fibers run on the roof and lateral wall of the 
temporal horn. These fibers directly overlie the 
ependyma of the temporal horn and are sepa-
rated from the atrium by only a thin layer of 
tapetal fibers. At this stage a detailed knowl-
edge of the sagittal stratum is paramount to 
achieve a good dissection of the optic fibers. 

The sagittal stratum is composed of fibers 
of the IFOF, posterior thalamic peduncle, and 
optic radiations [40]. As its name suggests, the 

Fig. 8. (on-line version). The fibers of the superficial portion of 
the IFOF and the extreme capsule have been lifted to expose 
the deep and ventral subcomponent of the IFOF. Small pieces 
of blue paper have been placed between the deep portion of 
the IFOF and the deeper structures, to demonstrate that the 
fibers of the fascicle were completely dissected and isolated 
from the surrounding fiber tracts. This deep portion of the 
IFOF, at the ventral part of the external capsule, is situated be-
tween the superficial portion of the IFOF and the deeper 
claustrum. At this level, it has an inferior and posterior orienta-
tion, crossing the anterior portion of the temporal stem. It 
courses above the roof of the temporal horn superficially to the 
optic radiations and then proceeds posteriorly along the lateral 
surface of the floor of the atrium and occipital horn. Finally, it 
terminates at the occipital lobe and at the basal temporal lobe. 
A Anterior, P posterior, S superior, I inferior

Fibers connecting the anterior and medial 
thalamus and the pontine nuclei to the frontal 
lobe pass through the anterior limb of the in-
ternal capsule, while the genu, in addition to 
the corticothalamic and thalamocortical fibers, 
contains corticobulbar fibers to the motor nu-
clei of the cranial nerves. Fibers interconnect-
ing the thalamus and cortex and the corticospi-
nal fibers to the motor nuclei of the upper and 
the lower extremity and the trunk belong to 
the posterior limb of the internal capsule. The 
fibers responsible for superior limb movements 
are more anterior and nearer to the genu than 
those responsible for inferior limb movements. 
In a projection of the internal capsule to the lat-
eral surface of the hemisphere, the precentral 
gyrus is just rostrally located to the posterior 
limb of the internal capsule [47]. The cortico-
spinal tract, which originates from Brodmann’ s 
areas 4, 4a, and 4p [13], runs through the poste-
rior limb of the internal capsule to reach the 
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sagittal stratum is oriented in the sagittal plane 
from the posterior temporal to the occipital 
lobe. Within the sagittal stratum, even if the 
IFOF and posterior thalamic peduncle are in-
termingled and difficult to separate, the optic 
radiations can be carefully dissected and well 
appreciated.

Optic radiations become thicker as they ex-
tend more posteriorly, due to the fact that more 
optic radiation fibers are picked up by the sag-
ittal stratum, which, as a consequence, be-
comes thicker itself within the occipital lobe, 
gaining also more fibers from the IFOF, ante-
rior commissure, and posterior thalamic pe-
duncle [22].

Three groups of optic fibers can be distin-
guished. Fibers of the first group, also called 
posterior bundle, run straight from the lateral 
geniculate body within the sagittal stratum to 
the occipital cortex. These fibers pass above 
the atrium and occipital horn to reach the up-
per lip of the calcarine fissure. It is from this 
perspective that the optic radiations can be 
seen to be part of the posterior thalamic pe-

duncle. The second group, also called central 
bundle, makes an anterior curve but does not 
extend toward the anterior tip of the temporal 
horn. These fibers course along the lateral wall 
of the atrium and occipital horn. The third 
group, also called anterior bundle or Meyer’ s 
loop, passes entirely around the lateral half of 
the tip of the temporal horn, before coursing 
within the sagittal stratum, passes below the 
atrium and occipital horn and terminates pos-
teriorly in the lower lip of the calcarine fissure. 
The anterior loop of the radiation always reach-
es the uncal recess and is usually located about 
25 mm behind the temporal pole [22, 40].

In a coronal section, the shape of the optic 
radiations changes as we move posteriorly 
from Meyer’ s loop to the occipital cortex. 
While anteriorly the optic radiations appear 
flat, posteriorly they have the shape of a com-
ma. Moreover, the latero-inferior edge of the 
optic radiations is never below the inferior 
temporal sulcus.

In summary, all surgical approaches tai-
lored to remove intrinsic lesions within the 

Fig. 9 (on-line version). Fibers belonging to the spinal tract cross at an angle of 90° the fibers of the SLF
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temporal lobe should consider the following 
anatomical landmarks. The optic radiation cov-
ers the lateral half of the tip of the lateral wall 
and the roof of the temporal horn. On the other 
hand, the medial wall of the temporal horn is 
free from optic radiations except at the level of 
the lateral geniculate body, where the optic ra-
diations arise and ascend over the roof of the 
temporal horn.

Fornix and cingulum 

The fornix is the main efferent system of the 
hippocampus, starting as the posterior exten-
sion of the fimbria. It is divided into three por-
tions: crura, body, and columns [33]. The crura 
of the fornix run in a rostromedial direction 
just below the splenium of corpus callosum, 
forming the anterior wall of the lateral ventri-
cle. At the level of the body, both fornices run 
together in the midline along the superomedial 
border of the thalami, in the medial wall of the 
body of the lateral ventricle. Fornices fuse be-
low the body of the corpus callosum in the 
commissure of the fornix.

The columns of fornix constitute the ante-
rior wall of the foramen of Monro. The anterior 
columns each bifurcate into a postcommissural 
portion directed toward the mammillary body 
and a precommissural portion ending in the 
septal region. The mammillothalamic tract in-
terconnects the mammillary bodies with the 
anterior nucleus of the thalamus. 

To expose the cingulum, the cortex, the 
subcortex, and short fibers of the cyngulate gy-
rus must be removed. The cingulum is a longi-
tudinal compact fasciculus running above and 
parallel to the corpus callosum, connecting the 
prefrontal lobes with the posterior cortices and 
the hippocampus [40]. The cingulum receives 
fibers from the anterior thalamic nucleus, su-
perior frontal gyrus, paracentral lobule, and 
precuneus. Fibers coming from the precuneus 
greatly contribute to the enlargement of the 
cingulum.

Rostrally the cingulum curves anteriorly in 
front of the genu of the corpus callosum and 

ends in the subcallosal gyrus, also known as 
paraolfactory area of Broca [40] and paratermi-
nal gyrus. Caudally the cingulum crosses the 
back of the fibers of the forceps major, covers 
the inferior lip of the anterior portion of the 
calcarine sulcus, and continues toward the an-
terior parahippocampal region, ending in the 
presubiculum and entorhinal cortex [4].

Anterior commissure 

The anterior commissure is a commissural sys-
tem of fibers located below the globus pallidus 
and above the stria terminalis. Its fibers cross 
the midline perpendicular to the optic tract and 
medial to the UF (Fig. 4). The lateral extension 
of the anterior commissure can be followed 
into the temporal lobe. While a few fibers of the 
anterior commissure merge with the UF, most 
are directed latero-posteriorly merging with 
the IFOF and sagittal stratum [40].

Corpus callosum 

Corpus callosum (Fig. 5) is the main commis-
sural system of fibers connecting the two hemi-
spheres. Rostrum, genu, body, and splenium of 
the corpus callosum come into view after open-
ing the interhemispheric fissure and removing 
the cingulate gyrus. If dissection is conducted 
in a lateromedial fashion, callosal fibers can be 
followed crossing the midline at an angle of 
nearly 90° relative to the fibers of corona radia-
ta. At the level of the genu of the corpus callo-
sum, the fibers take an anterior oblique direc-
tion, forming the forceps minor, which inter-
connects the prefrontal and orbitofrontal re-
gions. At the level of the splenium, the fibers 
take a posterior oblique direction, forming the 
forceps major, which interconnects the parie-
to-occipital and calcarine regions.

The tapetum represents a subgroup of cal-
losal fibers in the splenial region. To expose the 
tapetum, the roof and the lateral wall of the 
temporal horn must be dissected away [40]. 
The tapetum forms the roof and the lateral wall 
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of the atrial portion of the lateral ventricle. It 
curves anteriorly into the temporal lobe, ex-
tending almost to the tip of the temporal horn 
just lateral to the tail of the caudate nucleus, 
and runs below the temporal horn, separating 
the posterior thalamic peduncle from the tem-
poral horn. 

Conclusions

Despite the development in recent years of dif-
ferent accurate surgical guides, such as neuro-
navigation, intraoperative ultrasounds or intra-
operative MRI, in our opinion, none of them 
can substitute the comprehensive understand-
ing of the three-dimensional fiber pathways or-
ganization acquired in the microsurgical labo-
ratory by the fiber dissection technique. This is 

essential for planning strategically the surgical 
approach to a wide spectrum of intrinsic brain 
lesions and for preserving the subcortical 
structures in order to avoid postsurgical per-
manent deficits. It is worth noting that intraop-
erative subcortical mapping requires a precise 
anatomical knowledge of the spatial relation-
ships of the different white-matter bundles.

A new era in the understanding of white-
matter organization has begun with the devel-
opment of MRI tractography, which allows to 
visualize the white-matter fiber orientation in 
the living human brain. Nevertheless, neuro-
surgeons dealing with intrinsic neoplastic and 
vascular lesions should be trained in the fiber 
dissection technique in order to acquire their 
own view of the three-dimensional complex 
anatomy of the white-matter pathways.
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Introduction

Since blood oxygenation level dependent 
(BOLD) signal changes have been observed 
using MRI [45] and modulated using neuronal 
stimuli [4, 46], functional MRI (f MRI) has 
quickly become the most popular functional 
neuroimaging technique in clinical practice 
and cognitive neuroscience. Indeed, high-field 
MR scanners and BOLD sensitive sequences 
are now widely accessible in both clinical and 
research settings. Moreover, f MRI is non-inva-
sive. BOLD signal that relies on deoxyhemog-
lin (deoxyHb) concentration is detectable 
without injection of external contrast media. 
The colorful activation maps combined with 
three-dimensional brain anatomy may have 
also made this imaging method as much attrac-
tive as controversial [44, 56]. 

Numerous promising applications of f MRI 
have been suggested in medicine [43]. After a 
fifteen-year long history in clinical practice and 
thousands of scientific papers even in presti-
gious journals, the role of f MRI remains mostly 
dedicated to map eloquent cortex before a neu-
rosurgical procedure. In fact, BOLD f MRI is 
challenging because the relationship between 
the neuronal response to a stimulus and the ac-
tivation blobs relies on neurovascular coupling, 
hemodynamic response, MR signal detection, 
and complex time-series analyses [40, 8]. 

Besides an obvious and partially elucidated 

complexity, and several concerns on the inter-
pretation of experimental paradigms in cogni-
tive neuroscience, f MRI is based on a robust 
physiological and physical framework (see re-
cent and outstanding references for details [40, 
8]. BOLD signal is reproducible across subjects 
and MR scanners [61]. f MRI requires a rigor-
ous methodology to acquire and analyze data, 
an advanced knowledge in sulcogyral and 
functional neuroanatomy to estimate spatial 
displacement and reorganization in patient 
with focal lesion, and a solid experience in 
BOLD imaging to distinguish artifacts and po-
tential confounds from appropriate results 
[22]. In order to better advocate for f MRI in 
clinical practice, here is a brief review of the 
principles of f MRI and the key points in f MRI 
interpretation.

Principles of fMRI

Biophysical framework of the BOLD signal

Most f MRI experiments in humans are con-
ducted using blood oxygenation level depen-
dent (BOLD) signal. This task-related signal is 
thought to be a consequence of presynaptic 
neurotransmitter release that reflects local sig-
naling, depending on relative inhibitory and 
excitatory input [40]. However the BOLD sig-
nal is not a direct marker of the neuronal activ-
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ity, it relies on changes in blood oxygenation. 
In the arterial blood, the hemoglobin carries 
oxygen, the oxyhemoglobin is diamagnetic. In 
the capillary compartment, the oxygen is deliv-
ered to the parenchyma for aerobic metabo-
lism. The deoxyhemoglobin (deoxyHb) is para-
magnetic due to subtle changes in the spatial 
conformation of the heme. This effect, the 
magnetic susceptibility, increases the dephas-
ing of the spins of the hydrogen nuclei, produc-
ing magnetic field gradients in both intravascu-
lar and extravascular compartments. At 1.5 T, 
about 50% of the BOLD contrast is due to the 
intravascular signal although blood volume 
represents about 4% of the volume of tissular 
voxel [5]. Additionally, the difference between 
the internal and external susceptibilities at the 
surface of the vessels is correlated to the spatial 
extent of the dephasing. The effects of deoxy-
Hb on the magnetic field is particularly detect-
ed in adjacent extravascular tissue is larger in 
tissue adjacent to larger blood vessels, such as 
veins. The diffusion of water molecules con-
tributes also to the extravascular magnetic sus-
ceptibility in increasing phase dispersion, es-
pecially around larger veins. Thus, the in-
creased dephasing of spins due to magnetic 
susceptibility shortens the T2*; and largest 
BOLD changes are identified near veins drain-
ing the activated area. These changes are better 
detected using gradient recalled echo (GRE) 
T2*-weighted images (WI). Spin echo (SE) 
T2-weighted images are less sensitive to BOLD 
signal because of the weakness of the extravas-
cular effect but SE T2-WI are more specific to 
BOLD signal originating from capillaries, espe-
cially at higher static fields [8].

As BOLD imaging is based on deoxyHb 
concentration as an endogenous contrast 
agent, at least both neuronal and vascular basal 
characteristics and task-related responses are 
involved. Indeed, change in cerebral metabolic 
rate of O2 (CMRO2), cerebral blood flow 
(CBF), and cerebral blood volume (CBV) 
modify the local deoxyHb content. Moreover, 
the functional properties of the vasculature 
such as the neurovascular coupling are critical. 
In fact, the nature of the BOLD signal is com-

plex because physiological parameters have 
opposite effects. The neuronal activity increas-
es the CMRO2 and the deoxyHb concentration 
which decreases the BOLD signal. Although 
inconstant and controversial, this early effect 
has been called the “initial dip” or “fast re-
sponse” and would rather reflect the early 
change of CMRO2 than the venular response 
[13]. Then, the neurovascular coupling increas-
es the CBF dramatically. While the CBF in-
creases, the oxygen extraction fraction (OEF) 
decreases, the deoxyHb is washed-out and its 
concentration decreases. After 1–2 seconds, 
BOLD signal increases along a 5–8 s ramp to 
reach a plateau when then neuronal activity is 
sustained with a magnitude of 0.5–5% [2]. 
Thus, the enhanced BOLD signal is due to an 
increased delivery of oxygenated blood out of 
proportion to the utilization of oxygen by neu-
ral cells (Fig. 1). The moderate increase of the 
CBV and the intravoxel content of deoxyHb do 
not initially compensate the increase of the 
BOLD signal. However, a persistent dilatation 
of the venous compartment has been proposed 
to explain a “poststimulus undershoot” which 
lasts several seconds after the signal drops be-
low the baseline [59]. Again, the contributions 
of neuronal, vascular and metabolic compo-
nents in the “poststimulus undershoot” are 
controversial [8].

A calibrated-BOLD method has been pro-
posed to better estimate CMRO2 changes. It 
consists in measuring simultaneously BOLD 
and CBF with a combined BOLD and arterial 
spin labeling (ASL) technique. The BOLD cal-
ibration is performed under hypercapnia [15, 
25] or hyperoxia [10]. Thus, the calibration re-
lies on the vasoreactivity to mild inhalation 
challenges without change of CMRO2. For a 
given CBF, neuronal-related BOLD signal is 
smaller than capnic-related BOLD signal. This 
difference corresponds to the signal drop due 
to the CMRO2 (Davis 1998). This approach to 
measure CMRO2 using MRI has also been 
called quantitative f MRI. Other MR tech-
niques have been proposed to perform neuro-
nal f MRI using dynamic perfusion ASL [6], 
and diffusion imaging [35]. Although attrac-
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Fig. 1. BOLD response to neuronal activity
Plain and dotted lines represent positive and negative rela-
tionships, respectively. The thickness of the line is related to 
the importance of the effect.
The time-course of the BOLD response is still debated but 
the following scenario could be proposed. First, the neuronal 
activity increases the CMRO2 that produces deoxyHb which 
decreases the BOLD signal (initial dip). Second, the neuro-
vascular coupling allows a fractional increase of CBF 2-3 
times larger than the fractional increase CMRO2. This con-
ducts to a paradoxical decrease of the OEF that leads to an 
increase of the BOLD signal (plateau). Third, the rapid 
growth of the blood flow would be transiently stored in the 
venular compartment. At the voxel level and despite of the 
OEF decrease, the increase of CBV and deoxyHb due the 
neuronal activity and CMRO2 would decrease the BOLD sig-
nal (post-stimulus undershoot)

tive, these methods are, still today, technically 
challenging and remain out of the clinical 
practice.

According to this biophysical framework, 
BOLD signal appears to be: (1) a combination 
of neuronal and vascular changes that may 
rather give information on the neurovascular 
unit, the vasculature and its properties than on 
single neural events, (2) a relative measure-
ment that requires different experimental con-
ditions to obtain a BOLD contrast.

Experimental design

To investigate neural basis in cognitive neuro-
science, most of experimental paradigms rely 
on the cognitive subtraction approach. The va-
lidity of this method is debated because of the 
assumption of pure insertion, which asserts 
that cognitive processes could remain additive 
and independent; an assumption that is often 
not tenable [40]. In time-series, BOLD signal is 
measured under alternating conditions and 
BOLD contrasts between these conditions al-
low mapping eloquent cortico-subcortical net-
works. Because MR signals are noisy and the 
amplitude of the BOLD signal changes is weak, 
repeated measures have to be performed. The 
temporal distribution of the alternating stimuli 
could be set according to a block design or an 
event-related design.

Block design requires for each condition to 
be maintained during a sufficient duration that 
allows the BOLD signal to reach a plateau. For 
each condition, the number of stimuli, the du-
ration of the blocks, and the number of blocks 
have to be determined. Paradigms using block 
designs have more power than event related 
designs when detecting the magnitude of the 
BOLD response [7]. 

Event-related design intends to explore 
single events scattered over time. Design opti-
mization is required to obtain sufficient BOLD 
contrast [38]. Event-related design is less pow-
erful in detecting response magnitude but 
more efficient at estimating the shape of the 
hemodynamic response [38, 7]. Moreover, the 
necessity to increase the number of stimuli and 
the interstimulus interval remain an important 
limitation, especially in patients with increased 
risks of movements, fatigue, and poor perfor-
mance.

When combined with EEG recordings, 
EEG-f MRI uses the time-course of interictal 
spikes as regressor in an event-related fashion 
to identify epileptic networks [19].

Contrary to the task-related f MRI, resting 
state f MRI has a single rest condition [15]. 
Statistical analyses identify temporal correla-
tion of BOLD signals across sets of brain re-
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Fig. 2. Data processing
Functional scans were obtained using T2*-WI GRE-EPI (A). In this example, each scan covering the 
whole brain was acquired repeatedly every 3 secs, 96 times for a total duration of 3x96=288 secs (B). 
During this time, the subject performed a block-design paradigm alternating 4 periods of rest (blue line) 
and right fingers movement (green line). Each block lasts 12 scans. After preprocessing, the signal time-
course of each voxel (dotted line) was plotted against a theoretical signal change (plain line), given by the 
convolution of the paradigm with a canonical hemodynamic response function. A voxelwise statistical 
analysis, here a linear regression study, tested the relationship between the theoretical and the observed 
signal changes. A statistical map was generated using the statistical value of the test for each voxel accord-
ing to a color scale (C). An anatomical volume with a millimetric resolution was acquired during the same 
examination (D). Finally, the statistical map was overlaid onto the anatomical image for display (E)

gions, unveiling potential resting state net-
works. Now, this technique still remains out of 
the clinical applications.

Workflow in fMRI

Functional MRI is a reliable technique when 
the whole procedure is well-known and 

promptly conducted by the investigators. 
Hesitations during data acquisition waist time, 
and may increase fatigue, anxiety, discomfort, 
movements, and poor performances. Thus, 
the f MRI workflow has to be tested during 
preliminary examinations, learned, and prac-
ticed to be fluent in order to be able to face po-
tential technical disorders. In practice, an MRI 
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examination should not last over one hour. 
Data processing also requires preparation, es-
pecially in clinical settings, to allow the results 
to be provided and considered in due time for 
the patient care.

Before the examination, extensive explana-
tions are necessary to obtain full cooperation. 
Instructions are clearly explained, and need 
several re-explanations during the examina-
tion. A preliminary training is also needed.

The installation has to be comfortable with 
the head maintained within the coil. Specific 
devices are placed according to the stimuli 
(headsets, goggles or mirror, correcting glasses 
if necessary…) and the expected responses 
(buttons, joystick…).

Image acquisitions include both anatomical 
and functional volumes. Anatomical images 
consist usually in a 3D T1-weighted gradient-
echo sequence covering the whole brain using a 
millimetric spatial resolution to coregister 
functional data. Functional images consist usu-
ally in single-shot GRE echo-planar-imaging 
(EPI) T2*-WI covering the whole brain using 
voxels with a lower spatial resolution of 3–5 
mm in each dimension. The echo time is adapt-
ed to the field strength. Such volume is acquired 
in 2–5 seconds depending on the number of 
planes scanned. The acquisition of this func-
tional volume is repeated over time at a tempo-
ral resolution given by the time of repetition. 
Thus, this procedure provides a time-course of 
signal change for each voxel (Fig. 2).

During the functional acquisition, the sub-
ject has to follow the cognitive paradigm, and 
absolutely avoid head motion. In clinical prac-
tice, cortical mapping of sensorimotor func-
tions, visual areas, and hemispheric dominance 
for language are routinely performed (Fig. 3). 
Additional measurements could be also 
achieved such as perfusion or BOLD calibra-
tion if necessary [7]. 

A popular approach to analyze the data is 
based on the general linear model, which as-
sumes the resulting BOLD signals as a linear 
combination of regressors. Given to the exper-
imental design, the stimuli presentation is 
convolved by a canonical hemodynamic re-

sponse function to obtain a theoretical BOLD 
time-course for each condition. Thus, the re-
gression analyses are conducted in order to es-
timate the causal relationships between theo-
retical and observed BOLD time-courses for 
each voxel. Again, the validity of the canonical 
hemodynamic response function is question-
able for all voxels and between healthy sub-
jects and patients [11, 48, 61, 18]. This issue 
might also change the results dramatically, 
even in EEG-f MRI [20]. Now, such analyses 
could be computed in a real-time mode. These 
recent advances widely distributed by manu-
facturers allow estimating the quality of the 
examination.

Key points in fMRI interpretation

Despite recent works using advanced imaging 
techniques; numerous limitations maintain 
BOLD f MRI far from being able to map direct-
ly neural activity in clinical practice. Besides 
reserves on the physiological basis of the 
BOLD signal and the cognitive subtraction ap-
proach, imaging resolutions are out of the neu-
ronal range. Indeed, a standard voxel of 55 mm3 

(3–5 mm in each dimension) contains 5.5 mil-
lion neurons, 2.2–5.5 × 1010 synapses, 22km of 
dendrites, and 220 km of axons Additionally, a 
spatial smoothing twice larger than the voxel 
size is commonly applied [40]. The temporal 
resolution of 2–5 s is also far from having the 
neuronal millisecond scale, and multiple repe-
titions have to be performed and averaged over 
time to reach a sufficient contrast between cog-
nitive conditions. 

Besides obvious methodological challeng-
es, f MRI has been validated in humans at the 
individual level by confrontation to others 
mapping techniques such as PET [47], magne-
toencephalography [52], preoperative electri-
cal stimulations [36], functional impairment 
induced by Wada test [24] and lesions [30, 31, 
32]. Because of the vascular and mostly venous 
nature of the BOLD signal, the activations do 
rather delineate a region involved in the execu-
tion of the tasks than the spatial extent of the 
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activated cortex. Thus, an interval of confi-
dence of 1 cm around the center of mass of the 
activation is commonly admitted [3].

Before addressing the most common issues 
in clinical f MRI interpretation, expected re-

sults and potential methodological and physi-
ological confounds have to be clear in mind. 
The whole procedure of data acquisition and 
analysis has to be tested and validated prior to 
start clinical practice.

Fig. 3. Preoperative fMRI
(A–D): Preoperative f MRI in a right-handed patient with a low grade glioma of the left frontal lobe (aster-
isks). Primary sensorimotor activations were detected along the central sulcus, posteriorly to the lesion 
during movements of the right toes (green, arrow on A), the right fingers (red, arrow on B), the lips (yel-
low, arrows on C). Covert sentences generation showed a dominance of the left hemisphere with an activa-
tion of the Broca area (arrow on D) and the left middle gyrus (arrowhead on C). Activations of the supple-
mentary and pre-supplementary motor areas were superimposed and visible on A and B (arrowhead).
(E–H): Preoperative f MRI in a left-handed patient with dysplasia of the right superior temporal gyrus 
(asterisks). The covert sentences generation task was repeated twice in the same examination for testing 
reproducibility. Both sessions (E–F and G–H) showed a reproducible activation of the Broca area in the 
right frontal hemisphere. Speech arrest was evoked during surgery using awake peroperative cortical elec-
trical stimulations.
(I–L): Preoperative f MRI in a right-handed patient with a low grade glioma of the left middle frontal gyrus 
(asterisks). The covert sentences generation task was repeated twice (I–J and K–L) during the same ex-
amination. Most activations were detected in the right hemisphere, despite activation adjacent to the tu-
mor. In such cases, confrontation with peroperative electrical stimulations was necessary to better assess 
the cortical reorganization that might have improved the postoperative outcome
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Image quality

First of all, f MRI is an imaging technique. 
Checking the image quality sounds trivial. 
However and contrary to conventional MRI, 
checking for the quality of the whole dataset of 
an f MRI is hard to perform in clinical practice. 
Indeed, a standard f MRI examination may for 
instance include 4 tasks acquired in 4 separate 
sessions of 100 volumes containing 40 slices, 
giving a total of 16000 images to visually scan 
for artifacts.

In practice, magnetic susceptibility arti-
facts due to hemorrhage, calcifications, metal 
(implanted materials), and previous surgical 
procedures are common in neuro-oncology 
and vascular malformations [29]. Beside these 
lesion-related artifacts, constitutional magnet-
ic susceptibility artifacts due to important sig-
nal changes between air, bone, and tissue are 
detected in the vicinity of the skull base. Thus, 
f MRI of orbito-frontal, temporo-polar, and 
temporo-basal regions is particularly difficult 
to perform using GRE-T2*. Such artifacts 
could be reduced using spin-echo T2-weighted 
images [60].

When present, these artifacts might be re-
sponsible of both false negative and false posi-
tive results. On the one hand, no BOLD signal 
change related to the activation paradigm can 
be extracted within a steady and homogeneous 
“black hole”. On the other hand, false activa-
tions are commonly observed on the margins 
of artifacts. Such activations are mostly due to 
subtle movements, identified as significant be-
cause of the important range of artifactual sig-
nal changes, synchronous to the paradigm 
(Fig. 4).

Recent advances in MR processing with 
real-time f MRI packages offer online recon-
struction, to display native images and to su-
perimpose activation maps. In such situation, 
it provides a better comprehension of the re-
sults during the examination, instead of sug-
gesting another cause of abnormal results such 
as abnormal performance or movement that 
would require performing the task again.

Image position

In clinical practice, statistical maps calculated 
using BOLD images are usually overlaid onto 
an anatomical image to better depict the spa-
tial relationships of the activations with the 
surrounding sulci or a lesion. To be valid, the 
superimposition has to be performed between 
datasets with similar geometric parameters or 
using software able to interpret potential 
change of position, angle and dimensions 
across volumes, appropriately. In fact, many 
image formats have been used in the last two 
decades according to the performance of the 
image reconstructors, informatics networks, 
storage media etc. Exhaustive geometric in-
formation was not always saved or handled by 
processing software. This point is absolutely 
critical in order to avoid spatial offsets across 
datasets. Coregistration can be easily checked 

Fig. 4. Susceptibility artifacts
(A–B): Native axial T2*GRE-EPI in red overlaid onto an ana-
tomical template showing common signal loss due to suscep-
tibility artifacts in orbito-frontal and temporo-basal regions.
(C–D): Cavernoma of the “hand knob” of the left precentral 
gyrus, responsible a pathological susceptibility artifiact. 
Right hand movements elicited a primary sensorimotor acti-
vation, lateral to the artifact that might have partially masked 
eloquent cortex
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by superimposing BOLD native images onto 
the anatomical image. Right-left orientation 
has also to be carefully checked. When neces-
sary, coregistration has to be conducted.

Since postprocessing can now be per-
formed on DICOM images by MR manufac-
turers, these steps are handled properly. Other 
image formats might also interpret appropri-
ately the position of images volumes across 
series. However, one must always remain crit-
ical on image geometrics, especially when 
data are exported to or imported from an ex-
ternal source. Looking at datasets and check-
ing for their registration is a basic step before 
postprocessing.

Despite extensive care for spatial coregis-
tration, a brain shift might occur during sur-
gery and the removal of a space-occupying le-
sion. Thus beside shift simulation implemented 
within the navigation system, peroperative 
f MRI has been proposed [17].

Individual performance

As other functional neuroimaging techniques, 
poor performance is a trivial cause of poor re-
sults. Indeed, the assessment of task-related 
neuronal activity relies on the appropriate per-
ception of the stimuli and the execution of the 
task when required. The attention has also to 
be controlled across conditions and sessions. 
Indeed attention and fatigue modulate BOLD 
contrast [40]. Overly long paradigm should be 
avoided. In patients, experimental setup and 
design have to be simple and feasible, limiting 
fatigue, task difficulty and speed. Thus, prelim-
inary tests are necessary to estimate the appro-
priateness of the task.

Before f MRI, a full explanation of the time 
course of the examination and the tasks has to 
be given and sufficient training has to be per-
formed. During the examination, instructions 
ought to be re-explained and repeated before 
each run. A dedicated software is useful to send 
stimuli at specific onsets. The task execution 
has to be monitored, at least visually for motor 
tasks. However, changes in force, amplitude, 
frequency, or preparation of the movement in-

fluence the results. In cognitive tasks, behav-
ioral data can be recorded, using dedicated de-
vice to obtain specific answers. To study the 
hemispheric dominance for language, produc-
tion tasks are robust and simple. Covert tasks 
are usually conducted because overt paradigms 
increase task-related movements and their 
control “non-language” condition is difficult to 
perform overtly. However, monitoring a covert 
task is particularly difficult. Again, real-time 
analyses are useful to estimate results, to repeat 
a task when necessary, and for positive rein-
forcement. To better estimate the relationship 
between the task execution and signal changes, 
recorded performances can be tested as a sta-
tistical regressor.

Movements

Because of the brief duration of each image ac-
quisition (<100ms), movements artifacts with-
in the image are unlikely. However in awake 
subjects, subtle movements are always identi-
fied across images along time. The motion am-
plitude and its spatial coherence and synchro-
ny with the paradigm may be responsible of 
significant signal changes [21]. In case of move-
ments, most important signal changes are com-
monly detected along the parenchymal borders 
in voxels containing both brain tissue and cere-
brospinal fluid. When these changes are syn-
chronous with the task execution, long strips of 
false-positive activation are detected along the 
margins of the brain and ventricles. The bor-
ders of foci of magnetic susceptibility, such as 
hemorrhage or calcification with voxels con-
taining both deep hypointensity and parenchy-
mal hyperintensity, might also be associated 
with peripheral false-positive activation.

To minimize subject motion, the installa-
tion has to be comfortable with the head main-
tained within the coil by adapted cushions. 
Paradigms have to be tested to avoid excessive 
task-related movements and the overall dura-
tion of f MRI has to be limited. Again, prelimi-
nary evaluation, explanation, training, dialog, 
and real-time analyses are precious to avoid 
excessive motion. After image acquisition, mo-
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tion correction could be performed using spa-
tial realignment. Statistical analyses might also 
estimate the confounding effect of head mo-
tion.

Physiological confounds

As previously mentioned, BOLD contrast relies 
on task-related changes in neuronal activity, 
perfusion, and blood oxygenation. This com-
plex mechanism is modulated by basal condi-
tions and physiological properties such as rest-
ing neuronal activity, oxygenation, neurovascu-
lar coupling, perfusion, and vasomotricity. Age, 
medication, pathology, capnia, nicotine or caf-
feine influence BOLD contrast [11, 18, 7, 8, 22]. 
These confounds need to be controlled in com-
parative studies across populations. Individually, 
brain lesions may influence locally BOLD con-
trast and may lead to inappropriate interpreta-
tion [26, 37, 53, 16, 54, 33, 39, 27, 41, 9, 58, 28]. 
For instance, the vicinity of a tumor decreases 
adjacent activation even for a distance greater 
than 10 mm [39, 27, 41, 58, 28]. In preoperative 
f MRI, BOLD signal is impaired in patients with 
higher grade gliomas and meningiomas [26, 54, 
39, 41, 9, 28]. However, this impairment is not 
detected beside low grade gliomas [28], sug-
gesting a higher reliability of f MRI in such pop-
ulation which could expect a greater benefit of 
complete tumoral resection [14].

As BOLD contrast impairment might un-
derestimate the local neuronal activity, discor-
dance in language lateralization has been re-
ported when compared to the Wada test [37, 
53, 58]. In fact, interhemispheric comparisons 
are not necessary accurate to assess cortical re-
organization when unilateral lesion or vascular 
impairment is detected. In such cases, BOLD 
contrast should be at least tested (Fig. 5) [23, 
33, 28].

Impaired BOLD contrast may reveal change 
in oxygenation as suggested by combined f M-
RI-NIRS studies [50]. During motor tasks in pa-
tients with primary brain neoplasms or stroke, 
an unexpected deoxyHb increase has been ob-
served in the ipsilesional eloquent cortex [16]. 
Main hypotheses are: (1) a decreased oxygen 

delivery, (2) an increased oxygen extraction 
that may due to impaired hemodynamics in-
cluding an increased blood transit time, and (3) 
changes in venous oxygenation and blood vol-
ume. 

Besides oxygenation disorders in the vicini-
ty of brain lesions, impaired vasomotor respons-
es have been previously proposed to explain 
BOLD discrepancies [11, 18]. Schematically, 
pathophysiological alterations might be second-
ary to changes in: (1) the functional mecha-
nisms that link a specific stimulus and a vasomo-
tor response (neurovascular coupling in re-
sponse to neural activity, vasoreactivity to circu-
lating gases, and autoregulation to perfusion 
pressure); (2) the quality of the hemodynamic 
responses that might be affected by loco-region-
al changes in basal perfusion and structural ab-
normalities of the vasculature.

A functional hypothesis would rely on a se-
lective dysfunction of the physiological prop-
erties of the brain vessels. Although partially 
elucidated, neurovascular coupling and vasore-
activity that are mediated by common meta-
bolic changes, such as NO and H+, rely on the 
integrity of the brain blood barrier (BBB) [18, 
34]. Thus, BBB disruption may cause BOLD 
contrast impairment as previously suggested in 
stroke [11, 49, 33, 26, 9, 28].

A hemodynamic hypothesis would be sup-
ported by regional perfusion changes either 
due to the lesional vascularization, or to struc-
tural alterations of the surrounding brain ves-
sels. In line with experimental data in healthy 
subjects showing that BOLD signal may de-
crease as CBV increases [8], local changes in 
basal perfusion have been advocated to explain 
BOLD contrast variations in patients with tu-
mor [27, 41, 28], stroke [1], and arteriovenous 
malformation [42] (Fig. 5).

The regional effects of the hypervascular-
ization of meningiomas and of neo-angiogene-
sis in HGG have been previously reported to 
explain decreased f MRI activations [26, 27, 41, 
9]. During hemodynamic responses to vaso-
motor stimuli, the functional hyperperfusion 
would be partially absorbed by the surround-
ing hyperperfusion of the tumor, mimicking a 
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Fig. 5. “False negative” preoperative fMRI
During f MRI, positive changes of the BOLD contrast are expected close to the eloquent cortex. When 
absent, a perilesional BOLD contrast impairment has to be suggested. A negative activation could to be 
detected. Perfusion and vasoreactivity imaging would be helpful to better characterize these disorders.
(A–D): Patient with a recurrence of a xantho-astrocytoma of the left precentral gyrus, revealed by sei-
zures of the right hemiface. No preoperative facial palsy was detected. Before surgery (A–B), lips move-
ments did not elicit primary sensorimotor activation along the central sulcus posteriorly to the tumor, 
contrary to the contratumoral hemisphere (A). The vasoreactivity map using BOLD contrast during a 
capnic challenge showed a broad cortical response in red, expected for an inverted peritumoral response 
in blue covering the eloquent cortex (B). Postoperative f MRI (C–D) showed a “recovery” of the primary 
sensorimotor activation adjacent to the partial resection (C), in line with the recovery of the peritumoral 
vasoreactivity (D).
(E–H): Patient with a ganglioglioma of the right precentral gyrus without facial palsy. Before surgery 
(E–F) and beside the tumor, lips movements elicited postcentral sensory activation with a negative pre-
central motor activation (E). The vasoreactivity map showed a focal negative response over the eloquent 
cortex, confirmed by peroperative electrical stimulations (F). Postoperative f MRI (G–H) showed a “re-
covery” of both sensorimotor activation (G) and vasoreactivity (H) along the central sulcus, adjacent to 
the resection.
In both cases, perfusion of the eloquent cortex was normal. A perilesional vasomotor disorder was likely 
in the vicinity of BBB disruption.
(I–L): Patient with a left precentral arteriovenous malformation (AVM). Movements of the left fingers 
elicited right primary sensorimotor activation (I) whereas right fingers did not elicited activation along 
the left central sulcus posterior the AVM ( J). Perfusion imaging showed a major increase of the CBF (K) 
and vasoreactivity map showed a broad perilesional impairment of the BOLD contrast with a negative 
response to the hypercapnic challenge (L)
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functional steal phenomenon. Although incon-
stant, local increase of CBV has also been re-
ported adjacent to the tumor [49, 9]. This hy-
perperfusion could be due to the tumoral hy-
pervascularisation or a compensating autoreg-
ulation which maintains perfusion pressure by 
compensating the decrease of the mean arterial 
pressure due to a steal phenomenon or the lo-
cal mass effect. Autoregulation could maintain 
basal perfusion but the vasodilatation would be 
partially exhausted, limiting the range of both 
potential perfusion increase and evoked BOLD 
signals. Besides arteriolar disorders, impaired 
venous drainage and stasis may also impair 
BOLD contrast. Finally, increased MTT could 
also be responsible of a decrease in BOLD sig-
nal secondary to an increase in oxygen extrac-
tion and deoxyHb concentration [50].

Structural alterations of brain vessels might 
also impair morphological changes elicited by 
functional stimuli. In such case, one may ex-
pect that all functional properties could be af-
fected whatever the functional stimuli used. 
These alterations could be due to an increase in 
vascular stiffness that might lead to a chronic 
hypoperfusion. It has been previously suggest-
ed in patients with cerebrovascular disorders 
including stroke, diabetes mellitus, chronic hy-
pertension and ageing [11, 23, 49, 33, 18], and 
even in patients with neurodegenerative disor-
ders such as Alzheimer disease [18,051]. In pa-
tients with tumors, structural abnormalities of 
the microvessels were described in case of 
brain edema [57]. 

In brain-lesioned patients, quantitative 
fMRI using the calibrated-BOLD method seems 
to be a promising technique to better estimate 
the underlying neuronal activity. However, this 
method remains difficult to conduct routinely in 
patients. An alternative could be to test the qual-
ity of the BOLD contrast using a mild and sim-
ple respiratory challenge such as hyperventila-
tion [33], CO2 or carbogen inhalation (a gas mix-
ture containing 5–7% CO2 in 93–95% O2) [55, 
28]. Indeed, imaging of cerebral vasoreactivity 
(CVR) using BOLD signal to carbogen and CO2 

inhalation has been tested, especially in patients 
with vascular disorders and false negative fMRI 

results [23, 28]. This approach provides BOLD 
maps that overlap 95% of the functional activa-
tion. In patients with stroke and tumors, region-
al asymmetries in eloquent areas detected on 
CVR maps were the best predictors for impaired 
motor activation [33, 28].

As BOLD f MRI aggregates evoked blood 
oxygenation and functional changes in brain 
perfusion, f MRI interpretation might remain 
equivoqual, especially in case of focal lesions 
that modify these parameters. Multimodal ad-
vanced imaging, including DTI to better detect 
peritumoral infiltration and edema, perfusion 
study with permeability and vessel size imag-
ing, functional imaging of the perfusion using 
arterial spin labeling during vasomotor chal-
lenge, oxygenation imaging using MRI or 
NIRS, could be proposed to better interpret 
f MRI data in patients, and to better understand 
structural and functional changes in the vicini-
ty of brain lesions.

Conclusion

BOLD f MRI relies on a solid but partially un-
derstood biophysical framework, which is sen-
sitive to general and regional pathophysiologi-
cal changes Since BOLD f MRI is widely avail-
able, brain mapping is performed daily in pa-
tients before surgery, and in humans or animals 
to better depict cortical changes during cogni-
tive challenges. To face a large demand, manu-
facturers and research institutions have broad-
ly provided efficient tools to easily produce ac-
tivation maps. However f MRI remains a com-
plex technical and physiological challenge. 
Indeed, data acquisition and interpretation 
impose a rigorous practice.

To remain a reliable technique for brain 
mapping, one must remember that f MRI is an 
indirect functional neuroimaging technique 
that implies 4 trivial but major constraints to 
keep in mind to interpret results.

First and like any other imaging technique, 
the native images have to be watched, especially 
in brain-lesioned patients and when a fascinat-
ing neuropsychological or ethical question is ad-
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dressed. Definitely, instantaneous colorful maps 
tend to “hide” the native images. Forgetting to 
carefully watch images first is probably the most 
common source of misinterpretation. 

Second, this neuroimaging technique with 
a millimetric spatial resolution requires a solid 
knowledge in neuroanatomy in order to be 
able to precisely locate brain activation at the 
individual level, especially beside brain lesion. 
Stereotactic atlases may be useful to provide a 
general picture of the results, but such ap-
proach is not sufficient and even dangerous at 
the individual level.

Third and because of its functional purpose, 
f MRI relies on the appropriate perception of 
the stimuli and execution of the task. This sur-
vey is necessary during the data acquisition.

Now, most manufacturers provide simple 

and useful tools to perform “real-time” f MRI, 
in order to monitor images, and provide initial 
results for block-design paradigms during the 
data acquisition. 

Fourth, BOLD f MRI provides indirect pic-
tures of the neuronal activity by measuring at a 
much larger spatiotemporal scale changes in 
blood oxygenation and brain perfusion. 
Additional measurements of the perfusion and 
mapping BOLD contrast independently of the 
neuronal activity could be necessary; especial-
ly in patients.

Thereafter, EEG-f MRI, resting state f MRI, 
calibrated-BOLD f MRI, perfusion f MRI, and 
diffusion f MRI are promising but challenging 
techniques. Today, their validations by con-
frontation with invasive procedures remain un-
der investigation. 

Abbreviations

ASL:  arterial spin labeling
BOLD:   blood oxygenation level dependent
CBF:  cerebral blood flow
CBV:  cerebral blood volume
CMRO2:   change in cerebral metabolic rate of O2

CVR:  cerebral vasoreactivity
deoxyHb:  deoxyhemoglobin
DICOM:   digital imaging and communication in 

medicine
EEG-f MRI:  electroencephalography combined with 

f MRI

EPI:  echo planar imaging
f MRI:   functional magnetic resonance imaging
GRE:  gradient recalled echo
MTT:  mean transit time
NIRS:  near infrared spectroscopy
OEF:  oxygen extraction fraction
SE:  spin echo
WI:  weighted image
PET:  positron emission tomography
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Introduction to diffusion magnetic 
resonance imaging

Diffusion magnetic resonance imaging (MRI) 
tractography is a method that can be used for 
the in vivo quantification of tissue microstruc-
tural integrity and the virtual reconstruction of 
white matter pathways [3]. The diffusion-
weighted MRI pulse sequences are sensitive to 
the displacement of water molecules within 
biological tissues [2]. Generally the displace-
ment of water molecules follows Einstein’ s 
equation, where the mean squared displace-
ment �r2� is directly proportional to the obser-
vation time (t) according to:

 �r2� = 6Dt. 

Given a body temperature of 37 °C, the diffu-
sion coefficient of free water (D) is about 3 × 
10–3 mm2s–1. Thus, within a voxel containing, 
for example, cerebrospinal fluid, where D is 
very close to the coefficient of free water, the 
water molecules will displace randomly for an 
average distance of 20  μm in all directions in 
about 20 ms. This is true only if the water mol-
ecules are allowed to move freely, which is not 
the case for the water contained in the nervous 
tissue, where the presence of cell membranes, 
proteins, myelin, intracellular filaments, or-
ganelles, and so forth, hinders the water dis-
placement. It follows that the displacement 

and, therefore, the diffusion coefficient in brain 
tissue are smaller than those in free water. This 
is why the term “Apparent Diffusion 
Coefficient” (ADC) was coined, to reflect in 
part the fact that in the tissue the diffusion of 
water is hindered by several biological barriers. 
The hindering effect of these biological barri-
ers can change in brain disorders (Le Bihan et 
al, 1986) [38a]. Pathological changes that oc-
cur, for example, early in ischemic tissue affect 
the diffusivity of water, leading to a general re-
duction of the ADC. In this case diffusion MRI 
offers the possibility of visualizing stroke-relat-
ed changes within an earlier time window 
compared to other structural MRI sequences 
[49].

In diffusion MRI, the signal is usually sensi-
tized to the displacement of water molecules 
along a selected direction. The ADC measure-
ment is therefore strictly dependent on the 
chosen direction. If the composition of the tis-
sue is isotropic (i.e., its physical properties are 
identical in all directions), the diffusion of wa-
ter molecules is reduced equally along all ori-
entations. This is the case, for example, of the 
grey subcortical nuclei or the cortex (Fig. 1 
left). 

Other tissues, like the white matter in the 
cerebrum and the spinal cord are anisotropic. 
Here, the fibres are parallelly oriented and the 
axonal membranes, together with the myelin 
sheets, represent the greatest biological barrier 
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to the diffusivity of water. Hence, the ADC mea-
sured along a direction perpendicular to the fi-
bers is always lower compared to the ADC mea-
sured along the direction of the fibres. Diffusion 
in anisotropic white matter tissue is therefore 
characterized by having a preferential direction, 
which varies according to the main orientation 
of the fibers (Fig. 1 right). In other words the 
measurement of the ADC inside the white mat-
ter is orientationally variant (Fig. 2 top). 

The property of orientational variance of 
the ADC represents a problem for the exact in-
terpretation of regional changes in the diffu-
sion signal, especially for those lesions local-
ized within specific tracts where the decrease 
of ADC could simply be related to a different 

Fig. 1. Top: Histology of the cerebral cortex (A) and white-
matter fibers (B). The two tissues differ for the structural 
composition and architectural organization of their biologi-
cal constituents. Bottom: Axial ADC map of a human brain 
and visualization of the corresponding three-dimensional 
displacement of water molecules in different brain regions: 
(1) low isotropic diffusivity in the thalamus; (2) high isotro-
pic diffusivity in the cerebrospinal fluid of the lateral ventri-
cles; (3) horizontal anisotropic diffusivity along the midsag-
ittal fibers of the splenium; (4) oblique anisotropic diffusivity 
along the lateral fibers of the splenium. Note that 3 and 4 have 
the same isotropic characteristic but the ADC signal is differ-
ent due to a different orientation of the underlying fibres

orientation of the fibers [39, 50]. As we will see 
in the next paragraph this problem was re-
solved mathematically using the diffusion ten-
sor to model the water diffusion inside each 
brain voxel. 

Diffusion tensor imaging

In 1994, Peter Basser, James Mattiello, and 
Denis Le Bihan published a seminal paper on 
diffusion imaging in which they showed that if 
diffusion is measured along at least six different 
directions, it is possible to obtain a mathemati-
cal description of the overall displacement of 
water molecules, the diffusion tensor (DT) [2] 
(Fig. 2 bottom). The DT provides a synthetic 
description of the water diffusion in the three-
dimensional space and can be visualised as a 
“diffusion” ellipsoid. This representation de-
scribes the geometrical profile of the water dis-
placement and it is defined only by three diffu-
sion coefficients or eigenvalues (λ1, λ2, λ3) and 
the orientations or eigenvectors (v1, v2, v3) of 
its three principal axes (Fig. 2 bottom). The DT 
can be used to extract quantitative indexes that 
are rotationally invariant (i.e., independent 
from the orientation of the measurement).

Mean diffusivity (MD) describes the aver-
age mobility of water molecules. MD is the av-
erage of the three eigenvalues of the tensor: 

MD                              .                             = 1+ 2 + 3

3

In the brain, normal values range from more 
than 2.0 x10-3 mm2/s (in the cerebro-spinal) to 
0.6 and 0.9 x10-3 mm2/s for grey and white mat-
ter, respectively. MD reduces with age within 
the early years of life and increases in those dis-
orders characterized by demyelination, inflam-
mation, axonal injury and edema.

Fractional anisotropy (FA) varies from 0 to 
1 and represents a quantitative index of the de-
gree of anisotropy. FA is also a rotational in-
variant like MD and is calculated according to 
the formula: 
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FA                                                                    ,
3 1( )

2
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2
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2( )
2 1

2 + 2
2 + 3

2( )

(where = MD ).

FA gives information about the organization of 
the microstructure and the integrity of the 
white matter (e.g., the level of the myelination 
or the density of white matter fibres).

In white matter voxels with a single fiber 
orientation the axial diffusivity is defined as the 
diffusivity along the principal direction of the 
DT and therefore of the underlying fibre bun-
dle. This measure is sensitive to intraxonal 
changes and can be defined as:

Fig. 2. Top: Monodirectional ADC maps where the signal is sensitized to the displacement of water molecules along the three 
orthogonal planes (x, latero-lateral direction; y, antero-posterior; z, superior-inferior). The fibers of the internal capsule and 
the splenium have different orientations, therefore their ADC values change according to the direction of the measured diffu-
sivity. Bottom: Representation of the diffusion tensor as a diffusion ellipsoid. The size and the shape are completely defined by 
the three eigenvalues (red), whereas the spatial orientation is described by the three eigenvectors (blue)

ADC               .|| = 1

The radial diffusivity is the diffusivity perpen-
dicular to the direction of λ1 and therefore re-
flects the hinderance of the axonal membrane 
and myelin sheet. The radial diffusivity is de-
fined as:

ADC                        .= 2 + 3

2

The radial diffusivity is particularly sensitive to 
pathological changes that affect the degree of 
myelination of fibres or axonal integrity. 

The diffusivity indexes described above 
provide complementary information about the 
tissue microstructural organization. 

A detailed analysis of the ellipsoids can give 
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precise information about not only the average 
water molecular displacement (i.e., MD) within 
a voxel but also the degree of tissue anisotropy 
(i.e., FA) and the main orientation of the under-
lying white matter fibers (principal eigenvector 
or orientation of maximum diffusivity). Thus, 
for example, two regions like the thalamus and 
the mid-splenium with similar MD may have 
different FA (Fig. 3 top). This is well described 
by their respective tensor ellipsoids that have 
different shapes (i.e., different FA) but the same 
average “size” (i.e., same MD) (Fig. 1 and Fig. 3, 
top). 

Conversely, two white matter regions with 
similar MD and FA like the mid-splenium and 
lateral splenium, can have different direction of 
maximum diffusivity (i.e., different fibre orien-
tation) as shown in the principal eigenvector 
maps or the color-coded maps (Fig. 3 bottom) 
[59].

Virtual reconstruction of white matter 
pathways

Compared to established methods for tracing 
fiber pathways, such as those using axonal 
tracers, diffusion tensor tractography offers 
the advantage of being a completely non-inva-
sive technique and therefore it can be applied 
to study connections of the living human 
brain. Furthermore, the data required by the 
tractography process can be readily obtained 
on standard clinical MRI systems with acquisi-
tion times ranging from 5 to 20 minutes. The 
main assumption underpinning DT tractogra-
phy is that the diffusion of water molecules in-
side the brain can be described mathematical-
ly by the diffusion tensor and that the principal 
axis of this tensor aligns with the predominant 
fiber orientation within each voxel [39]. 
Tractography algorithms use this information 

Fig. 3. The diffusion tensor allows to extract quantitative indexes and reconstruct 2D maps that provide infor-
mation about the microstructural properties of the biological tissues and their organization. Numbers indicate 
(1) thalamus, (2) mid-splenium and (3) lateral splenium
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to track white matter pathways by inferring 
continuity of fibers from voxel to voxel. This 
process is achieved using tractography soft-
wares that reconstruct continuous streamlines 
by following the direction of maximum diffu-
sion from a given voxel into a neighbouring 
voxel (Fig. 4) [3, 39, 46].

Most of the tractography algorithms use 
“tracking” and “stopping” rules that reduce er-
rors in the virtual reconstruction of pathways. 
The most common of these rules are the adop-
tion of angular and anisotropy thresholds to 
avoid unrealistic fiber bending or tracking out-
side white-matter regions [3, 47]. Tractography 

offers the possibility to study in vivo the trajec-
tories of white-matter pathways [10] and par-
cellate the cortex according to its pattern of 
connectivity [4]. By extracting quantitative 
diffusion indexes along the dissected tract, it is 
possible to obtain tract-specific measurements 
indicative of the microstructural organization, 
composition, and integrity of the tract of in-
terest. The most used indexes are FA, MD, ax-
ial and radial diffusivities. The number of 
streamlines is also commonly used as a surro-
gate measure of tract volume, although assum-
ing a direct correspondence with the anatomy 
is incorrect (e.g., the number of streamlines do 

Fig. 4. Top: Tracking continuous pathways with diffusion tensor imaging. (A) Streamline tractography is based on the 
assumption that in each white-matter voxel the principal eigenvector (red arrow) is tangent to the main trajectory of 
the underlying fibers (black lines). Starting from a seed voxel (blue circle) the tractography algorithm propagates, 
voxel by voxel, a streamline (blue) parallel to the white matter fibers. (B) Axial section of the eigenvector map and 
streamlines (blue) passing through the splenium of the corpus callosum. (C) Tractography reconstruction of the sple-
nial streamlines visualized as three-dimensional streamtubes. Bottom: Comparison between the virtual in vivo recon-
struction (left) of the arcuate fasciculus [10] and the corresponding post-mortem dissection (right) from an atlas of 
human brain connections [25]
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not correspond to the number of axonal fi-
bres). These indexes have been applied in vivo 
to measure white-matter changes in neurosur-
gical patients with epilepsy and brain tumor 
(Fig. 5).

Diffusion signal changes in epilepsy 
and brain tumor 

Biological changes of white-matter tissue in 
epilepsy and brain tumor are often detectable 
as changes in the diffusion signal. These chang-
es are associated with three main pathological 
mechanisms: cytotoxic edema, vasogenic ede-
ma and cellularity.

Cytotoxic edema is related to an arrested 
cellular metabolism due to the reduced avail-
ability of energy substrates. The reduction of 
the energy substrates results in an impaired 
regulation of the cellular water content with 
subsequent increase of the intracellular fluid 
and decrease of the extracellular space. In vox-
els containing tissue with cytotoxic edema, the 
water diffusion is most frequently decreased 
(i.e. reduced MD). In contrast, the vasogenic 
edema is characterized by a dysfunction of the 
blood–brain barrier with plasma proteins and 
other macromolecules passing freely into the 
perivascular and extracellular space with a con-
sequent increase of the extracellular fluid. 
Vasogenic edema is therefore frequently asso-
ciated with increased water diffusion (i.e., in-
creased MD and radial diffusivity and reduced 
FA). An increase in cellularity is characteristic 
of brain neoplasms and is associated, especially 
in more advanced stages, with decreased diffu-
sion secondary to reduced water mobility in 
the extracellular space. In the early stage of 
growth of some forms of tumors (e.g., gliomas) 
the increase in cellularity is associated with wa-
ter accumulation in the extracellular space 
leading to increased diffusion of water.

In patients with epilepsy, a characteristic 
pattern of modifications of the diffusion signal 
is observed, with decreased diffusivity in the 
early postictal phase, followed by normaliza-
tion and then transient or chronic elevation 

[63]. The early reduction in diffusivity is related 
to the presence of cytotoxic edema [72], whilst 
the delayed increase is probably secondary to 
the vasogenic edema [55, 62]. The intensity of 
the diffusivity changes is related to the severity 
of the seizure activity [55, 67, 72], with pro-
longed seizures potentially causing permanent 
alterations [77]. These changes are to be consid-
ered as a possible consequence of cellular death 
[73] and subsequent membrane cytolysis, 
which causes an increase in the extracellular 
space and therefore in diffusivity [28, 66]. 

In patients with brain tumors, the peritu-
moral edema is predominantly vasogenic in na-
ture and is related to a dysfunction of the 
blood–brain barrier. The vasogenic edema de-
termines an increase in diffusivity and decrease 
in FA [51]. The cause of vasogenic edema in 
peritumoral tissue is not well understood, but 
it is probably related to the leakiness of the 
blood–brain barrier due to a defect of the inter-
endothelial tight junctions. Another possible 
mechanism acting in more aggressive tumors is 
related to the increase of proteins in the extra-
cellular space due to necrosis and gliosis. This 
results in the increase of the extracellular vol-
ume, which may offer low resistance and, thus, 
facilitate the passage of fluid from the intracap-
illary to the extracellular space [57]. Once in 
the extracellular space inside the tumor, the 
fluid has to cross a rim of gliotic tissue around 
the tumor to reach the perilesional parenchy-
ma. The gliotic tissue presents a significant bar-
rier to the bulk flow motion of the extracellular 
fluid and it is likely to determine an increase of 
the extracellullar pressure inside the tumor. 
Eventually, the edema fluid creates paths for its 
movement through the gliotic rim into the per-
itumoral parenchyma and the vasogenic edema 
spreads by bulk flow through the white-matter 
fibers [68]. 

It is likely that such changes in diffusivity 
are not homogeneous across the pathological 
tissue due to the presence of other factors af-
fecting the distribution of the edema. For ex-
ample, compared to low-grade tumors (e.g., 
diffuse astrocytomas), high-grade gliomas have 
lower diffusivity probably due to increased cel-
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lularity [15, 26]. These findings suggest that dif-
fusion imaging could potentially be used to dif-
ferentiate between tumor grades and indirectly 
quantify the degree of infiltration. Recent data 
from both animal models and human studies 
suggest that diffusion imaging may be sensitive 
to predict the response to therapy [14], but fur-
ther studies are needed to evaluate the clinical 
potentials of the technique. 

Finally it is important to highlight that 
modifications of the tumoral tissue and sur-
rounding white matter affect the diffusion sig-
nal and therefore the ability to reconstruct 
pathways. In other words in pathological tissue 
the orientation of the DT may not reflect the 
orientation of the underlying fibres. This as-
pect suggests a possible dissociation between 
virtual reconstructions of pathways and the 
real anatomy of fibres in neurosurgical patients.

Clinical applications in neurosurgical patients 
with brain tumours

The use of tractography for mapping eloquent 
white-matter pathways for neurosurgical plan-
ning and neuronavigation was one of the first 
clinical applications of the technique [16, 32, 
48]. Early attempts to utilize tractography in 
patients with tumors undergoing surgery fo-

cused on the demonstration of motor pathway 
distortion or disruption as a result of mass ef-
fect or infiltration [16]. One of the limitations 
of the use of tractography for the reconstruc-
tion of the motor pathways is the inability to 
visualise tracts originating from the lateral mo-
tor cortex. This problem limits the application 
of tractography only to patients where the 
most medial component of the cortico-spinal 
tract (CST) connecting to the leg and trunk 
area is affected.  

Direct comparison of tractography of the 
motor pathways with intraoperative cortical 
electrostimulation shows that a number of fac-
tors can affect the reconstruction of the CST 
and generate pathways that have no direct cor-
respondence with the exact location of the 
functional fibres [48]. Berman et al [8] demon-
strated that stimulation sites for electro-corti-
cal mapping could be used to seed tractogra-
phy of the motor pathway, successfully reach-
ing the cerebral peduncle in 16 out of 27 stimu-
lation site locations in patients with glioma. 
Edema resulted in incomplete or diverted tra-
jectories for 5 sites, suggesting as possible 
mechanism the expansion of the extracellular 
space and reduced anisotropy. This is therefore 
an important confounder that needs to be con-
sidered, as previously suggested by Clark et al 

Fig. 5. Possible applications of DT tractography to the study of the white-matter anatomy and microstructural organization of 
tracts. The corpus callosum is used as an example. (A) Virtual dissections allow to reconstruct and study the three-dimensional 
trajectories of the major divisions of the corpus callosum. (B) Cortical regions can be segmented according to the projections 
of the different subcomponents of the corpus callosum. (C) Tract-specific measurements (in this case of FA) along the path-
ways can be used to obtain quantitative measurements and perform case–control comparisons in pathological conditions af-
fecting white matter anatomy (Second image courtesy of Dr. Michel Thiebaut de Schotten)

A B C
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[16]. Figure 6 shows an example of the CST de-
viation in a patient with brain tumor on the left 
hemisphere. Kinoshita et al [37] used a rela-
tively high FA threshold of 0.3, which may have 
partly contributed to their finding that tractog-
raphy underestimates the size of the motor 
pathways.

Berman et al [9] found that the mean dis-
tance between subcortical stimulation sites 
and the tractography-derived motor pathway 
was 8.7 ± 3.1  mm for 16 stimulation sites in 
nine patients with gliomas. Mikuni et  al [45] 
compared cortical electrostimulation with 
tractography for 40 patients undergoing sur-
gery for treatment of brain tumors located near 
the motor pathways. In 18 of 20 patients, motor 
evoked potentials were elicited from the sub-
cortex within 1 cm of the reconstructed motor 
pathways, and in the remaining 20 patients the 
distance between the motor pathway and the 
stimulated subcortex was more than 1 cm, but 

with motor evoked potentials detected in only 
3 of the patients. Mikuni et al emphasized that 
tractography and intraoperative cortical elec-
trostimulation are complementary techniques 
[45] and can lead to better outcomes compared 
to those obtained with cortical electrostimula-
tion [13, 22, 35] or tractography alone [7, 76]. 
Furthermore, these authors suggest that trac-
tography can be used to identify initial sites for 
cortical electrostimulation, allowing a more 
rapid localization of eloquent cortex during 
surgery.

Tractography can be integrated into neuro-
navigation systems (Fig. 6) [31, 53, 54, 56]. 
Nimsky et al demonstrated that the intraopera-
tive shifting of white-matter tracts, such as the 
internal capsule, can range from –8  mm to 
+15 mm, patients undergoing glioma surgery. 
These findings emphasize the importance of an 
intraoperative update of navigation systems 
during resection of deep-seated tumor por-

Fig. 6. Left: Deviation of the tractography reconstruction of the left corticospinal tract in the proximity of a glioblastoma mul-
tiforme (in light blue) in the left perirolandic area. Note that the anisotropy along the left corticospinal tract is reduced in the 
segment close to the tumor. The two corticospinal tracts are overlayed on coronal and axial FA maps. Right: Tractography re-
construction of the arcuate fasciculus (red) exported into the neuronavigator system to assist the neurosurgeon during the re-
section of a fibrillary astrocytoma infiltrating the left dorsolateroprefrontal cortex of a 27-year-old subject. Validation of trac-
tography results was made with intraoperative subcortical electrostimulation: stimulation in the floor of the operative cavity 
generated arrest of speech during a verb generation task. The coordinates of the site of stimulation (tag no. 45) with a bipolar 
electrode is reported as a yellow dot on the neuronavigator’ s three-dimensional display (Courtesy of Drs. Carlo Marras and 
Alberto Bizzi, Fondazione IRCCS – Istituto Neurologico “Carlo Besta”, Milan, Italy)
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tions near eloquent brain areas [53]. In their 
study of the motor pathways, Nimsky et  al 
found an intra- and interobserver variability of 
up to 1 mm and 2–3 mm respectively with re-
gard to the rendered volume of the tract [54]. 
These values were comparable with the target 
registration error, which was 1 mm.

Tractography has been used also to map 
language and visual pathways.  The arcuate fas-
cicle connecting frontal, parietal and temporal 
regions is implicated in language function and 
the anatomy and organization of this structure 
has been studied using tractography [11, 12]. 
In a series of 22 patients, Kamada et al [34] de-
scribed tractography of the arcuate fascicle, 
generated by f MRI activations with a verb 
generation task, and magnetoencephalogra-
phy with a reading task. For 2 of the 22 cases 
studied, imaging data were imported into a 
neuronavigation system, and the location of 
the arcuate fascicle was compared with corti-
cal electrostimulation mapping of the area of 
activation identified by f MRI; mapping tags 
were found to be within 6 mm of the arcuate 
fascicle. Henry et al [30] used tractography in 
a 40-year-old male subject to investigate path-
ways initiated from sites of intraoperative cor-
tical stimulation associated with speech and 
naming. Disruption by glioma of language 
pathways, notably the arcuate fascicle, as well 
as the inferior fronto-occipital fascicle (IFOF) 
and uncinate fascicle, has recently been de-
scribed [6].

The optic radiations can be visualized with 
tractography for the neurosurgical planning of 
epileptic patients undergoing anterior tempo-
ral lobectomy. In a series of 10 patients with 
arteriovenous malformation, Kikuta et  al [36] 
found that incomplete reconstruction of the 
optic radiation was associated with visual field 
loss.  

Tractography of the optic radiations has 
also been integrated retrospectively into a 
gamma knife radiosurgery system, illustrating 
the principle of modified treatment planning 
with the aim of reducing radiation damage to 
the optic radiation [42]. 

Clinical applications to neurosurgical patients 
with epilepsy

Tractography has been employed in patients 
with epilepsy [75] undergoing surgery to eval-
uate the extension of structural changes fol-
lowing surgical procedures and to predict out-
comes in patients with epilepsy [75]. The 
white-matter changes in the optic radiations 
and limbic structures induced by surgery have 
been widely investigated. Concha et al [18] as-
sessed the fornix and cingulum in patients with 
temporal lobe epilepsy and unilateral mesial 
temporal sclerosis before and 1 year after tem-
poral lobectomy. Patients showed preoperative 
diffusion abnormalities (i.e., reduced FA and 
increased MD), which became more evident 
after surgery, suggesting Wallerian degenera-
tion of the white-matter fibers affected by the 
surgery [18]. Even the contralateral tracts, 
which were not directly affected by the sur-
gery, did not normalize their diffusion indices 
in seizure-free patients, indicating the pres-
ence of irreversible white-matter abnormali-
ties. The same group performed a longitudinal 
analysis of the diffusion indices of the genu and 
body of the corpus callosum in patients who 
underwent corpus callosotomy [17]. In the 
three patients studied, the tractography mea-
sures along the transected portion of callosal 
fibres showed diffusion changes indicative of 
wallerian degeneration. These findings suggest 
that an exciting application of diffusion trac-
tography is the in vivo assessment of the micro-
scopic structural changes that follow axonal 
injury. 

Another interesting application of tractog-
raphy is to predict the complications of sur-
gery for refractory epilepsy. In future, this will 
lead to tractography being used to aid preop-
erative planning and prevent damage to elo-
quent cortical functions. For example, Powell 
et al [60] reported that probabilistic tractogra-
phy can be used to assess the extension and 
location of the Flechsig-Meyer’ s loop and to 
predict the contralateral superior quadran-
tanopia, which often follows a resection of the 
anterior temporal lobe. The authors showed 
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that the trajectory of the optic radiation was 
disrupted in a patient with a visual-field de-
fect, whilst another patient with no disruption 
to the trajectory suffered no deficit. More re-
cently, Nilsson et al [52] extended these results 
by using a deterministic tractography to re-
construct the optic radiation and measuring 
the distance between the most anterior part of 
the Flechsig-Meyer’ s loop and both the tem-
poral pole and horn. The authors demonstrat-
ed a disruption of the Flechsig-Meyer’ s loop in 
a patient with postoperative quadrantanopia 
after temporal lobe resection, while the 
Flechsig-Meyer’ s loop was reported to be in-
tact in a patient without postoperative visual-
field defect. Interestingly, the difference in the 
Flechsig-Meyer’ s loops between the two pa-
tients was their distance from the tip of the 
temporal horn, which was shorter by about 
5  mm in the patient with postoperative qua-
drantanopia, suggesting that the relationship 
between these two structures may be useful to 
predict the risk of developing a visual-field de-
fect after temporal lobe resection for therapy-
resistant epilepsy [52]. Other investigators 
combined f MRI and probabilistic tractogra-
phy to study patients undergoing a resection 
of the anterior temporal lobe of the language-
dominant hemisphere [61]. Greater lateraliza-
tion of tracts to the dominant hemisphere pri-
or to the surgery was associated with greater 
postoperative decline in naming function, sug-
gesting that this technique can be extended to 
predict postoperative language deficits. 

From these reports, an attractive, future 
application of tractography to patients with 
epilepsy relates to intraoperative MRI, which 
has the potential to reduce the risks of surgical 
complications and eventually visualize the 
white-matter connections that need to be tran-
sected in order to disconnect the seizure focus. 
In this respect, a recent paper has shown that 
combining tractography with EEG and f MRI 
can delineate the pathways of propagation of 
epileptic activity [27]. Although this was a case 
report, and tractography cannot distinguish 
between afferent and efferent pathways, this 
paper reported on a promising technique for 

identifying the functional interaction of re-
gions involved in the interictal epileptiform 
discharges and its structural correlates. Future 
studies will clarify whether factors such as age 
on onset, severity of epilepsy, and handedness 
are associated with the lateralization of the 
tracts and functional plasticity [15a].

Limitations and future directions of 
diffusion tractography

Whilst injected tracers are able to follow single 
neuronal terminations, tractography follows 
the principal axes of the DT, which is obtained 
by averaging the MRI signal within a voxel. 
Typically the voxel resolution is too low to 
identify small fibre bundles. Also the levels of 
noise in the diffusion data and the intrinsic MR 
artefacts [40] constitute important factors that 
affect the precision and accuracy of the diffu-
sion measurements and therefore the tractogra-
phy reconstruction. It should be recognized 
that the result that we obtain from tractography 
is also dependent on a number of factors under 
the control of the experimenter, such as the an-
gular and anisotropy threshold and the choice 
of the tractography algorithm itself. Finally, DT 
tractography methods assume that fibers in 
each voxel are well described by a single orien-
tation estimate, and so these techniques per-
form poorly in regions where more than one 
population of fibers exist and where fibers are 
crossing, kissing, merging, or diverging. More 
recent tractography developments based on 
HARDI (high angular resolution diffusion im-
aging) methods [24] and appropriate process-
ing  techniques are able to accomodate the 
crossing problem [1, 5, 69, 70, 74]. Pre liminary 
work suggests that it is possible to combine 
tractography with a spherical-deconvolution 
algorithm to perform dissections of white-mat-
ter pathways in regions with multiple fiber 
crossing, like in the corpus callosum (Fig. 7) 
[20]. Spherical deconvolution datasets can be 
acquired using clinically feasible protocols. 

Compared to classical axonal tracing stud-
ies, tractography is unable to differentiate an-
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terograde and retrograde connections, detect 
the presence of synapses, or determine wheth-
er a pathway is functional. All these limitations 
may lead to tracking pathways that do not exist 
(false positive) or ineffectively track those that 
do exist (false negative), and therefore the in-
terpretation of tractography results requires 
experience and a priori anatomical knowledge. 

Furthermore, in the diseased brain, altera-
tion and anatomic distortion due to the pres-

ence of pathological processes, such as brain 
edema, bleeding, and compression generates 
tissue changes likely to lead to artefactual tract 
reconstructions. 

A few studies have so far dealt with the issue 
of validating the tractography results with neu-
ronal tracers [19, 23] or performing reproduc-
ibility analysis on human subjects [29, 38, 71]. It 
should also be noted that numerous algorithms 
have been described in the literature and there 

Fig. 7. Top: Visualization of the white matter organization based on the tensor model (left) and spherical decon-
volution (right) [21] inside the corona radiata. For voxels with one fiber population such as the corpus callosum 
(red arrow), both models describe orientations that are consistent with the known anatomy. However, in regions 
with more than one population of crossing fibers (yellow arrow) the tensor model gives an average representation 
of the water diffusion, whereas the spherical-deconvolution model separates different fiber components and de-
scribes their individual orientations. Bottom: Diffusion tensor-based and spherical-deconvolution tractography. 
The virtual dissections of the corpus callosum based on diffusion tensor tractography (left) reconstruct only the 
most central part of the corpus callosum (red), while spherical-deconvolution tractography shows several stream-
lines of the corpus callosum crossing the streamlines of the corticospinal tract (yellow) and reaching the lateral 
cortex 
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is no consensus on which approach is the most 
valid. 

In summary, tractography is growing in im-
portance in the field of neurosurgical planning 
and is increasingly being requested by neuro-
surgical departments worldwide. However, its 
current use is largely restricted to specialist in-
stitutions with the necessary infrastructure (lo-
cal technical support from physicists and imag-
ing specialists) required to guarantee a reliable 
and clinically feasible methodology. With im-
provements in diffusion acquisition (e.g. high-
er spatial resolution and higher signal to noise 
ratio), processing (e.g., complex fibre orienta-
tion modelization, tractography algorithms)  
and a better characterization of the relation-
ship between diffusion parameters and patho-

logical changes, tractography methods are 
likely to become established as routine clinical 
investigations in the years to come.
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Introduction

A well-documented and thoroughly-discussed 
limitation of hemodynamic and metabolic neu-
roimaging techniques is their lack of temporal 
resolution. This basic limitation has become 
salient with the emergence of new questions in 
neuroscience to investigate the brain as an en-
semble of complex networks that form, re-
shape, and flush information dynamically [41, 
42].

This chapter briefly reviews how magneto-
encephalography (MEG) is able to offer time-
resolved image sequences of brain functions 
and dysfunctions.

MEG principles and instrumentation

Physiological sources of electromagnetic fields

The brain sustains ionic current flows within 
and across cell assemblies, with neurons as the 
strongest elementary generators. A simple 
model of intracellular current pathways is a 
small, straight electrical dipole conducting ion-
ic currents from a source to a sink (Fig. 1). 
Intracellular current sources are twofold in a 
neuron: (1) fast discharges of action potentials 
along axons and (2) slower (from a few tens to 
hundreds of milliseconds) excitatory and in-
hibitory postsynaptic potentials, which typi-

cally create an electrical imbalance between 
the basal and the apical dendritic tree or the 
cell soma. Both of these current sources gener-
ate electromagnetic fields, although it is very 
unlikely that action potentials sufficiently over-
lap in time and space to add up to a massive 
current flow. A great share of neural cells is 
shaped along a longitudinal geometry –the py-
ramidal cells in neocortical layers II/III and V 
– which is favorable to yield a large net current. 
Also, neurons are grouped into assemblies of 
tightly interconnected cells. Therefore it is 
likely that postsynaptic potentials be identical-
ly distributed across a given assembly, with the 
immediate benefit that they build up efficiently 
to drive higher levels of currents, which in turn 
generate electromagnetic fields that are strong 
enough to be detected outside the head (Fig. 1). 

A typical source strength of 10 nA·m gen-
erates magnetic fields that are sufficiently large 
in amplitude to be detected at the head surface 
by MEG. This may correspond to the activity of 
as few as 50,000 pyramidal cells with an indi-
vidual current density of 0.2 pA·m [31].

Instrumentation

While the neural generators of MEG and elec-
troencephalography (EEG) are equivalent, the 
respective technologies involved differ signifi-
cantly because MEG brain signals reach only up 
to about 10 × 10–15 to 50 × 10–15 T/Hz1/2. Very 

Magnetoencephalography
Sylvain Baillet
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sensitive magnetometers are therefore neces-
sary. For MEG, a basic magnetometer consists 
of a pickup coil paired with a superconducting 
current detector (called superconducting quan-
tum interference device). The MEG instrument 
itself consists of a rigid whole-head helmet con-
taining up to 300 sensors (Fig. 2): single or pairs 
of magnetometers, called gradiometers, which 
are less sensitive to far-field sources such as 
road traffic, elevators, and heartbeats. EEG and 
other ancillary electrophysiological recordings 
(such as electro-oculogram, myogram, and car-
diogram) can be recorded simultaneously with 
MEG, which completes the electromagnetic 
signature of neural currents. The sampling rate 
can reach up to 5 kHz on all channels. The su-
perconducting sensing technology necessary to 
keep instrumental noise levels at less than a few 
femtotesla per square root hertz requires cool-
ing at –269 °C with liquid helium.

Working with ultrasensitive sensors is also 
problematic as they are very good at picking up 
the nuisances and electromagnetic perturba-
tions generated by external sources. A magneti-
cally shielded room made of layers of metal al-
loys (and possibly complemented by active 
shielding solutions) attenuates external magnet-
ic fields and makes MEG recordings possible. 

The technology involved in MEG sensing, 
the weekly helium refills, and the materials 
constituting the magnetically shielded room, 
make MEG a costly piece of equipment. 
Exciting recent developments – e.g., in high-
temperature magnetometers – however con-
tribute to constant progress in cost-effective-
ness, practicality and the future of MEG sens-
ing science. 

MEG has indeed substantial benefits com-
pared with EEG: (1) EEG is strongly degraded 
by the heterogeneity in conductivity within 

Fig. 1. Basic electrophysiological principles of MEG and EEG. (A) Large neural cells – just like this pyramidal 
neuron from cortex layer V – drive ionic electrical currents. These latter are essentially impressed by the differ-
ence in electrical potentials between the basal and apical dendrites or the cell body, which is due to a mixture of 
excitatory and inhibitory postsynaptic potentials, which are slow (>10 ms) relatively to action potentials firing 
and therefore add up efficiently at the scale of synchronized neural ensembles. These primary currents can be 
modeled using an equivalent current dipole, here represented by a large black arrow. The electrical circuit of 
currents is closed within the entire head volume by secondary, volume currents shown with the dark plain lines. 
Additionally, magnetic fields are generated by the primary and secondary currents. The magnetic field lines 
induced by the primary currents are shown using dashed lines arranged in circles about the dipole source. 
(B) At a larger spatial scale, the mass effect of currents due to neural cells sustaining similar mixtures of postsyn-
aptic potentials add up locally and behave also as a current dipole (shown in red). This primary generator in-
duces secondary currents (shown in yellow) that travel through the head tissues. They eventually reach the 
scalp surface, where they can be detected with pairs of electrodes by EEG. Magnetic fields (in green) travel 
more freely within tissues and are less distorted than current flows. They can be captured with arrays of magne-
tometers by MEG. The distribution of blue and red colors on the scalp illustrates the continuum of magnetic 
and electric fields and potentials distributed at the surface of the head
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head tissues (e.g., insulating skull versus con-
ducting scalp) – this effect is extremely limited 
in MEG, resulting in greater spatial discrimina-
tion of neural contributions; (2) subject prepa-
ration time is reduced considerably; (3) mea-
sures are absolute, i.e., they are not dependent 
on the choice of a reference; (4) subject’ s com-
fort is improved as there is no direct contact of 
the sensors on the skin. The installation of new 
MEG systems is presently steadily growing 
within research and clinical centers (about 200 
worldwide).

Scenarios of most typical MEG and 
EEG sessions

A successful MEG or EEG study is a combina-
tion of quality instrumentation, careful para-
digm design, and well-understood preprocess-

ing and analysis methods integrated in efficient 
software tools. 

Subject preparation

Precautions should be taken as any magnetic 
material carried by the subject would cause ma-
jor MEG artifacts. Recording leads for electro-
oculography, electrocardiography, and electro-
myography are recommended for artifact mon-
itoring and subsequent correction. Head posi-
tioning coils are taped to the subject’ s head to 
detect its position with respect to the sensor 
array. Some MEG systems feature the possibil-
ity for continuous head position monitoring 
during the very recording and off-line head 
movement compensation (see Fig. 3 for more 
details and the digitization of additional ana-
tomical fiducial points).

Fig. 2. (A–D) Typical MEG and EEG equipment. (A) An elastic EEG cap with 60 electrodes. (B) 
A MEG system. It can be operated with the subject in either seated upright (C) or supine horizon-
tal (D) position. EEG recordings can be performed concurrently with the MEG’ s, with magneti-
cally compatible electrodes and wires (Illustrations adapted by courtesy of Elekta)
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Paradigm design

The time dimension accessible to MEG and 
EEG offers some considerable variety in the 
design of experimental paradigms. In a nut-
shell, an MEG and EEG experimental design is 
conditioned to the type of event-related brain 
responses of foremost interest to the investiga-
tor: evoked, induced, or sustained. The by far 
most common experimental design is the in-
terleaved presentation of transient stimuli rep-
resenting multiple conditions to be tested. The 
durations of interstimulus intervals are typi-
cally much shorter than in f MRI paradigms 
and range from a few tens of milliseconds to a 
few seconds. Each presentation is considered 
as an experimental event; hence such para-
digms are called event-related.

The second category of experimental de-
signs utilizes sustained stimulus presentations 
with specific temporal encoding (e.g., visual 
pattern reversals or sound modulations at a 
well-defined frequency) to trigger steady-state 
brain responses locked to the stimulus presen-

tation rate or its harmonics. This approach is 
sometimes called frequency tagging (of brain 
responses) [35].

Data acquisition

A typical MEG and EEG session usually con-
sists of several runs. A run is a series of experi-
mental trials. A trial is an experimental event 
whereby a stimulus is presented to a subject or 
the subject performs a predefined action, with-
in a certain condition of the paradigm. 

The vast majority of studies target brain re-
sponses that are evoked by stimulation and re-
vealed after trial averaging. Most of these re-
sponses have a typical half-cycle of about 20 ms 
or greater, hence a characteristic frequency of 
100 Hz or less. A sampling rate of 300 to 600 Hz 
would therefore be sufficient. High-frequency 
(600–900  Hz) oscillatory components have 
however been evidenced in the somatosensory 
cortex or in interictal epilepsy [5], hence the 
necessity of faster sampling rates (3–5 kHz) in 
such situations. 

Fig. 3. (A–C) Multimodal MEG-MRI geometrical registration. (A) 3 to 5 head-positioning indi-
cators are taped onto the subject’ s scalp. Their positions, together with 3 additional anatomical 
fiducials (nasion, left and right periauricular points) are digitized by a magnetic pen digitizer. 
(B) The anatomical fiducials need to be detected and marked (white dots) in the subject’ s ana-
tomical MRI volume data, together with 3 optional, additional points defining the anterior and 
posterior commissures and the interhemispheric space, for the definition of Talairach coordi-
nates. (C) These anatomical landmarks henceforth define a geometrical referential in which the 
MEG sensor locations and the surface envelopes of the head tissues (e.g., the scalp and brain 
surface, segmented from the MRI volume) are coregistered. MEG sensors are shown as squares 
positioned about the head. The anatomical fiducials (NAS, LPA) and locations of the head posi-
tion indicators (HPI) are marked with black dots
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Data preprocessing

The purpose of data preprocessing is to en-
hance the levels of signals of interest, while at-
tenuating nuisances or rejecting artifact epi-
sodes in the recordings. Artifacts include phys-
iological sources such as the eyes, heart, mus-
cles, electromagnetic perturbations from other 
ancillary experimental devices and leaking 
power line contamination, which are not all 
well-handled by classical band-pass filtering. 
For perturbations which are thought to be in-
dependent of the brain processes of interest, 
empirical statistics obtained from a series of 
representative events (e.g., eye blinks, heart-
beats, muscle contractions) are likely to prop-
erly capture the nuisance they systematically 
generate in the MEG recordings. Approaches 
like principal or independent component anal-
ysis have proven to be effective in that respect 
[9]. Signal space separation and its variants 
have also been proposed for MEG [39]: They 
basically consist in designing software spatial 
filters that attenuate sources of nuisance origi-
nating from outside a virtual spherical volume 
designed to contain the subject’ s head within 
the MEG helmet.

Evoked responses across trials in signal 
extraction via epoch averaging

An enduring tradition of MEG and EEG signal 
analysis consists in enhancing brain responses 
that are evoked by a stimulus or an action, by 
averaging the data about each event – thereby 
defining an epoch – across trials. The underly-
ing assumption is that there exist some consis-
tent brain responses that repeat systematically 
and which are time-locked with no phase vari-
ations (“phase-locked”) with respect to the oc-
currence of an event. Extraction of these re-
sponses is enhanced by averaging epochs 
across trials, under the assumption that the rest 
of the data is inconsistent in time or phase with 
respect to the event of interest. This simple 
practice has generated a vast amount of contri-
butions to the field of event-related potentials 
(in EEG, ERP) and fields (in MEG, ERF) [15]. 

Averaging epochs across trials can be conduct-
ed for each experimental condition at the indi-
vidual and the group level (“grand-averaging”). 
Measurements are taken on ERF components, 
which are defined as waveform elements that 
emerge from the baseline of the recordings. 
They may be characterized in terms of, e.g., 
relative latency, topography, amplitude, and 
duration with respect to baseline or a specific 
test condition.

Induced responses across trials in signal 
extraction via epoch averaging

Massive event-related cell synchronization is 
not guaranteed to take place with consistent 
temporal phase with respect to the onset of the 
event. Therefore averaging trials when phase 
jitters occur across event repetitions might 
lead to decreased effect sensitivity. This as-
sumption can be further elaborated in the the-
oretical and experimental framework of dis-
tributed, synchronized oscillatory cell assem-
blies during perception and cognition [37, 41], 
especially in the gamma range (40–60 Hz and 
greater [20]). Further, it has been recently dis-
cussed that these stimulus-induced responses 
tend to colocalize with the sites of hemody-
namics fluctuations in f MRI [32].

Time–frequency decomposition (using, 
e.g., wavelets [28]) is a methodology of choice 
to detect induced components: it proceeds to 
the estimation of instantaneous power in the 
time–frequency domain of time series, which 
is insensitive to variations of the signal phase. 

New trends and methods: connectivity and 
complexity analysis

The analysis of brain connectivity is a rapidly 
evolving field of neuroscience. The time reso-
lution of MEG offers a unique perspective on 
the mechanisms of rapid neural connectivity 
engaging cell assemblies at multiple temporal 
and spatial scales. Two approaches have devel-
oped somewhat distinctly in the recent years, 
though we might predict they will ultimately 
converge with forthcoming research efforts.
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The first strategy assumes that cell synchro-
nization is a central feature of neural communi-
cation. Hence, signal analysis techniques dedi-
cated to the estimation of signal interdepen-
dencies in the broad sense have been largely 
applied in MEG. Coherence measures, for in-
stance, are sensitive to simultaneous variations 
of power that are specific to each frequency bin 
of the signal spectrum [33]. There is however a 
concurrent assumption that neural signals may 
synchronize their phases, without the necessi-
ty of simultaneous, increased power modula-
tion [41]. Connectivity analysis has also been 
recently studied through the concept of causal-
ity, whereby some neural regions influence 
others in a nonsymmetric, directed fashion 
[13]. The investigation of directed influence 
between not only pairs but larger sets of time 
series (i.e., MEG sensors or brain regions) is 
usually ruled by parametric models. These lat-
ter may be related either to the definition of the 
time series (i.e., through autoregressive model-
ing for Granger causality assessment [27]), or 
to models of connectivity between neural as-
semblies (e.g., structural equation modeling 
[1] or dynamic causal modeling [23]).

The second approach to connectivity anal-
ysis pertains to the emergence of complex-net-
work studies and associated methodology. 
Complex-network science is a recent branch of 
applied mathematics that provides quantitative 
tools to identify and characterize patterns of 
organization among large interconnected net-
works. The concept of the brain “connectome” 
has recently emerged in this context and aims 
at capturing the characteristics of spatially dis-
tributed dynamical neural processes at multi-
ple spatial and temporal scales [36]. The new 
science of brain “connectomics” is contribut-
ing both to theoretical and computational 
models of the brain as a complex system [19] 
and to experimental methodology by suggest-
ing new indices and metrics – such as nodes, 
hubs, efficiency, and modularity – to charac-
terize and scale the functional organization of 
the healthy and diseased brain [4]. 

Electromagnetic source imaging

A direct assessment of the anatomical origins 
of the effects detected at the sensor level may 
be required. Electromagnetic source imaging 
addresses this issue by elaborating a model for 
the generators responsible for the signals in the 
data.

MEG-EEG source estimation as a modeling 
problem

From a methodological standpoint, MEG 
source modeling is referred to as an inverse 
problem, a ubiquitous concept well known to 
physicists in a wide variety of scientific fields, 
from medical imaging to particle physics [38]. 
The inverse problem framework helps concep-
tualize and formalize the fact that, in experi-
mental sciences, models are related to observa-
tions to draw scientific conclusions and/or es-
timate some model parameters that were origi-
nally unknown. Parameters are quantities that 
might be changed without fundamentally vio-
lating and thereby invalidating the theoretical 
model. Predicting observations from a model 
with a given set of parameters is called solving 
the forward modeling problem. The reciprocal 
situation, where observations are used to esti-
mate the values of some model parameters, is 
the inverse modeling problem.

MEG forward modeling consists in pre-
dicting the electromagnetic fields generated by 
any arbitrary source model, for any location, 
orientation, and amplitude parameter values of 
the neural currents. In general, MEG forward 
modeling considers that some parameters are 
known and fixed: the geometry of the head, 
conductivity of tissues, sensor locations, etc. 
MEG inverse modeling consists in relating the 
data to the forward model, so that parameters 
of source activity can be estimated.

A fundamental principle is that, whereas 
the forward problem has a unique solution in 
classical physics, the inverse problem may ad-
mit multiple solutions, which are models that 
equivalently predict the observations. This is-
sue of nonuniqueness is not specific to MEG 
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and can be rigorously addressed with the math-
ematics of ill-posedness and inverse modeling, 
which formalize the necessity of bringing ad-
ditional contextual information to complement 
a basic theoretical model. Today, a reasonable 
degree of technical maturity has been reached 
by electromagnetic brain imaging using MEG. 
Methods reduce to only a handful of classes of 
approaches, which are now well identified. 

Modeling the electromagnetics of head tissues

Models of neural generators
MEG forward modeling requires two basic 
models that are bound to work together in a 
complementary manner: a physical model of 
neural sources and a model that predicts how 
these sources generate electromagnetic fields 
outside the head. The canonical source model 
of the net primary intracellular currents within 
a neural assembly is a simple, equivalent cur-
rent dipole (ECD) model. ECDs can be distrib-
uted in the entire brain volume or on the corti-
cal surface, thereby forming a dense grid of el-
ementary sites of activity, whose intensity dis-
tribution is determined from the data.

Modeling head tissues
Predicting the electromagnetic fields produced 
by a source model is called head modeling. The 
physics of MEG are ruled by the theory of elec-
trodynamics [10], reduced to Maxwell’ s equa-
tions under quasistatic assumptions. These lat-
ter consider that the propagation delay of the 
electromagnetic waves from brain sources to 
the MEG sensors is negligible [14]. This is a 
very important, simplifying assumption which 
has immediate consequences on the computa-
tional aspects of MEG head modeling.

Indeed, the equations of magnetostatics 
determine that there exist analytical, closed-
form solutions to MEG head modeling when 
the head geometry is considered as spherical. 
Hence, the simplest and consequently by far 
most popular model of head geometry in MEG 
is a single-layer sphere. Indeed, MEG is insen-
sitive to the number of spherical shells with dif-
ferent conductivities and it can be shown that 
only the location of the center of the sphere 
matters. This relative sensitivity to tissue con-
ductivity values is therefore a general, impor-
tant difference between EEG and MEG.

Fig. 4. Inverse modeling: localization (A) versus imaging (B) approaches. Source modeling through local-
ization consists in decomposing the MEG/EEG generators in a handful of elementary source contribu-
tions; the simplest source model in this situation being the ECD. This is illustrated here with experimental 
data from testing the somatotopic organization of primary cortical representations of hand fingers. The 
parameters of the single ECD have been adjusted on the 20–40 ms time window following stimulus onset 
(right median nerve stimulation). The ECD was found to localize along the contralateral central sulcus as 
revealed by the three-dimensional rendering obtained after the source location has been registered to the 
individual anatomy. In the imaging approach, the source model is spatially distributed on a large number 
of ECDs. Here, a surface model of MEG-EEG generators was constrained to the individual brain surface 
extracted from T1-weighted MR images. Elemental source amplitudes are interpolated onto the cortex, 
which yields an imagelike distribution of the amplitudes of cortical currents
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Another remarkable consequence of the 
spherical symmetry is that radially oriented 
brain currents produce no magnetic field out-
side a spherically symmetric volume conduc-
tor. For this reason, MEG signals from currents 
generated within the gyral crest or sulcal depth 
are attenuated, with respect to those generated 
by currents flowing perpendicularly to the sul-
cal walls. This is another important difference 
between MEG and EEG’ s respective sensitivi-
ty to source orientation [17].

Finally, the amplitude of magnetic fields 
decreases faster than that of electrical poten-
tials with the distance from the generators to 
the sensors. Hence it has been argued that 
MEG is less sensitive to mesial and subcortical 
brain structures than is EEG. Experimental 
and modeling efforts have shown however that 
MEG can detect neural activity from deeper 
brain regions [2].

Although spherical head models are conve-
nient, they are poor approximations of the hu-
man head shape, which has some influence on 
the accuracy of MEG source estimation [12]. 
More realistic head geometries have been in-
vestigated and all require solving Maxwell’ s 
equations by numerical methods. Boundary el-
ement and finite element methods are generic 
numerical approaches to the resolution of con-
tinuous equations in discrete domains. 
Geometric tessellations of the different enve-
lopes forming the head tissues need to be ex-
tracted from the individual MRI volume data to 
yield a realistic approximation of their geome-
try. This is still considered a relatively complex 
task, although efficient software exists. 
Computation times for boundary element and 
particularly for finite element methods remain 
cumbersome but both algorithmic and prag-
matic solutions to this problem are available in 
academic and commercial software packages. 

MEG source modeling

Source localization versus source imaging
The localization approach to MEG source esti-
mation considers that brain activity at any time 
instant is generated by a relatively small num-

ber (a handful, at most) of brain regions. Each 
source is therefore represented by an elemen-
tary model, such as an ECD, that captures local 
distributions of neural currents. 

The alternative imaging approaches were 
originally inspired by the plethoric research in 
image restoration and reconstruction. Dense 
grids of current dipoles are defined over the en-
tire brain volume or limited to the cortical gray-
matter surface. These dipoles are fixed in loca-
tion and, generally, orientation and are homol-
ogous to pixels in a digital image. The imaging 
procedure estimates the amplitudes of all these 
elementary currents at once. Hence contrarily 
to the localization model, there is no intrinsic 
sense of distinct, active source regions per se. 
Explicit identification of regional activity usu-
ally necessitates empirical or inference-driven 
amplitude thresholding. In that respect, MEG 
source images are very similar in essence to the 
activation maps obtained in f MRI, with the ad-
ditional benefit of time resolution (Fig. 6).

The early MEG literature is abundant in 
studies reporting on single-dipole source mod-
els. The somatotopic, tonotopic auditory, and 
retinotopic visual responses are examples 
where the single-dipole model contributed to 
the better temporal characterization of prima-
ry brain responses.

Later components of evoked fields usually 
necessitate that more elementary sources be 
adjusted. This is however detrimental to the 
numerical stability and robustness of the in-
verse model. The number of elementary sourc-
es in the model is often qualitatively assessed 
by expert users, which may question the repro-
ducibility of the analyses. Hence, special care 
should be brought to the evaluation of the sta-
bility and robustness of the estimated source 
models. With all that in mind, source localiza-
tion techniques have proven to be effective, 
even on complex experimental paradigms [16].

Signal classification and spatial filtering 
techniques are efficient alternative approaches 
in that respect. They have gained considerable 
momentum in the MEG community in the re-
cent years.
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Scanning techniques: spatial filters, beamform-
ers and signal classifiers
Rather than attempting to identify discrete 
sets of sources by adjusting their location pa-
rameters, scanning techniques have emerged 
and proceed by systematically sifting through 
the brain space to evaluate how a predeter-
mined elementary source model would fit the 
data at every voxel of the brain volume. For 
this local model evaluation to be specific, con-
tributions from other sources in the brain vol-
ume need to be blocked. Hence, these tech-
niques are known as spatial filters and beam-
formers (creating a virtual beam directed and 
“listening” exclusively at some brain region 
[18]).

Beamforming is therefore a convenient 
method to translate the source localization 
problem into a signal detection issue. Initial 
technical shortcomings of beamforming have 
long been thoroughly investigated and tech-
niques such as multiple signal classification 
were suggested as a more robust alternative for 
MEG (for a review, see [30]).

In summary, spatial filters, beamformers, 
and signal classification approaches bring us 
closer to a distributed representation of the 
brain electrical activity. As a caveat, the results 
generated by these techniques are not an esti-
mation of the distribution of neural currents. 
They represent a score map of a source model 
(generally a single current dipole) evaluated on 
a predefined spatial lattice, which sometimes 
leads to misinterpretations. 

Distributed source imaging
Imaging source models consist of distributions 
of elementary sources, generally with fixed lo-
cations and orientations, whose amplitudes are 
estimated at once. MEG source images repre-
sent estimations of the global neural current 
intensity maps, distributed within the entire 
brain volume or constrained at the cortical sur-
face. The free parameters of the imaging model 
are the amplitudes of the elementary source 
currents distributed on the brain’ s geometry.

A reasonable spatial sampling of the image 
space requires several thousands (typically about 

10,000) elementary sources. Consequently, the 
imaging inverse problem is dramatically under-
determined and imaging models need to be 
complemented by a priori information [3], 
which may take multiple faces: promote current 
distributions with high spatial and temporal 
smoothness, penalize models with currents of 
unrealistic, physiologically implausible ampli-
tudes, favor the match with an fMRI activation 
map, or prefer source image models made of 
piecewise homogeneous active regions, etc. An 
appealing benefit from well-chosen priors is that 
they may ensure the uniqueness of the optimal 
solution to the imaging inverse problem.It is im-
portant to understand that the numerous source 
imaging techniques available usually have the 
same technical background. Also, the selection 
of image priors can be seen also as arbitrary and 
subjective. Comprehensive solutions for model 
selection are now emerging and suggest that the 
data can help decide on the best general class of 
models that would properly account for the data 
[8]. It is likely however that the critical ill-posed-
ness of the source modeling problem be detri-
mental to the efficiency of establishing tight 
bounds on the admissible model parameters. 
Further, these techniques are still extremely de-
manding in terms of computational resources.

A widely used prior in the field of image re-
construction considers that the expected source 
amplitudes be as small as possible on average. 
This is the well-described minimum norm 
model and its multiple variations [25, 26], for 
which quantitative and qualitative empirical 
evidence demonstrates spatial resolution at the 
centimeter scale [6] (see Fig. 4). 

Appraisal of MEG source models

MEG imaging is modeling which implies deal-
ing with uncertainty: Data are complex and 
contaminated with various nuisances, source 
models are simplistic, head models have ap-
proximated geometries and conductivity prop-
erties, etc. It is therefore necessary to assess 
how sensitive source estimates are to modeling 
errors and biases. This can be approached 
through the estimation of confidence intervals 
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about the estimated values of a source model by 
parametric or nonparametric statistics [7, 29].

In turn, hypothesis testing can be addressed 
by techniques of statistical inference. In neuro-
imaging, the population samples that will sup-
port the inference are either trials or subjects, 
for hypothesis testing at the individual and 
group levels, respectively. As in the case of the 
estimation of confidence intervals, there exist 
both parametric and nonparametric approach-
es to statistical inference. Parametric models 
have been extensively studied for f MRI and 
positron emission tomography before being 
recently adapted to EEG and MEG [22], and 
popularized with software such as Statistical 

Parametric Mapping [11]. Alternatively, non-
parametric approaches such as permutation 
tests have emerged for statistical inference ap-
plied to neuroimaging data. Rather than apply-
ing transformations to the data to secure the 
assumption of normally distributed measures, 
nonparametric statistical tests take the data to 
be robust to departures from normal distribu-
tions [34]. Both parametric and nonparametric 
techniques properly handle the problem of 
multiple hypotheses testing, whereby the same 
inference is conducted at multiple instances 
through a vast source domain, which leads to 
possible detection errors. 

The emergence of statistical inference solu-

Fig. 5. Distributed source imaging of the 120–300 ms time interval following the presentation of the target 
face object in a rapid serial visual presentation in an oddball paradigm. The experiment consists of the detec-
tion of a visual “oddball”. Pictures of faces are presented very rapidly to the participants every 100 ms, for a 
duration of 50 ms and an interstimulus interval of 50 ms. In about 15% of the trials, a face known to the 
participant is presented. This is the target stimulus and the participant needs to count the number of times 
he or she has seen the target individual among the unknown, distracting faces. Here, the experiment con-
sisted of 4 runs of about 200 trials, hence resulting in a total of 120 target presentations. The images show a 
slightly smoothed version of one participant’ s cortical surface. Colors encode the contrast of MEG source 
amplitudes between responses to target versus control faces. Visual responses are detected by 120 ms and 
rapidly propagate anteriorly. From 250 ms onwards, strong anterior midline responses are detected in the 
cingular cortex. These latter are the main contributors of the brain response to target detection
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tions adapted to MEG has brought electromag-
netic source imaging to a considerable degree 
of maturity that is quite comparable to other 
neuroimaging techniques (Fig. 5 and 6). 

Conclusions: a pragmatic point of view

Throughout this chapter, I have attempted to 
provide a pragmatic point of view on the tech-
nical difficulties of MEG. It is indeed quite 
striking that despite multiple shortcomings, 
MEG source analysis is able to reveal exquisite 
relative spatial resolution when localization ap-
proaches are used appropriately, and how im-

aging models help investigators tell a story on 
the cascade of brain events that have been oc-
curring in controlled experimental conditions. 
An increasing number of groups from other 
neuroimaging modalities have come to realize 
that beyond mere cartography, temporal and 
oscillatory brain responses are essential keys to 
the understanding and interpretation of the ba-
sic mechanisms ruling information processing 
amongst neural assemblies. The growing num-
ber of EEG systems installed in MR magnets 
and the steady increase in MEG equipments 
demonstrate an active and dynamic scientific 
community, with exciting perspectives for the 
future of multidisciplinary brain research.

Fig. 6. MEG functional connectivity and statistical inference at the group level. Jerbi et al [21] have re-
vealed a cortical functional network involved in hand movement coordination at low frequency (4 Hz). 
The statistical inference at group level first consisted in fitting for each trial in the experiment a distributed 
source model constrained to the individual anatomy of each of the 14 subjects involved. The brain area 
with maximum coherent activation with instantaneous hand speed was identified within the contralateral 
sensorimotor area (white dot). The traces at the top illustrate excellent coherence in the 3–5 Hz range 
between these measurements (hand speed in green and M1 motor activity in blue). Secondly, the search 
for brain areas with activity in significant coherence with the M1 revealed a larger distributed network of 
regions. All subjects were coregistered to a brain surface template in Talairach normalized space with the 
corresponding activations interpolated onto the template surface. A nonparametric t-test contrast was 
completed by permutations between rest and task conditions (p < 0.01)
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Introduction

The main goal for all preoperative investigation 
is to define the epileptogenic zone and/or tu-
mor area and its location to functionally im-
portant cortex, as well as to evaluate patient’ s 
psychological condition, in order to assure that 
epilepsy surgery will not worsen patient’ s life 
of quality.

One of the main groups of investigations 
during pre-surgical evaluation is invasive inves-
tigation and our work mainly focuses on de-
scribing and comparing two methods of inva-
sive investigation: intraoperative and extraop-
erative cortex stimulation [3], [6]. Both of 
these methods are essential for defining an epi-
leptogenic zone as well as functional cortex. In 
our work, we try to describe and compare 
these two methods and to present an analysis 
of epilepsy patients who have undergone cor-
tex stimulation.  

Evaluation of cortical function and cortical 
stimulation

There are 3 physiological tests for evaluation of 
cortical function: 

[39];

Extraoperative electrical mapping
Peter A. Winkler

Fig. 1. Authors drawing to illustrate a grid implantation for 
covering the left fronto-temporo-parietal region. Please note 
the importance of preservation of the inferior anastomotic 
vein, i.e., the vein of Labbé

these physiological rhythms are frequently not 
sufficiently well defined to be used as reliable 

different types of evoked potentials, only the 
somatosensory evoked potentials provide use-
ful information when trying to define cortical 

for localisation of cortical function is direct 
electrical stimulation of the cortex. This not 
only identifies the extent of the sensorimotor 
areas, but also permits excellent localisation of 
language areas and other higher cortical func-
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of a small electrical current through individual 
electrodes, with close observation for symp-

are placed in subdural or intracerebral space 
(extra-operative stimulation), or by direct cor-
tical stimulation during operation (intra-opera-
tive stimulation). The meaning of cortical stim-
ulation process is to define functionally signifi-
cant cortical regions that should be preserved 
in epilepsy surgery. Both of these methods also 
are used for cortical functional mapping. 

-
tion (without afterdischarges) and the effects 
produced by afterdischarges limited to the same 
electrode that had been stimulated electrically 
indicates that the physiological result of electri-
cal stimulation and result of activation by an 
epileptiform discharge are extremely similar if 

stimulation is the ideal experimental setting to 
evaluate the symptomatogenic areas of the hu-

of pre-surgical evaluation process for epilepsy 
surgery, although its significance has reduced 
following introduction of several non-invasive 
pre-surgical investigation methods (like posi-

-

when non-invasive pre-surgical investigations 
give diverse results about the possible location 
of epileptogenic zone and when we need more 
information to proceed with epilepsy surgery. 
Thus the questions to be answered with intra-
cranial electrodes are shaped by the results of 
the non-invasive evaluation, including extracra-

Invasive electroencephalography and  
Video-EEG-monitoring

performed through the same intracranial elec-
trodes, which are used for extra-operative cor-
tical stimulation. The need for intracranial re-

and other pre-operative studies do not give suf-
ficient evidence for the same localisation of 
epileptogenic zone, if their results are discor-
dant, or if the suspected seizure onset is in or 
very near critical eloquent cortical areas [5]. 

with no underlying structural pathology iden-
tified on neuroimaging, but in whom other in-
vestigations have generated a plausible hypoth-
esis as to location of the epileptogenic region 

careful and individual prejudgement of the hy-
potheses and goals for every planned recording 

monitoring can be divided into three overlap-
ping groups: defining extent and distribution 
of the epileptogenic zone (irritative and pace-
maker zones), defining epileptogenic zone ver-
sus structural lesion and defining epileptogenic 

The following are examples that may require 
invasive intracranial monitoring:

(e.g., a left-sided, widespread frontal-tempo-
ral onset);

-
mally over both temporal lobes);

(e.g., stereotyped complex partial seizures 
with diffuse ictal changes or initial changes 
obscured by artifact);

neuropsychological data);

tissue must be determined (e.g., seizures 
with early involvement of language or motor 
function);

be determined (e.g., dual pathology or mul-
tiple intracranial lesions);

-

(e.g., simple partial seizures with no detect-
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epileptic seizures with unusual semiology 
that suggests psychogenic seizures [pseudo-
pseudo seizures]).

By knowing functional map and epileptogenic 
zone, we can see the overlap of these two zones 
and decide whether and in what extent should 
we precede with resective surgery. We can also 
assess if there is a need for any other investiga-
tions and additional invasive electroencepha-
lography or cortical stimulation (repeated ex-
tra-operative or additional intra-operative). 

-
nostic methods, the need for semi-invasive 
(i.e., use of epidural and/or foramen ovale 

subdural and/or intracerebral depth elec-
trodes) in precise delineation of the epilepto-
genic zone is much smaller than it used to be. 

the exact type of seizures of a given patient. 
This investigation also provides information 

Effect of cortical stimulation

the best experimental model to reproduce the 
effect of activation of the cortex by an epilepti-

duration pulses, produces synchronised depo-
larisation and hyperpolarisation of the neurons 

and hyperpolarisation of cell membranes pro-
duces action potentials, which results as posi-
tive or negative clinical effect. Positive or nega-
tive clinical effects are dependant on stimulus 

Also we know both from kindling models and 
cortical stimulation experience that not all im-
pulses trigger response, even if we stimulate 
functionally significant zone. Therefore it is 
very important to use certain physical param-
eters. By using these parameters, we enlarge 
the possibility to elicit response. 

Description of different electrodes 
used for cortical stimulation  
and/or eeg recording, indications for 
their use

Subdural grid- and strip-electrodes    

Subdural strip electrodes are made from a sin-
gle row of electrode contacts. The material is 

and commonly has stainless steel electrode 
contacts. Some manufacturers have also made 
strips with platinum disk electrodes as well as 
electrodes that are compatible for magnetoen-

strip electrode lengths are 5 to 9 cm with four 
to eight electrode contacts in each strip, but 

-
tacts have been made in diameters generally 

are produces on request, mainly for investiga-
tion of highly eloquent areas.

Indications or use
The indications for placement of subdural strip 
electrodes are exploration and confirmation of 

-
sumes that the patient is thought likely to have 
an epileptogenic focus, but the exact location 
and lateralisation of the focus is unknown. 

-
es where a discrepancy exists between various 
data accumulated during the presurgical evalu-
ation, and so the localisation of the focus is not 

-
ference from strip electrodes, grid electrodes 
are made from parallel rows of multiple elec-
trode contacts. They are made from the same 
materials as strip electrodes and are generally 
composed of from two to eight electrodes and 
rectangular or square arrays each containing 

have been made in diameters generally varying 
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Subdural grid electrodes can be broadly 
utilized in two circumstances. The first relates 
to the establishment of the location of the sei-
zure focus and the second relates to the locali-
sation of functional areas that one might not 
wish to remove during a resective procedure 

  More particularly, subdural grids are 
method of choice for situations where we sus-
pect epileptogenic activity from cortical re-
gions and situations when we must perform a 
cortical stimulation procedure to localise elo-
quent cortex.  

Depth electrodes
-

dles” of polyurethane or other material that 
typically are inserted into the brain by way of 
twist-drill skull holes under stereotactic guid-
ance [56].

Indications for use
In total the indications for depth electrodes 
are the same as for subdural strip electrodes - 
exploration and confirmation of epileptogenic 
foci. More particularly, the most common in-
dication is definition of the side of seizure on-
set in patients with suspected bitemporal epi-

-
solve some discrete localisation issues, like 
mesial temporal versus orbitofrontal or cingu-

-

with bitemporal epilepsy [56]. We recently 
started a project for the additional use of depth 
electrodes together with grid- and strip-elec-
trodes (see Fig. 3b).

-
structed images of the human cerebral cortex 
for localization of subdural electrodes in epi-
lepsy surgery was stressed by a work of our 

University of Munich [53].

Extra-operative cortical stimulation
-

formed mainly by grid electrode, which is 

placed during the first operation on brain sur-
face (subdural space) in the suspected epilep-
togenic zone. Subdural strip electrodes are im-
planted mainly for registering intracranial 

electrodes are determined by the location of 
the suspected epileptogenic zone in each pa-
tient, according to finding from clinical history, 
neuroimaging, neuropsychology, scalp elec-
troencephalographic recordings and videote-

to the epilepsy intensive station for further ob-

stimulation.  In the intensive station, after 
gradual reduction of antiepileptic medication, 
patient is monitored for epileptic seizures, and 
cortical stimulation of different electrodes is 
performed, with reaction observed and corti-
cal map drown. As we know, it is very impor-
tant to use certain stimulation parameters that 
can provoke some physiological effect. At the 

on the strip/grid are stimulated and reaction 
observed. Initially we start with current 

perform several tasks, varying from the stimu-
lated zone. The main tasks are moving his arms 
and fingers in different directions (up-down); 
naming several objects, presented to him, also 
months of the year; reading in loud a book or 
journal, etc. If we observe any changes in this 
action or patient reports some uncustomary 
feelings, we imply more detailed tasks to clarify 
this response. Symptoms during stimulation 
may include positive motor phenomena (tonic 
or clonic contraction of the muscle group), 
negative motor phenomena (inhibition of vol-
untary movements of the tongue, fingers or 
toes), somatosensory phenomena (tingling, 
tightness, or numbness of a part of the body), 
or language impairment (speech hesitation or 
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Fig. 2. Case I: -
ernous hemangioma in the left frontobasal area involving the middle and inferior frontal gy-
rus (pars orbitalis, pars opercularis and pars triangularis) and extending until the precentral 

-
tient is seizure-free since surgery.
(A)
(B) -

(C)

A

C

B
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Significant response is considered to be any re-
sponse during stimulation, which we can ob-

-
sponse” is when we see no reaction during stim-
ulation and also patient reports no changes in 

reference electrode is chosen in the site where 
no first phase response was gained. Then we re-
peat stimulation between reference electrode 
and all the other strip/ grid electrodes. Usually 

and functional cortical map is drawn. Later pa-
tient’ s data are discussed between epileptolo-
gist, neuropsychiatrist, neurophysiologist and 
epilepsy surgeon. In case of positive decision 
regarding resective epilepsy surgery, in average 

-
tion with excision of epileptogenic lesion is per-
formed. Used electrodes are disposed in order 

disease. In infants and young children, cortical 
stimulation studies are more challenging. 
Sensory, negative motor and language function 
cannot be assessed reliably during stimulation 
in infants. Special stimulation paradigms are re-
quired to elicit positive motor effects in chil-

Combined use of both stimulation methods

Usually combined use of both stimulation 
methods is needed in cases when ictal onset 
zone is close to or overlies critical motor or 
speech areas. In these situations extra-operative 
stimulation has been already carried out and 
intra-operatively we stimulate cortex only in 
functionally significant points, which lay close 
to or on the area of planned resection. In our 
work these were the cases when planned resec-
tion was close to speech areas detected in extra-

zones during operation, we performed awake 
surgeries with direct intra-operative stimula-
tion and consecutive resection of functionally 
non-significant epileptogenic zone. The main 
idea of combined cortical mapping is to ensure 
maximally precise stimulation results and per-

form the maximal resection of epileptogenic 
tissue in areas adjacent to functionally signici-
fant cortex. In such cases, the epileptic zone 
may be resected up to the pial margin without 
disturbing function, as long as the vascular 

Afterdischarges

One of the most common problems in cortical 
stimulation is afterdischarge. By definition it is 

nerve which persists after the stimulus has 
ceased and consists of rhythmic, high-voltage, 
high frequency spikes, sharp waves, or spike-
wave complexes which occur at the region 
stimulated and are distinctly different from 

only in certain circumstances when electrical 
stimulation is done in sufficient intensity, with 
repetitive rate and some duration. Initially af-
terdischarges tend to be limited to the stimu-
lating electrode but not infrequently spread to 
adjacent electrodes producing activation of ex-

-
atology elicited when afterdischarges are trig-
gered is not only an expression of the area di-
rectly stimulated electrically but also of the 
whole region activated by the afterdischarges. 
Therefore in these cases we cannot be sure if 
the answer we get at the electrode site where 
afterdischarges are elicited is from our stimula-

those symptoms and signs elicited by stimuli 
that do not produce afterdischarges. 

One way to handle this problem is to stimu-
late each cortical site with stepwise increasing 
stimulus intensities until we either elicit signs or 
symptoms, or afterdischarges are recorded. The 
drawback of this methodology is that there are 
great varieties of intensity levels at which after-
discharges can be produced. Therefore, if we test 
a given cortical site and get no signs or symptoms 
at stimulus intensity immediately subtreshold for 
afterdischarges, we cannot necessarily conclude 
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Fig. 3. Case II: 
M. Pringle-Bourneville-tuberous sclerosis 
with a devastating epilepsy and high seizure 
frequency. A large tuber close to the central 
and precentral area was diagnosed, involving 
partly the supplementary sensorimotor area 

freedom since surgery were ascertained.    
(A)

precentral area, involving a great portion 
of the SSMA. 

(B)  Implantation of many grid- and strip-elec-
trodes. Additionally two depth electrodes 
in the frontal and parietal border of the 
tuber were implanted (see arrows).

(C)  Mapping of ictal and interictal onsets, mo-
-

lation-results
(D)  Situs after complete resection of the tuber 

and specimens

A

C

D

B



P. A. Winkler

98

Surgical complications after  
extra-operative stimulation

The likelihood of complications from intracra-
nial recordings is roughly proportional to the 

complication for extra-operative stimulation is 

leads to infection which is the most common 
source of potential morbidity associated with 
subdural electrode placement, with reported 

investigations [55]. If meningitis occurs, the 
electrodes must be removed and infection 
treated. Other complication is wound infection 
with or without osteomyelitis. There can be 
also aseptic necrosis of bone flap. When large 
number of electrodes is implanted, brain swell-

-
ly to occur with an increase in the duration of 
the monitoring session or with a greater num-

thickness of subdural hematomas occurs in all 
patients. Therefore this diagnosis should always 
be considered in any patient incurring a new or 
increasing deficit at any time the electrodes are 

disease has been reported in the past but can be 
avoided by disposing of used electrodes.  

Concluding remarks

It is interesting to mark that when electrical 
stimulation elicits some cortical area with func-
tional significance, this finding does not mean 
that the area stimulated is the only one that can 
generate that function or even that this area is 
crucial for that function. In some cases it is pos-
sible to resect cortical regions with functional 
significance without evident postoperative 

observed that when an electrode is stimulated 
continuously for a long period of time or re-
peatedly with only brief separations between 
periods of stimulation, the deficit elicited may, 
in some cases, no longer be found after a period 

of stimulation. This is analogous to the findings 
that lesions caused by strokes may cause acute  
but not chronic deficits in functioning and that 
after not only central, but also peripheral le-
sions, cortex may apparently reorganize its 

-
es are not due to the growth of new synaptic 
connections, but instead represent strengthen-
ing of existing synaptic connections and rela-
tionships due, presumably, to alterations in the 
inhibitory and excitatory connections between 

that the basic assumption of functional map-
ping using electrical stimulation is that local 
electrical stimulation of cortex generates local-

cortical surface by electrical stimulation is con-

that bipolar stimulation produced a localized 
effect between electrode contacts both with 
monkey occipitocortical stimulation and in hu-

On the other hand, Van Buren and co-workers 

may generate local afterdischarges which may 
-

ed that due to fact that by bipolar stimulation, 
we stimulate smaller cortical region, higher 

Therefore, functional mappings should be done 
very carefully and punctiliously. It has been 

-
gy will eventually abolish the need for chronic 
intracranial recordings. This has not been our 
experience in recent years. As with any diag-

will necessarily be associated with increments 
in true and false positive detections. In some 
patients multiple lesions are detected, raising 
the question of whether there is a single focal 
seizure onset and which lesion generates sei-
zures. In other patients, mild non-specific un-
clear abnormalities can be seen, raising doubt 
about whether they are indeed epileptogenic 

recordings and cortical stimulation is needed 
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relies on the specific clinical and personal cir-
cumstances of each patient. 
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The use of direct electrical stimulation (DES) 
to perform intraoperative brain mapping in or-
der to preserve eloquent areas during epilepsy 
surgery has been established as a reliable rou-
tine procedure by Penfield in his seminal paper 
in 1937 [42]. The technique has been further 
refined by Ojemann in the seventies, by intro-
ducing a biphasic current-constant pulse and 
by optimizing the intraoperative testing tasks 
[52]. In the nineties, Berger applied the meth-
od for mapping eloquent cortical areas during 
oncological neurosurgery [5], and Duffau then 
extended the indication to the preservation of 
axonal pathways [10]. In the last decade, popu-
larized by the reported successes [9, 46], the 
technique spread all over the world [24]. 

The aim of this chapter is to review what is 
our current understanding of the interaction 
between brain and Ojemann Stimulation (OS: 
60 Hz 1ms biphasic current-constant bipolar 
stimulation) and to analyze its sensitivity and 
specificity in predicting the clinical conse-
quences of a focal surgical removal.

Focal electrophysiological effects of DES: 
insights from experimental and modeling 
studies

We will now introduce some basic results on 
the local biophysics of DES. We will first re-
view what is known about individual neuronal 
behaviour (i.e., membrane dynamics proper-

ties) from intracellular stimulation experiments 
and models, before focusing on the more com-
plex situation of extracellular stimulation. 

Studies of individual neuronal properties 
have been initiated in 1952 by Hodgkin and 
Huxley, in the series of papers describing both 
experimentally and mathematically the re-
sponse of the transmembrane potential to an 
intracellularly controlled current [18–22]. This 
pioneering work has been since refined with 
the introduction of intracellular patch-clamped 
techniques (see [38] and refs. 10, 20, 28, 33 in 
[44]), leading to the experimental determina-
tion of membrane characteristics for different 
kinds of neurons. Part of the original equation 
is based on a bioelectrical model of the mem-
brane (considered as an equivalent of multiple 
parallel RC circuits for each ionic currents), 
while part of it has been derived purely phe-
nomenologically, to fit at best the experimental 
data. The fundamental notion is that an out-
ward current going through the membrane to-
wards the outside of the neuron will depolarize 
the transmembrane potential (i.e., shifting 
from negative towards positive values the dif-
ference between the intracellular potential and 
the extracellular potential, which is negative at 
rest). They proposed a phenomenological law 
for the variation of the resistances of the sodi-
um and potassium channels with the trans-
membrane potential. As a consequence of the 
non-linear coupled set of differential equations, 
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if a certain threshold of depolarization is 
reached, an action potential is generated, with-
out the need of further support from electrical 
stimulation. As stated in the conclusion of the 
theoretical paper [18], the model was in good 
agreement with experiments regarding:

(as well as the waveform of this potential)

-
tions, 

stopping abruptly a hyperpolarization (the 
so called anodal break response).

Three separate systems have then to be consid-
ered when modeling and analyzing the effects 
of any extracellular DES: the individual neuro-
nal unit, the surrounding tissue and the stimu-
lator. As proposed by McNeal in [36] and re-
minded by Warman et al in [50], modeling the 
effects of electrical extracellular stimulation is a 
two-steps process. The first one is the determi-
nation of the extracellular potentials induced 
by the stimulator in the surrounding tissue. The 
second step involves the solving of the non-
linear equations governing the evolution of the 
transmembrane potential of the target neuron, 
with transmembrane currents derived from ex-
tracellular potentials calculated in the first step. 
Ultimately, as stated by Rattay in [44], “the 
high density of excitable elements in CNS stim-
ulation which become active at the same time 
cause rather strong membrane currents that 
may significantly influence the extracellular 
potential”, so that the first step should be re-
computed after the first events of excitation. 

Before exploring in more details each of 
the two steps, we will briefly present an histor-
ical perspective on the first experimental and 
modeling studies of extracellular stimulations. 
Indeed, long before the work of Hodgkin and 
Huxley, Lapicque proposed in 1907 to model 
the neuronal membrane of a peripheral nerve 
(in frogs) as a simple constant capacitor in par-
allel with a leaky resistance [6, 25, 26]. In this 

model, the membrane is thus fully character-
ized by a time-constant (product of capaci-
tance by resistance). This hypothesis allowed 
him to derive the mathematical law of the 
strength-duration curve (that is the experi-
mental curve representing the threshold inten-
sity of the extracellular current needed to gen-
erate an excitation as a function of the single 
pulse duration). Two values can be defined on 
this strength-duration curve: the rheobasis 
(minimal amount of current needed to gener-
ate an excitation with a very long duration 
pulse) and the chronaxie (pulse duration for a 
stimulating threshold intensity at twice the 
rheobasis). It can be shown easily that the 
chronaxie is directly proportional to the time-
constant of the membrane. Thus, measuring 
the chronaxie of a tissue is the simplest way to 
quantify tissue excitability and to estimate the 
intrinsic membrane properties of the stimulat-
ed elements, “independently on the conditions 
in which the excitation is given” [26]. This is 
why chronaxie values are still in use 100 years 
later, especially in cardiac tissue stimulation, 
although, as explained later, modern computa-
tional modeling renders this notion somehow 
inaccurate and old-fashioned for the case of 
central nervous system electrical stimulation 
(see, for example [33, 48]). Moreover, within 
this model, it is elementary to show that the 
chronaxie corresponds to the point on the 
strength-duration curve where the energy re-
quired to generate an action potential is mini-
mal, a notion of utmost importance for reduc-
ing the risk of damaging the stimulated tissue 
and optimizing the longevity of the battery in 
chronically stimulating devices.

The first step of computing the extracellu-
lar potentials produced by a given stimulator is 
quite straightforward if the tissue is considered 
as isotropic and non-limited, as an explicit ana-
lytical formula is tractable [33, 44]. This is no 
more possible when considering the exact gy-
ral and sulcal anatomy of the cortex: solving 
the problem then requires the use of numerical 
methods [29, 30]. To our knowledge there are 
no studies on the influence of the highly aniso-
tropic nature of fibers on the determination of 
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extracellular potentials when stimulating an 
axonal pathway. One of the important parame-
ter characterizing a tissue is its resistivity. It is 
useful to know that the resistivity of gray mat-
ter is 4–6 times greater than cerebrospinal fluid 
(meaning that CSF may shunt the current and 
be the cause of a false negative stimulation) and 
about 2–3 times less than the resistivity of 
white matter [43]. The value of 800 � cm found 
in an orthogonal direction of the fibers is about 
ten times higher than parallel to the fibers [39].

The second step of solving the non-linear 
equations of the neuronal unit under the influ-
ence of the previously computed extracellular 
potentials might be computationally intensive. 
However, solving these equations confirmed the 
experimental data evidencing that a wide range 
of phenomena arise from the specificity of stim-
ulating extracellularly rather than intracellularly. 
We refer the reader to previous work for exten-
sive review of these phenomena [3, 12, and 43]. 
It has been shown that computing the activating 
function, namely the spatial derivative of the 
component of the electric field along the axis of 
the axon, is an approximate but very efficient 
way to understand intuitively these phenomena. 
These include, but are not confined to:

is induced [33, 40, 41, 44],

greater its excitability [3, 12],

stimulation center as a virtual anode, leading 
to the observation of surround anodal block, 
and to the paradox that close to the cathode, 
small diameter axons may be stimulated and 
larger ones may not be [3, 12, 43],

sides of the stimulation center as a virtual 
cathode, 

perpendicular to the cortical surface, while a 
cathode will stimulate axons longitudinally 
aligned with the cortical surface [29],

-
trode to obtain an unidirectional propaga-
tion stimulation [49] or a diameter selective 
stimulation [27].

All in all, these effects illustrate the complexity 
of extracellular cortical electrical stimulation, 
and the question raised by Ranck in 1975[43] 
“Which elements are excited in electrical stim-
ulation of mammalian central nervous system” 
still holds, although a more appropriate formu-
lation would be “which elements are excited or 
inhibited or just perturbed (by sub-threshold 
effects)?”. Moreover, it should be kept in mind 
that most of the aforementioned knowledge, 
although probably relevant for the case of hu-
man brain mapping with OS as well, has been 
derived in other fields of DES, essentially with 
monophonic pulse and monopolar electrodes 
and, for some of them, in the peripheral ner-
vous system. Actually, to fill the gap between 
these studies and clinical situations, more real-
istic computational models have been recently 
developed in the context of cortical stimula-
tion for pain [29, 30] and deep brain stimula-
tion for movement disorders [33, 35], leading 
to a better understanding of the local stimula-
tion effects for both cases. To our knowledge, 
such studies have never been performed in the 
case of OS for brain mapping. Only one experi-
mental study has shown by optical imaging that 
the intrinsic signal was spatially highly local-
ized around the electrode tip with the lowest 
impedance [16].

Effects of a focal lesion1 on a non-locally 
functioning brain

There is no doubt that high-order cognitive 
processes are sustained by large-scale networks 
distributed all over the brain. In other words, it 
is not possible to attribute a specific function to 
a focal area. But we do not know how to inter-
act in a non-local way with an entity like a 
large-scale network. All we can do at the pres-
ent time is to analyze the effects of a local per-
turbation, applied on a subpart of the system. 
However, any focal lesion will induce a pertur-
bation at least over areas mono-synaptically 
linked to that area and likely over pluri-synap-

1   In this paragraph, the term lesion will be used in a generic 
way, including focal surgical removal.



E. Mandonnet

104

tically connected areas (but not all over the 
brain, as there exists a certain degree of spatial 
segregation between separate functions). This 
means that a whole large-scale network (in-
cluding peri-lesional, intra- and inter- hemi-
spheric areas, controlateral areas, subcortical 
and cerebellar areas) is indeed disturbed. Thus, 
part of the whole brain is forced to passively re-
organize in response to this external lesion, 
meaning that all the dynamics of all cognitive 
processes will be affected and redistributed 
over the remaining unaffected networks. 
Eventually, the re-shaping might be not effec-
tive enough to restore a fully normally func-
tioning brain, leading to an observable clinical 
deficit. 

It seems intuitive to infer from the ob-
served deficit what the function of an area was 
prior it has been damaged. However, one can-
not exclude that this function could have been 
successfully redistributed over the non-affect-
ed brain, but as a collateral effect of this redis-
tribution, another function could have been 
impaired (thus leading to a deficit completely 
unrelated to the function normally supported 
by the destroyed area). In other words, local-
izationism, a powerful theory when applied to 
primary sensori-motor areas, could be a mis-
leading theory when applied to high-order 
cognitive processes. The lack of one-to-one 
relationship between the function of an area 
and the observed deficit after its lesion puts a 
fundamental limitation for any “non-interfer-
ing” brain mapping method in predicting the 
cognitive consequences of a surgical removal. 
It explains, at least in part, the non-optimal 
sensitivity and specificity of f MRI compared 
to OS for language networks identification 
[45].

In most instances, the whole brain reshap-
ing is immediate, but in some situations, non-
linear complex dynamics may require a time-
scale of several minutes to hours before reach-
ing a new steady state, leading to a delayed on-
set of the deficit. The fact that a clinical deficit 
might become apparent only after half an hour 
after a resection has been already reported for 
the case of the supplementary motor area [11].

The same process of fast dynamical re-ar-
rangement of brain networks may also explain 
observations that an initial deficit after a resec-
tion might recover very shortly, over half an 
hour [37]. This phenomenon could be called 
dynamical short-term plasticity. 

Finally, after an initial lesion causing a defi-
cit, long-term plasticity mechanisms will take 
place in an attempt to compensate, over a time-
scale ranging from days to years. Biological 
modifications of individual neuronal proper-
ties will support this second rewiring of the 
brain, usually facilitated by rehabilitation strat-
egies. This corresponds to a biological long-
term plasticity.

Comparison between a transient DES lesion 
and a definitive surgical removal

DES does introduce an artificial non-physio-
logic signal into the brain, whereas a surgical 
removal, while certainly disturbing brain net-
works, does not. As a consequence, a surgical 
removal always tends to damage some func-
tion, whereas the effect of OS is more complex. 
Indeed, for sensori-motor functions, Ojemann 
stimulation seems to create what is sometimes 
called a “positive” effect, that is mimicking 
some kind of sensori-motor behavior [7, 13, 
42], whereas for higher order cognitive pro-
cesses like language, arithmetics, or spatial 
awareness, the same stimulation technique 
seems to block the function, as if the physio-
logical signal was jammed by the 60 Hz stimula-
tion (a theory introduced to explain the thera-
peutic effect of high frequency stimulation in 
the context of movement disorders [4]). One 
can always argue that the movement elicited by 
Ojemann stimulation might be considered as 
well as a dysfunction of motor networks, as the 
patient did not intent to move. However, this 
would still not explain why Ojemann stimula-
tion does not seem to force the patient to pro-
nounce some words. This rises the possibility 
that depending on the signal engineering (high 
versus low frequency, periodic versus random, 
waveform of single pulse), some functions 
would be somehow simulated, whereas some 
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others would be inhibited by OS. Thus, one has 
to admit that with the current technique, OS 
either mimicks the deficit one would obtain 
with surgical removal, or activates a roughly 
simplified version of normal sensori-motor be-
havior, indicating in both cases the need to pre-
serve the responsive area.

Moreover, this non-physiologic signal 
might interfere with other network that the 
one linked to the stimulated area. For example, 
let us consider a pathway projecting unidirec-
tional from a network A towards another net-
work B in physiologic condition (for example, 
network A of auditory comprehension project-
ing toward network B of autobiographical ver-
bal memory). An axonal spike generated by OS 
in the linking fasciculus might propagate anti-
dromically up to network A, causing a deficit, 
which would have not been observed by the 
removal of this pathway.

Finally, the fact that OS is applied for short 
period of 3 s precludes observing any of the 
aforementioned phenomena whose occur-
rence is time-dependent, including:

plasticity,
-

ticity.

Analysis of false negative and  
false positive of OS

A false negative site is by definition an area 
whose removal led to a permanent postopera-
tive diagnosis, despite its OS did not evoke any 
functional impairment during intraoperative 
mapping. Some methodological errors have 
been already identified and discussed in [28] as 
the main source of false negative, including:

-
tensity or short period or CSF shunt),

-
lowing an after discharge,

Last but not least, the synchronization be-
tween stimulation and the course of the tested 

cognitive process has been recently shown to 
generate false negatives, when mapping is per-
formed with short-train pulses technique [2]. 
Although the relatively long period of 3s stimu-
lation with OS technique should limit the risk 
of false negative, the approximate synchroniza-
tion performed by the surgeon (applying stim-
ulation in correlation with the bip of a newly 
presented picture) could restrict the reproduc-
ibility of the errors: a perfectly synchronized 
stimulation could cause a complete anomia, 
whereas a poorly synchronized stimulation 
would only generate a semantic paraphasia. 

However, even assuming a rigorous appli-
cation of the technique, a high rate of patients 
do present immediate transient post-operative 
deficits [14], whose cause is not clearly identi-
fied. We acknowledge that inflammatory pro-
cesses and/or small venous infarcts are likely to 
contribute to the deficit. Alternatively, the 
aforementioned phenomena of delayed onset of 
deficit could be invoked: the perturbation in-
duced by OS lasting 3s is initially silent, as it 
would require maintaining the perturbation for 
a longer time before the deficit could be appar-
ent. A somehow similar phenomenon has been 
observed after turning off high frequency stim-
ulation for movement disorders: functional 
impairment is not immediate, but appears pro-
gressively on a time-scale of a few hours [15, 
47].

We have already investigated in [28] the 
potential causes of false positive – i.e., the fact 
that an area has been preserved on the ground 
of stimulation-induced functional response, 
whereas no long term deficit would have been 
observed after its removal. Whereas some 
methodological causes (like patient tiredness 
or after discharge occurrence) can be easily 
fixed, some others definitely limit intrinsically 
the specificity of OS:

-
ed to the stimulated network but to a distant 
(albeit axonally linked) network, as a result 
of an anti-dromic propagation [23],

-
moval of an intraoperatively responsive area) 
could actually resolved later in time, either 
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by dynamical short term plasticity [37] or bi-
ological long-term plasticity [8].

Conclusion and future works

The fundamental concept that, for high-order 
cognitive processes, there is no reciprocal rela-
tion between a function and a focal area (as as-
sumed by localizationist theory) explains why 
any pre-operative non-interfering brain map-
ping techniques will remain of limited value for 
predicting the effect of a focal surgical removal. 
The only way to take advantage of these studies 
would be to enter these data in a biomathemat-
ical model of large-scale networks (in order to 
personalize general frameworks to an individu-
al patient) and then simulate in-silico the effect 
of a focal removal on the whole network dy-
namics. Considerable efforts are devoted to 
this end, leading to some promising results [1]. 
But even if this methology should supplant in-
vasive brain mapping in the long term future, it 
is currently in its infancy and OS still provide in 
2010 the best tool to tailor resection according 
to functional boundaries.

While OS are certainly the gold standard in 
brain mapping, the present chapter aimed to il-
lustrate some of their limitations. Most of them 
could be overcome by improving our under-
standing of both local and non-local effects of 
OS on cognitive processes. To this intent, the 
case of axonal stimulation rather than cortical 
stimulation seems to be the best candidate. 
Indeed, given the simple anatomical configura-
tion of axonal pathways (compared to the com-
plex organization of the cortical layers), a real-
istic computational modeling of local effects of 
OS on the fibers could be achieved. Compared 
to previous similar work performed in the con-
text of cortical stimulation for pain [29, 30] and 

deep brain stimulation for movement disor-
ders [35], the novelty would be to analyze the 
specificity generated by the geometric configu-
ration of the 5 mm spaced bipolar probe, the 
biphasic nature of the pulse, and the highly 
anisotropic nature of the tissue. The influence 
of several parameters (including the distance 
and the orientation between the fibers as well 
as various waveforms of pulse) could be theo-
retically determined. Model predictions should 
be experimentally verified in animals, at the lo-
cal level of the stimulated fascicle, for example 
by means of optical imaging [17]. 

Once the OS effects on local fibers would 
have been accurately described, one could fo-
cus on the study of non-local effects of OS. The 
concept that a whole large-scale network is the 
system to be modeled has emerged in several 
clinical settings of direct electrical stimulation, 
such as brain mapping [28], deep brain stimu-
lation [34], or epilepsy [51]. This would allow 
to determine the role of signal engineering in 
generating a functional response, by simulat-
ing the effects of short-train pulses versus re-
petitive pulses [2], of periodically versus ran-
domly distributed pulses, and of low versus 
high frequency signals [53]. Results of these 
in-silico simulations could then be compared 
with intraoperative cortical electrophysiologi-
cal recordings during axonal stimulation, mod-
ifying the cortico-cortical-evoked potential 
methodology [31, 32] to an axono-cortical-
evoked potential set-up [28]. 

We are confident that this combination of 
computational modeling and experimental 
studies will allow to propose new stimulating 
methods, with a better specificity, resulting in a 
better understanding of neural correlates of 
brain function, and ultimately, in better surgi-
cal outcomes for patients. 



Intraoperative electrical mapping: advances, limitations and perspectives

107

References

[1] Alstott J, Breakspear M, Hagmann P, Cammoun L, 
Sporns O (2009) Modeling the impact of lesions in the 
human brain. PLoS Comput Biol 5: e1000408

[2] Axelson HW, Hesselager G, Flink R (2009) Successful 
localization of the Broca area with short-train pulses in-
stead of “Penfield” stimulation. Seizure 18: 374–375

[3] Basser PJ, Roth BJ (2000) New currents in electrical 
stimulation of excitable tissues. Annu Rev Biomed Eng 
2: 377–397

[4] Benabid AL, Pollak P, Gao D, Hoffmann D, Limousin P, 
Gay E, Payen I, Benazzouz A (1996) Chronic electrical 
stimulation of the ventralis intermedius nucleus of the 
thalamus as a treatment of movement disorders. J Neu-
rosurg 84: 203–214

[5] Berger MS, Ojemann GA (1992) Intraoperative brain 
mapping techniques in neuro-oncology. Stereotact 
Funct Neurosurg 58: 153–161

[6] Brunel N, van Rossum MC (2007) Lapicque’ s 1907 pa-
per from frogs to integrate-and-fire. Biol Cybern 97: 
337–339

[7] Desmurget M, Reilly KT, Richard N, Szathmari A, Mot-
tolese C, Sirigu A (2009) Movement intention after pari-
etal cortex stimulation in humans. Science 324: 811–813

[8] Duffau H (2009) Does post-lesional subcortical plastici-
ty exist in the human brain? Neurosci Res 65: 131–135

[9] Duffau H (2009) Surgery of low-grade gliomas: towards 
a “functional neurooncology”. Curr Opin Oncol 21: 
543–549

[10] Duffau H, Capelle L, Sichez N, Denvil D, Lopes M, Sichez 
JP, Bitar A, Fohanno D (2002) Intraoperative mapping of 
the subcortical language pathways using direct stimula-
tions. An anatomo-functional study. Brain 125: 199–214

[11] Duffau H, Lopes M, Denvil D, Capelle L (2001) Delayed 
onset of the supplementary motor area syndrome after 
surgical resection of the mesial frontal lobe: a time 
course study using intraoperative mapping in an awake 
patient. Stereotact Funct Neurosurg 76: 74–82

[12] Durand DM (2000) Electric stimulation of excitable tis-
sue. In: Bronzino JD (ed) The biomedical engineering 
handbook, 2nd edn. Boca Raton, CRC Press

[13] Fried I, Katz A, McCarthy G, Sass KJ, Williamson P, 
Spencer SS, Spencer DD (1991) Functional organiza-
tion of human supplementary motor cortex studied by 
electrical stimulation. J Neurosci 11: 3656–3666

[14] Gil-Robles S, Duffau H (2010) Surgical management of 
World Health Organization grade II gliomas in eloquent 
areas: the necessity of preserving a margin around func-
tional structures. Neurosurg Focus 28: E8

[15] Grips E, Blahak C, Capelle HH, Bazner H, Weigel R, 
Sedlaczek O, Krauss JK, Wohrle JC (2007) Patterns of 
reoccurrence of segmental dystonia after discontinua-
tion of deep brain stimulation. J Neurol Neurosurg Psy-
chiatry 78: 318–320

[16] Haglund MM, Ojemann GA, Blasdel GG (1993) Optical 
imaging of bipolar cortical stimulation. J Neurosurg 78: 
785–793

[17] Histed MH, Bonin V, Reid RC (2009) Direct activation 
of sparse, distributed populations of cortical neurons by 
electrical microstimulation. Neuron 63: 508–522

[18] Hodgkin AL, Huxley AF (1952) A quantitative descrip-
tion of membrane current and its application to conduc-
tion and excitation in nerve. J Physiol 117: 500–544

[19] Hodgkin AL, Huxley AF (1952) Currents carried by so-
dium and potassium ions through the membrane of the 
giant axon of Loligo. J Physiol 116: 449–472

[20] Hodgkin AL, Huxley AF (1952) The components of 
membrane conductance in the giant axon of Loligo. 
J Physiol 116: 473–496

[21] Hodgkin AL, Huxley AF (1952) The dual effect of mem-
brane potential on sodium conductance in the giant 
axon of Loligo. J Physiol 116: 497–506

[22] Hodgkin AL, Huxley AF, Katz B (1952) Measurement of 
current-voltage relations in the membrane of the giant 
axon of Loligo. J Physiol 116: 424–448

[23] Ishitobi M, Nakasato N, Suzuki K, Nagamatsu K, Sham-
oto H, Yoshimoto T (2000) Remote discharges in the 
posterior language area during basal temporal stimula-
tion. Neuroreport 11: 2997–3000

[24] July J, Manninen P, Lai J, Yao Z, Bernstein M (2009) The 
history of awake craniotomy for brain tumor and its 
spread into Asia. Surg Neurol 71: 621–624; discussion 
624–625

[25] Lapicque L (1907) Recherches quantitatives sur 
l’excitation électrique des nerfs traitée comme une po-
larisation. J Physiol Pathol Générale 9: 620–635

[26] Lapicque L (2007) Quantitative investigations of elec-
trical nerve excitation treated as polarization. 1907. Biol 
Cybern 97: 341–349

[27] Lertmanorat Z, Gustafson KJ, Durand DM (2006) Elec-
trode array for reversing the recruitment order of pe-
ripheral nerve stimulation: experimental studies. Ann 
Biomed Eng 34: 152–160

[28] Mandonnet E, Winkler PA, Duffau H (2010) Direct 
electrical stimulation as an input gate into brain func-
tional networks: principles, advantages and limitations. 
Acta Neurochir (Wien) 152: 185–193

[29] Manola L, Holsheimer J, Veltink P, Buitenweg JR (2007) 
Anodal vs cathodal stimulation of motor cortex: a mod-
eling study. Clin Neurophysiol 118: 464–474

[30] Manola L, Roelofsen BH, Holsheimer J, Marani E, Geel-
en J (2005) Modelling motor cortex stimulation for 
chronic pain control: electrical potential field, activat-
ing functions and responses of simple nerve fibre mod-
els. Med Biol Eng Comput 43: 335–343

[31] Matsumoto R, Nair DR, LaPresto E, Bingaman W, Shi-
basaki H, Lüders HO (2007) Functional connectivity in 



E. Mandonnet

108

human cortical motor system: a cortico-cortical evoked 
potential study. Brain 130: 181–197

[32] Matsumoto R, Nair DR, LaPresto E, Najm I, Bingaman 
W, Shibasaki H, Lüders HO: Functional connectivity in 
the human language system (2004) a cortico-cortical 
evoked potential study. Brain 127: 2316–2330

[33] McIntyre CC, Grill WM (1999) Excitation of central 
nervous system neurons by nonuniform electric fields. 
Biophys J 76: 878–888

[34] McIntyre CC, Hahn PJ (2010) Network perspectives on 
the mechanisms of deep brain stimulation. Neurobiol 
Dis 38: 329–337

[35] McIntyre CC, Miocinovic S, Butson CR (2007) Compu-
tational analysis of deep brain stimulation. Expert Rev 
Med Devices 4: 615–622 

[36] McNeal DR (1976) Analysis of a model for excitation of 
myelinated nerve. IEEE Trans Biomed Eng 23: 329–337

[37] Mikuni N, Ohara S, Ikeda A, Hayashi N, Nishida N, Taki 
J, Enatsu R, Matsumoto R, Shibasaki H, Hashimoto N 
(2006) Evidence for a wide distribution of negative mo-
tor areas in the perirolandic cortex. Clin Neurophysiol 
117: 33–40

[38] Neher E, Sakmann B (1976) Single-channel currents re-
corded from membrane of denervated frog muscle fi-
bres. Nature 260: 799–802

[39] Nicholson PW (1965) Specific impedance of cerebral 
white matter. Exp Neurol 13: 386–401

[40] Nowak LG, Bullier J (1998) Axons, but not cell bodies, 
are activated by electrical stimulation in cortical gray 
matter. I. Evidence from chronaxie measurements. Exp 
Brain Res 118: 477–488

[41] Nowak LG, Bullier J (1998) Axons, but not cell bodies, 
are activated by electrical stimulation in cortical gray 
matter. II. Evidence from selective inactivation of cell 
bodies and axon initial segments. Exp Brain Res 118: 
489–500

[42] Penfield W, Boldrey E (1937) Somatic motor and sen-
sory representation in the cerebral cortex of man as 
studied by electrical stimulation. Brain 60: 389–443

[43] Ranck JB, Jr. (1975) Which elements are excited in elec-
trical stimulation of mammalian central nervous sys-
tem: a review. Brain Res 98: 417–440

[44] Rattay F (1999) The basic mechanism for the electrical 
stimulation of the nervous system. Neuroscience 89: 
335–346

[45] Roux FE, Boulanouar K, Lotterie JA, Mejdoubi M, LeS-
age JP, Berry I (2003) Language functional magnetic 
resonance imaging in preoperative assessment of lan-
guage areas: correlation with direct cortical stimulation. 
Neurosurgery 52: 1335–1345; discussion 1345–1337

[46] Sanai N, Berger MS (2010) Intraoperative stimulation 
techniques for functional pathway preservation and gli-
oma resection. Neurosurg Focus 28: E1

[47] Temperli P, Ghika J, Villemure JG, Burkhard PR, Bo-
gousslavsky J, Vingerhoets FJ (2003) How do Parkinso-
nian signs return after discontinuation of subthalamic 
DBS? Neurology 60: 78–81

[48] Testerman RL (2005) Comments on “accuracy limita-
tions of chronaxie values”. IEEE Trans Biomed Eng 52: 
750

[49] van den Honert C, Mortimer JT (1979) Generation of 
unidirectionally propagated action potentials in a pe-
ripheral nerve by brief stimuli. Science 206: 1311–1312

[50] Warman EN, Grill WM, Durand D (1992) Modeling the 
effects of electric fields on nerve fibers: determination 
of excitation thresholds. IEEE Trans Biomed Eng 39: 
1244–1254

[51] Wendling F (2008) Computational models of epileptic 
activity: a bridge between observation and pathophysi-
ological interpretation. Expert Rev Neurother 8: 889–
896

[52] Whitaker HA, Ojemann GA (1977) Graded localisation 
of naming from electrical stimulation mapping of left 
cerebral cortex. Nature 270: 50–51

[53] Zangaladze A, Sharan A, Evans J, Wyeth DH, Wyeth 
EG, Tracy JI, Chervoneva I, Sperling MR (2008) The ef-
fectiveness of low-frequency stimulation for mapping 
cortical function. Epilepsia 49: 481–487



New insights into neuro-cognition  
provided by brain mapping



111

Introduction

The cerebral cortex is a dynamic construct of 
highly interconnected and spatially distributed 
neuronal networks whose morphological and 
functional connectivity is continuously modi-
fied by experience-dependent plasticity mech-
anisms. Use-dependent activity of neuronal 
networks has been shown to reshape neuro-
nal circuits by promoting changes in synapse 
strength and the formation and elimination of 
synapses. Both basic and clinical research over 
the past decades have clearly established that 
salient experience and intensive training lead 
to widespread organizational changes within 
the subcortical and cortical representations 
underlying sensory perception, motor integra-
tion, and memory formation, thereby paving 
the route for the acquisition of new sensorimo-
tor and cognitive skills. Conversely, disuse and 
social isolation have long been shown to exert 
adverse effects on sensorimotor and cognitive 
abilities through deleterious morphological 
and biochemical alterations of neuronal cir-
cuits. Recent findings have disclosed powerful 
top-down influences on the interplay of corti-
cal and thalamic processes that allow attention, 
expectation, and motivation to reshape corti-
cal representations in a behaviorally relevant 
way. In addition, disruption of neuronal net-
works as a result of damage to the peripheral 
or central nervous system triggers large-scale 

reorganizations that evolve over time and are 
capable of mediating functional recovery by 
engaging experience-dependent neuroplasti-
city mechanisms. 

The study of cortical plasticity has greatly 
benefited from animal research tracking chang-
es at levels ranging from synapses and single 
cells to neuronal populations and networks. 
Recent developments in multielectrode re-
cording and optical imaging techniques allow 
for recording neuronal population activity in 
awake and behaving animals in more relevant 
behavioral contexts. In addition, brain imaging 
studies in humans have opened up new avenues 
for studying functional reorganizations within 
widely distributed cortical networks. The main 
purpose of this chapter is to present current 
ideas and recent advances in animal and hu-
man research on somatosensory and motor 
representational plasticity, conceived as a neu-
ral substrate of skill acquisition and postlesion 
behavioral recovery, of particular relevance to 
clinical rehabilitation practices. 

Reshaping of somatosensory and motor maps 
by intensive practice

Cortical areas have the capacity for being con-
stantly reshaped by novel experience and be-
havioral context. In a pioneer study, Jenkins 
et  al [46] demonstrated with monkeys condi-
tioned to repeatedly contact a rotating disk 
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with two finger tips in daily sessions spanning 
several months that the resulting cutaneous 
stimulation specifically increased the area of 
representation of the stimulated skin surfaces 
and decreased the sizes of constituent neurons’ 
receptive fields within layer IV of area 3b in the 
primary somatosensory cortex (S1). Similar 
changes occurring within specific neural repre-
sentations related to the animal’ s behavior 
were recorded in more naturalistic contexts, 
for example, from rats engaged in nursing [106] 
or exposed to enriched environments promot-
ing tactile experience [19]. In addition, we 
showed that S1 map changes induced by epi-
sodic nursing were reversible [79]. These stud-
ies showed a refinement of the somatotopic 
organization, as repeated sensory stimulation 
tended to further fractionate the cortical areas 
into discrete functional modules. In all those 
studies, the selective expansion of cutaneous 
representational territories occurred at the ex-
pense of adjacent cutaneous or proprioceptive 
representations, thus revealing the competitive 
nature of the underlying neural networks.

Experience-driven remodeling in the so-
matosensory cortex originally revealed by elec-
trophysiological mapping in animal studies has 
been confirmed by brain imaging in humans. 
For example, a magnetoencephalography 
(MEG) study with expert violinists showed a 
significant enlargement in the S1 representa-
tion for the digits in contact with the violin 
strings [29]. This expansion was correlated with 
the age at which the person had started to play. 
Fine motor skill practice in humans has also 
been shown to be accompanied by a recruit-
ment of additional M1 cortical region serving 
the practiced movements [39, 49]. In contrast, 
functional magnetic resonance imaging (f MRI) 
studies with professional piano players suggest 
that long-term motor practice results in a small-
er number of voxels activated by overtrained 
complex finger movements in M1, supplemen-
tary motor area, premotor cortex, and superior 
parietal lobule. This study raises the possibility 
that smaller neuronal populations of cortex mo-
tor fields are recruited to control movement se-
quences in overtrained subjects, who can po-

tentially perform the movements more easily 
and efficiently [43, 54].

Amazingly, representational changes with-
in somatosensory maps can be induced by 
short-term practice or experience, as demon-
strated after a few days of nursing behavior 
[106] or even after a few hours of skin stimula-
tion [80]. A mapping study by transcranial 
magnetic stimulation (TMS) showed that mu-
sically naive subjects trained on a five-finger 
exercise on a piano keyboard in daily sessions 
of two hours over five days exhibited an in-
creased excitability and an enlargement of the 
cortical representation of the finger flexor and 
extensor muscles, as their performance im-
proved [73]. These early changes were tran-
sient, as a return to baseline was recorded after 
a weekend of rest. We have also shown that sa-
lient, short-duration, daily experience related 
to a tactile discrimination task can induce rep-
resentational alterations in the S1 that prevail 
over those resulting from long-term experi-
ence promoted by housing in enriched or im-
poverished environments [110]. 

The rapid onset and reversibility of chang-
es in motor cortex outputs to motoneuron 
pools is compatible either with a process of un-
masking [44, 81] and remasking of existing 
connections or with the rapid turnover of both 
dentritic spines [92] and synapses [51] (for a 
review, see [2]). Longer-term structural chang-
es like the increase in dendritic branching pat-
terns of motor and sensory cortical neurons 
associated with motor training, initially re-
vealed by Greenough et al [37], may facilitate 
more stable morphological changes in intra-
cortical and subcortical networks, as skills con-
solidate and become automatic. 

Cortical map remodeling as a neural substrate 
for acquisition of perceptual and motor 
abilities

The heuristic concept that neural representa-
tions embedded in primary somatosensory 
and motor cortices in the adult brain are dy-
namically maintained through use-dependent 
mechanisms and remodeled by intensive prac-
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tice raised the question of the perceptual and 
behavioral relevance of experience-dependent 
changes in cortical organization. How do al-
terations in cortical representations translate 
into improvement or degradation in perceptu-
al and motor abilities? 

With monkeys trained on a digit dexterity 
task, we showed that acquisition of a new man-
ual skill during a few hours of daily practice 
over a 2-month period was accompanied by 
discrete changes in the hand representation of 
the S1 [107, 109]. These alterations consisted of 
a representational expansion as well as refine-
ment related to smaller, less overlapping neu-
ronal receptive-fields, both of which were re-
stricted to the cutaneous representations of the 
tips of the fingers most intensively engaged in 
the manual task that required fine somatosen-
sory feedback (Fig. 1). The same digital dexter-
ity task that required learning of precise tem-
poral coordination of muscles and joints to 
produce fine digit movements led to an expan-
sion of the M1 motor representation of these 
skilled movements, whereas nonchallenging 
motor practice did not result in significant map 
changes [71]. In this mapping study, represen-
tational changes that paralleled manual skill 
learning tended to form enlarged functional 
units serving synergistic movements rather 
than more fractionated representations dedi-
cated to differentiated muscle finger control. 
However, this may reflect a limitation of this 
intracortical stimulation technique.

An MEG study revealed that the topo-
graphically disorganized finger S1 representa-
tion in patients with congenital syndactyly was 
associated with a misperception of the webbed 
digits [67]. Similarly, the hand representation 
in blind subjects using several fingers in daily 
Braille reading practice was reported to be to-
pographically disrupted [87]. These multiple-
digit blind readers misperceived the fingers 
touched by a light tactile stimulus, consistent 
with the idea that a representational disrup-
tion correlates with degraded perceptual abili-
ties. Conversely, this representation was nor-
mally organized in both sighted controls and 
blind subjects using only one finger for Braille 

reading, for whom no mislocalization was ob-
served.

An earlier study had shown an inverse rela-
tionship between the extent of cortical repre-
sentation of the digit skin regions engaged in a 
frequency discrimination of tactile stimuli and 
the perceptual discrimination threshold [76], 
although, in that study, improvement in perfor-
mance was primarily related to changes in the 
temporal response properties of cortical neu-
rons. This finding is consistent with the results 
obtained from humans subjected to a hebbian 
coactivation protocol of simultaneous pairing 
of tactile stimuli [74]. Improvement in spatial 
tactile discrimination was correlated with a lat-
eral shift of the index finger N20-dipole on the 
postcentral gyrus, suggesting a representation-
al expansion. The same protocol, in f MRI stud-
ies, revealed a linear relationship between 
learning-induced improvement in individual 
discrimination thresholds and functional en-
largement of the finger representation in the S1 
[40, 75]. An f MRI study showed that expansion 
of the active area in the S1 was correlated with 
the subjects sensorimotor ability [39], consis-
tent with our electrophysiological mapping 
study cited above [109]. Similarly, practicing a 
complex tapping task over several months was 
found to induce an increase by about 25% in 
the f MRI activation area in the M1, in nonmu-
sicians [49]. When nonmusicians and highly 
skilled pianists were subjected to a novel tap-
ping task, the latter exhibited a rapid increase 
in M1 activation area, which was not observed 
in nonmusicians [43], suggesting an effect of 
prepractice experience. 

In their f MRI study, Karni et al [49] showed 
that the area of response induced in the M1 by a 
finger sequence practiced over several weeks 
was significantly larger than that elicited by a 
nonpracticed finger sequence. The area of 
evoked response for the trained sequence was 
confined to the hand representation, whose 
overall extent remained constant. These find-
ings raised the question of whether the learn-
ing-related changes were sustained by a neuro-
nal population competing for cortical output or 
alternatively sharing cortical space with other 
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Fig. 1. Representational changes induced by a digital dexterity task in area 3b of the primary so-
matosensory cortex. (A) Experimental device (Klüver board) used to assess digital dexterity in an 
owl monkey. (B) Succes of pellet retrieval from the smallest food well (mean number of grasp at-
tempts per successful retrieval; vertical bars are standard deviations) as a function of the number 
of training sessions. (C) Frequencies of the different combinations of fingers used, for each daily 
session, for 20 trials of pellet retrievals from the smallest food well. Note that the combination of 
digits 2 and 3 was gradually selected as the most efficient. (D) Cartoon maps restricted to the 
representations of the 5 digit tips. Map elaboration is based on the properties (“submodality”, lo-
cation, and size) of the receptive fields of neurons recorded within layer IV. Fingertips that were 
preferentially used for pellet retrievals from the small wells in the final days of practice are indi-
cated by asterisks. The areal extent of representation of these digits was enlarged. (E) Cutaneous 
receptive fields defined on the proximal (P), medial (M), and distal (D) phalanges of the digits. 
Receptive fields are artificially separated (they normally overlap with one another) to facilitate 
their visualization. Note that receptive fields on the tips of the trained digits (2 and 3) are smaller 
than those on the other digits less frequently used in the retrieval task (Modified from [109])
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neuronal ensembles assigned to different move-
ments. Hlustik et al [39] investigated the chang-
es of movement representations induced in the 
M1 and S1 areas by practiced or unpracticed 
tasks, over a 3-week period. They reported a 
gradual improvement of motor performance 
both on the practiced finger sequence and on 
unpracticed single-finger and wrist movements. 
In agreement with the findings reported in two 
separate monkey mapping studies investigating 
the effects of the same manual dexterity task on 
the S1 and M1 hand representations [71, 109], 
Hlustik et al [39] reported a gradual expansion 
of both the M1 and the S1 areas activated dur-
ing finger movements. However, this expansion 
was observed both with the practiced finger se-
quence and with unpracticed hand movements. 
Interestingly, the degree of overlap among rep-
resentations of individual movements in the M1 
and S1 areas increased, but more prominently 
in the fine-skill group, suggesting that a sub-
stantial sharing of primary motor and somato-
sensory representations contributed to the 
fine-skill learning. The sharing of cortical terri-
tories reported by Hlustik et al [39] is reminis-
cent of an earlier 2-deoxyglucose study of the 
mouse somatosensory cortex [52]. That study 
showed a learning-dependent and selective en-
largement of the cortical representation of one 
row of vibrissae. This enlarged representation 
overlapped with an unchanged cortical repre-
sentation of adjacent rows of vibrissae not stim-
ulated during the training. On the basis of this 
finding, one can propose the heuristic hypoth-
esis that several representations may coexist as 
dynamic networks embedded in the same corti-
cal field and should not necessarily be consid-
ered as competing for cortical space in an exclu-
sive way.

The expansion of M1 representations of 
the unpracticed simple movements observed 
by Hlustik et  al [39] may not be at variance 
with the cortical expansion restricted to 
trained hand movements that was first de-
scribed for monkeys [71]. Indeed, the latter 
study was based on intracortical stimulation 
aimed at mapping the M1 output to muscles 
and, thus, was not specifically related to the 

finger movements naturally produced in the 
learned manual dexterity task. It is therefore 
plausible that motor map expansion might 
contribute to improved control of the trained 
muscles when used in nonpracticed elemen-
tary finger movements. According to Hlustik 
et  al [39], both behavioral and brain imaging 
data in their study supported the conclusion 
that neural changes associated with practicing 
and learning skilled movements can be gener-
alized to other motor tasks. Under this as-
sumption, movement segments previously 
formed by combining neuronal units through 
learning may be more easily retrieved for new 
motor skill acquisitions. Along the same lines, 
in adult owl monkeys, trained to detect differ-
ences in the frequency of a tactile flutter-vibra-
tion stimulus delivered to a constant skin lo-
cus, increased cutaneous receptive-field sizes 
were observed that were not restricted to the 
representation of the trained digit. Indeed, re-
ceptive fields were also enlarged for the repre-
sentations of other nearby hand surfaces, sug-
gesting that improvements in behavioral per-
formance might also transfer to adjacent, un-
trained skin surfaces [76]. 

Attention, expectation, and 
motivation contribute to reshaping of 
cortical representations

Importantly, the investigation of Recanzone 
et al [76] revealed that cortical changes related 
to tactile learning did not take place when at-
tention was directed to auditory stimuli, simul-
taneously delivered during the tactile discrimi-
nation task. This finding prompted the question 
of the respective contribution of the sensory 
pattern elicited by intensive practice, versus at-
tention and perceptual context, in the use-de-
pendent alteration of sensory representations. 
For rats trained on a discrimination task, we 
found that the greater the ability to differentiate 
tactile textures during locomotion on floor-
boards, the larger the cortical zone serving the 
glabrous skin surfaces of the forepaw involved 
in this behavior and the smaller the receptive 



Ch. Xerri

116

fields of the constituent neurons [110]. These 
relationships were only observed in animals ac-
tively engaged in the most challenging percep-
tual context, i.e., in the discrimination of gradu-
ally diminishing roughness contrasts. In the ani-
mals that performed better in a less demanding 
perceptual context, the extent of the forepaw 
map was correlated with the duration of train-
ing, but not with the discrimination perfor-
mance. In addition, sensory stimulation per se, 
with a randomly distributed reward, was found 
to contribute only partially to receptive-field 
sharpening. Sensory experience associated 
with rewarded roughness discrimination, 
which demanded the animals’ attention and 
motivation, contributed to a supplementary re-
duction in receptive-field sizes. Therefore, rela-
tionships between use-dependent cortical map 
reorganization and changes in perceptual abili-
ties appear to be more complex than previously 
postulated. Indeed, for subjects trained to dis-
criminate the orientation of synchronous tac-
tile stimuli on digits 1 and 5, for 1 hour per day 
over a 4-week period, high-resolution EEG 
data indicated that the representations of D1 
and D5 in the S1 were further apart after train-
ing, thus suggesting a representational expan-
sion for the stimulated digits [3]. In contrast, 
when the stimulation was not given in a dis-
crimination context the distance between the 
cortical representations of the stimulated fin-
gers was decreased and the subjects exhibited a 
tendency to mislocalize near-threshold tactile 
stimuli of one finger to the distant finger co-
stimulated during training. Thus, in different 
tasks, repetitive stimulation within short daily 
periods over 4 weeks produced opposite effects 
on the spatial relationship of digit representa-
tions within the activation map. The direction 
of the effect depended on whether the subjects 
were passive during functional assessment or 
engaged in a discrimination task. In a follow-up 
magnetic source imaging study [4], subjects 
were required to detect the direction of motion 
of a tactile stimulus either across a single digit 
(finger condition) or across the tips of adjacent 
fingers (hand condition) while identical stimu-
lus patterns were delivered in both conditions. 

The cortical representation of digit 2 was segre-
gated from that of digits 3–5 in the finger rela-
tive to the hand condition. This segregation oc-
curred at the onset of practice, thus excluding a 
training effect. Therefore, changing the focus of 
attention had a significant effect on the func-
tional tuning of receptive fields.

I reported above that naive subjects trained 
on a piano keyboard displayed reorganized 
cortical representations of the finger flexor and 
extensor muscles [73]. A similar, but less prom-
inent increase was recorded in subjects who 
mentally repeated the motor tasks over five 
days [72]. Mental rehearsal of practice that is 
known to activate some of the same central 
neural structures required for the performance 
of the actual movements was thus hypothe-
sized to be sufficient to promote the modula-
tion of neural circuits involved in the early 
stages of motor-skill learning, in conformity 
with the beneficial effect of mental practice 
commonly reported by musicians or athletes. 
One should therefore consider that real prac-
tice and mental rehearsal if combined could 
potentially improve rehabilitative programs.

There is, however, evidence that massive 
practice which repeatedly induces localized ac-
tivation patterns can lead to representational 
reorganization independently of behavioral 
context and attention. Repetitive exposure to 
prominent changes in the temporal patterning 
of sensory inputs can induce rapid and revers-
ible cortical remodeling leading to improved 
performances, with no attention or reinforce-
ment or even input salience required (for a re-
view, see [104]). This form of cortical plasticity 
suggests a bottom-up process which could op-
erate through a nonassociative learning like 
sensitization. In contrast, the cortical changes 
related to improvement in goal-directed dis-
crimination performances, e.g., to meet the re-
quirements of a task of increasing complexity, 
would be context specific and require top-
down processes. Both attention and motiva-
tion leading to contextual modulation of input 
and proper consolidation of plastic changes 
would be required for further improvement of 
perceptual skills. 
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Collectively, these findings corroborate the 
notion that cortical malleability resulting from 
a spatial redistribution and retuning of recep-
tive fields reflects a self-reorganization process 
involving selective changes in the local recruit-
ment of neuronal populations, through segre-
gation and desegregation mechanisms. This 
ongoing reallocation of neuronal resources 
that reflects cortical integration of behaviorally 
relevant sensory inputs is a requirement for 
adaptive behavioral changes. However, some 
significant improvement in perceptual abilities 
may occur even when no changes in cortical 
topographic representations and only minor 
alterations in neuronal response characteristics 
are detected. Therefore, improvement of com-
plex perceptual abilities would result from a 
contextual modification of various neuronal re-
sponse properties within dynamic sensory rep-
resentations embedded in distributed and 
tightly interconnected neural networks.

Adverse effects of abnormal temporal input 
patterning on cortical map organization

It is now well established that experience-driv-
en reorganization of cortical sensory represen-
tations is strongly influenced by the degree of 
local synchrony among sensory inputs deliv-
ered to the cortex. The synaptic mechanisms 
involved in this timing-based neuroplasticity 
have been thoroughly investigated (for a re-
view, see [104]). The so-called “dark side” or 
maladaptive cortical plasticity manifests itself 
when an unusually intense stimulation or 
forceful use of digits disrupts the normal tem-
poral pattern of inputs. Consequently, deleteri-
ous changes occur in cortical maps, such as a 
fusion of normally segregated representations 
or a degradation of the topographic arrange-
ment within somatosensory and motor maps, 
which may underlie involuntary impairments 
of coordination and individual control of fin-
gers. For instance, experimentally induced fo-
cal hand dystonia resulting from massively re-
peated synchronous stimulation of adjacent 
digits was found to produce such representa-
tional and sensorimotor changes [6]. Indeed, 

representational disruption of the hand repre-
sentation in the S1 was shown for musicians af-
fected by focal hand dystonia [1, 30]. Focal dys-
tonia of musicians [3] or writer’ s cramp [82, 
83] also results in impaired temporal and spa-
tial discrimination at the finger tips. However, 
these neurological dysfunctions may be re-
versed by a training-based remediation. 
Indeed, insights into the influence of temporal 
patterning of inputs on cortical map remodel-
ing have inspired a therapy for focal hand dys-
tonia of professional musicians with long-
standing symptoms. These treated patients dis-
played a marked and significant improvement 
in repertoire performance [12] accompanied 
by a normalization of the somatotopic finger 
representations in the S1, as assessed by an 
MEG study [13].

Deleterious effects of disuse on cortical map 
features

Sensory deprivation has also been used as a 
way to investigate the maladaptive effects of 
experience-dependent cortical reorganiza-
tion. In an electrophysiological cortical map-
ping study, we reported that the topographic 
organization of somatosensory maps in the S1 
cortex were severely disrupted in rats housed 
in an impoverished environment for about 
three months or subjected to forelimb immo-
bilization for one week. The overall area serv-
ing the forepaw cutaneous representation was 
strongly reduced and interspersed with corti-
cal sectors driven by proprioceptive inputs 
[20]. Cutaneous map shrinkage and receptive-
field enlargement were reported for rats sub-
mitted to hindlimb suspension for 2 weeks [27, 
57]. This reduction in representational areal 
extent was later corroborated by cytochrome 
oxydase staining [14]. These findings are con-
sistent with studies of adult rats showing that 
whisker ablation or repeated plucking de-
creased cytochrome oxydase staining in layer 
IV of the corresponding S1 barrel fields [56, 
103] and that acute whisker removal reduces 
2-deoxyglucose uptake in the functionally de-
afferented barrels [28]. Representational dis-
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ruption occurs in S1 maps in senescent rats 
[86]. This disruption, which also results from a 
natural decrease in tactile exploration and mo-
bility with aging, particularly in an impover-
ished environment, can be substantially offset 
by enriched environments [21]. Deprivation-
induced cortical remodeling is not restricted 
to the somatosensory cortex. Indeed, in a 
mapping study using transcranial magnetic 
stimulation, ankle immobilization in humans 
was found to decrease the area devoted to the 
anterior tibialis muscle in M1 [59]. This motor 
map reduction was correlated with the dura-
tion of immobilization and was not accompa-
nied by an alteration in spinal excitability or 
motor threshold. Interestingly, the motor map 
shrinkage was quickly reversed by voluntary 
muscle contraction. 

Cortical reorganization following 
stroke: from local remodeling to 
widespread recruitment of new areas

In the early 1950s, using surface stimulation 
electrodes in macaques, Glees and Cole pro-
vided the first demonstration that after a focal 
lesion targeting the motor representation of 
the thumb in the M1, a new representation 
emerged within a cortical zone adjacent to the 
lesion site. Later, an intracortical microstimu-
lation study [70] showed that after a subtotal 
ischemic lesion targeting the M1 hand repre-
sentation in squirrel monkeys, the size of the 
remaining sectors of the hand map substantial-
ly decreased, giving way to expanding proximal 
motor representations. In contrast, using mi-
croelectrode recordings from owl monkeys, 
Jenkins et  al [47] reported that, after a focal 
ischemic lesion that permanently destroyed 
the cutaneous representation of two digit tips 
in area 3b of S1, a new representation serving 
the deprived skin surfaces emerged in the peri-
infarct cortical sectors bordering the lesion. 
The discrepancies between these two studies 
may be accounted for by differences in the ex-
tent of the ischemic damage (smaller in the so-
matosensory cortex) and the effect of disuse of 

the affected hand after injury on the motor cor-
tex. Clinical investigations have confirmed that 
the spared, peri-infarct cortex may be involved 
in neurological recovery [22, 45, 91]. But in 
those animal and clinical studies, the recovery 
developed spontaneously, while no attempt 
was made to monitor sensorimotor activity 
over the postoperative time. A TMS study in 
stroke patients revealed a reduced excitability 
in the motor cortex near the site of the injury, 
with a decreased cortical representation of the 
impaired movements [5, 93]. Such an effect 
may have resulted from the injury-induced dis-
use of the affected limb. 

After a focal cortical infarct damaging a 
substantial part of the forepaw representation 
in the S1 cortex in rats, we found that the cuta-
neous representations were surprinsingly well 
preserved in the perilesional zones in the ani-
mals exposed to an enriched environment for 
three weeks, in contrast to the cutaneous rep-
resentations in rats exposed to an impover-
ished environment, in which they were further 
deteriorated, relative to the initial postinjury 
map [105] (Fig. 2). Interestingly, after a single 
session of physiotherapy of stroke patients, the 
cortical motor output to the paretic muscles 
was significantly expanded and manual dexter-
ity was improved [61]. The authors reported 
that both motor output map and motor func-
tion changes were partially reversed one day 
later. A number of studies have tackled the is-
sue of the influence of training on cortical map 
plasticity following brain damage. Nudo and 
Milliken [70] confirmed that, in contrast to 
 untrained monkeys, in animals that benefited 
from a rehabilitative training involving the im-
paired forelimb, the undamaged sectors of the 
distal forelimb motor map were preserved or 
even increased. This finding suggests that the ef-
ficacy of local network neurons projecting to 
hand motoneurons was maintained in these 
trained animals. The S1 areas that cooperate to 
mediate complex tactile functions are exten-
sively interconnected: area 3b projects mainly 
to areas 1 and 2, whereas area 1 is also recipro-
cally connected with areas 2 and 3b. Therefore, 
this network provides a substrate for distributed 
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changes after a focal lesion affecting one of its 
constituent areas. We used the same rehabilita-
tive manual dexterity training as in Nudo’ s 
study, but after a focal ischemic lesion that tar-
geted the cutaneous representation of two dig-
its in area 3b and hence impaired digital dexter-
ity primarily engaging these digits. We found 
that new representations emerged several mil-
limeters away from the lesion, in the neighbor-
ing cutaneous map of area 1. Emergent cutane-
ous representations were even recorded within 

adjacent sectors of the noncutaneous area 3a 
that formerly received only proprioceptive in-
puts [107, 109]. The pattern of cortical changes 
across monkeys was found to be idiosyncratic, 
depending on individual digit use and retrieval 
strategies. Indeed, the skin surfaces that re-
gained a representation in ectopic cortical re-
gions were located on the fingers crucially en-
gaged in the retrieval task during the rehabilita-
tive training (Figs. 3 and 4). Importantly, as the 
manual dexterity recovered, the animals grad-

Fig. 2. Effects of housing conditions on the reorganization of the somatotopic maps after focal ischemic 
injury in the S1 area. Representative forepaw maps obtained prior to (left) and 3 weeks after the lesion 
induction (right) in two rats housed in standard environments before the lesion and in impoverished or 
enriched environments after the lesion. The injured areas defined on the basis of neuronal recording are 
outlined on the prelesion maps (dashed lines). The cortical sectors electrophysiologically silent or dis-
playing a decreased spontaneous activity with no evoked response are illustrated on the postlesion 
maps. Note that the forepaw representation was best preserved of in the rat housed in an enriched en-
vironment, whereas a subsequent degradation was observed in the perilesion area in the rat housed in 
an impoverished environment (Modified from [105])
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Fig. 3. Recovery of manual dexterity accompanied by extensive reorganization of the hand rep-
resentation in the S1 area after focal cortical ischemia. Topographic representations of the hand 
skin surfaces before (top) and 98 days (bottom) after induction of a cortical lesion in the digit 
representation of area 3b, in an owl monkey. The infarcted zone determined on the basis of elec-
trophysiological recordings over the first two hours after the lesion induction is outlined on the 
prelesion map. The tips of digits 2 and 3 were most frequently employed in the final phases of 
recovered dexterity of the contralateral hand on the food pellet retrieval. 1–5 Digits (1 thumb); 
D, M, and P distal, middle, and proximal phalanges; multiple-digit representations are shown 
(e.g., 23 indicates cortical zones in which neurons displayed receptive fields located on the tips 
of digits 2 and 3); P1–P4 palmar pads at the bases of the digits; H hypothenar eminence; I insular 
zone in the center of the palm; T thenar eminence; the zones over which no cutaneous respons-
es could be evoked are indicated in light gray. Dorsal skin representational zones are shown as 
dotted areas. The red line marks the border between areas 3b and 1 border. The black infarct area 
delimits the zone over which neither cortical spontaneous nor driven neuronal discharges could 
be recorded in the postlesion mapping experiment. Constant vascular landmarks are shown in 
each map in the experimental hemisphere, to facilitate comparisons. Note the emergence of new 
cutaneous representational zones in both area 3a and area 1 (Modified from [108])
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ually reused the digits that had regained a tac-
tile sensitivity through this experience-depen-
dent somatosensory map remodeling. This 
study provided the first evidence for an experi-
ence-driven substitution between discrete so-
matosensory areas that probably mediated res-
toration of fine sensorimotor regulation fol-
lowing a focal ischemic injury. Along the same 
lines, studies in stroke patients that benefited 
from rehabilitation for several weeks revealed a 
substantial recruitment of motor representa-
tions in the damaged hemisphere [15, 60, 93]. 

Frost and colleagues [32] have documented 
how an ischemic infarct resulting in a partial or 
complete destruction of the M1 hand area af-
fected the ventral premotor area (PMv), which 
sends intracortical projections to the M1. The 
authors reported that lesions damaging more 
than 50% of the hand area in the M1 induced an 
expansion of the PMv hand representation. The 
area of expansion could reach 50% in the case 
where the lesion affected the whole hand area. 
This compensatory reorganization in a distant 
premotor area after injury to the M1 is pre-
sumed to provide a neural substrate for the 
postlesion recovery of fine manual skills. Five 
months after ischemic injury to the M1 hand 
area, cortical map reorganization in PMv was 
found to be accompanied by a proliferation of 
PMv terminal fields and the occurrence of ret-
rogradely labeled cell bodies within area 1/2 of 
the S1, presumably in the hand representation 
zone, suggesting the formation of new connec-
tions within these remote areas [23]. 
Furthermore, alterations were found in the tra-
jectory of axons originating from the PMv near 
the site of the lesion. The rewiring of cortico-
cortical connections involved in transmission 
of new cutaneous and proprioceptive inputs 
between the PMv and area 1/2 of the S1 may 
have played a compensatory role in the behav-
ioral recovery documented by Frost et al [32].

Electrophysiological cortical mapping has 
the advantage of probing cortical changes with 
a high spatial resolution. However, as the num-
ber of mapping sessions per animal is limited 
and the area that can be mapped is spatially 
restricted, this procedure does not allow as-

sessment of the time course of changes over 
spatially distributed cortical areas. By con-
trast, brain imaging techniques including 
TMS, f MRI, EEG, MEG, and PET permit 
such an extensive exploration, but with a more 
limited spatial resolution. Those brain imaging 
techniques have provided evidence that sub-
cortical or cortical strokes induce widespread 
recruitment of anatomical and functionally in-
terconnected regions in the ipsilateral or con-
tralateral hemispheres assumed to sustain 
functional recovery in patients [18, 97]. For 
instance, in chronic stroke patients with focal 
subcortical damage, a temporary disruption of 
activity by transcranial magnetic stimulation 

Fig. 4. Emergence of new cutaneous receptive fields (RFs) 
paralleling recovery of manual dexterity in areas 1 and 3a, 
after focal cortical ischemia to the hand representation in 
S1. Cutaneous receptive fields before the lesion and after the 
functional recovery was complete, defined on digital surfac-
es of the hand used for pellet retrieval. Note that densely lo-
cated on the tips of multiple digits numerous cutaneous re-
ceptive fields emerged in both area 1 and area 3a during this 
postlesion period. However, stronger responses were com-
monly recorded for stimulation applied on digits 2 and 3. 
Solid lines interconnect multiple receptive fields identified 
for individual recording sites. Receptive fields located on the 
palm are not shown (Modified from [108])



Ch. Xerri

122

in the premotor cortex of the ipsilesional 
hemisphere induced a deterioration in the use 
of the impaired limb [5, 31, 98], thus suggest-
ing that the spared regions may have partici-
pated in behavioral recovery. 

Typically, after a subcortical stroke, brain 
imaging studies have documented prominent 
activations in the unaffected hemisphere in the 
early stages of recovery, while cortical activa-
tions were found to shift towards the affected 
hemisphere in the late stages [15, 22, 65]. 
Interestingly, in a PET study Calautti et al [9] 
reported that, 2 months after a unilateral stria-
tocapsular infarction, overactivations take 
place bilaterally in the hand area of the primary 
sensorimotor cortices and in the premotor and 
supplementary motor areas of the unaffected 
hemisphere during a thumb-to-index tapping 
task with the paretic hand. Overactivations re-
mained, but were less prominent in the prima-
ry sensorimotor cortices and premotor of the 
affected hemisphere at 8 months, indicating a 
decrease in the recruitment of the bilateral mo-
tor networks and a significant change in the in-
terhemispheric balance as the functional re-
covery progressed. However, new overactiva-
tions were found at 8 months in some patients, 
in the left prefrontal areas, the putamen, and 
the premotor cortex suggesting late-appearing 
compensatory reorganization. Despite relative 
homogeneity in the infarct size and location, as 
well as in clinical symptoms, this idiosyncratic 
pattern of compensatory overactivation after 
injury to the corticospinal pathway revealed 
interindividual differences in sensorimotor 
strategies and cognitive processes to reinstate 
the motor performance. 

Despite a relative consensus that functional 
recruitment of compensatory networks evolves 
over time as recovery progresses, there is no 
general agreement as to whether the contrale-
sional activations sustain a better or faster re-
covery [63]. For example, an f MRI study in 
stroke patients with hemiparesis caused by in-
farctions in the corticospinal tract showed that 
recovery of the paretic hand was associated 
with a relative increase in activity in the contra-
lateral (ipsilesional) sensorimotor cortex com-

pared with the ipsilateral (contralesional), and 
a relative decrease in the prefrontal and the ip-
silateral posterior parietal regions [65]. In a 
PET analysis, Calautti et al [10] corroborated 
these findings by assessing changes in motor 
abilities (thumb-to-index tapping) and lateral-
ity index in patients with subcortical, striato-
capsular infarction. They found that S1-M1 ac-
tivation tended to shift toward the unaffected 
hemisphere over time, but that this shift was 
associated with lesser functional recovery. A 
longitudinal f MRI exploration in a rat model of 
stroke that induced acute dysfunction of the 
contralateral forelimb indicated that functional 
recovery was related to a decreased involve-
ment of the contralesional hemisphere and a 
gradual reinstatement of responses in the peri-
infarction zones [25]. Consistent with this find-
ing, other studies have shown that the best re-
covery for paresis was achieved if the senso-
rimotor network normally subserving the im-
paired functions regained functional activity 
and was reintegrated in the active neural net-
work [8, 11, 33, 62, 63, 96]. 

Collectively, these studies have shown that 
within the first few days to weeks of the recov-
ery process, an increased activity takes place in 
motor areas bilaterally, but primarily in the 
contralesional hemisphere. Then in a later 
stage of the recovery process, spanning 3 to 6 
months, contralesional activation is often re-
duced, while a more focused activation occurs 
in peri-infarct and other spared motor regions 
in the injured hemisphere [16, 65, 69, 95]. All of 
these remote changes may be accounted for by 
sustained alterations of the neuronal excitabili-
ty of distant areas following cortical damage, 
through upregulation of N-methyl-D-aspartate 
receptors and downregulation of gamma-ami-
nobutyric acid A receptors, which has been 
documented in both the ipsilesional and con-
tralesional hemispheres [77, 99, 100]. 
Nevertheless, seeking a correlation between 
the extent of contralesional activation and the 
speed, degree, or quality of recovery should 
not obscure the functions mediated by a given 
area and its potential implication in postlesion 
recovery. For instance, f MRI data showed that 
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an early recruitment of the supplementary mo-
tor area and ipsilesional inferior Brodmann 
area 40 was positively correlated with motor 
recovery, whereas activation of the prefrontal 
cortex and parietal cortex in the contralesional 
hemisphere predicted a slower and less com-
plete recovery [62]. 

Rehabilitation-induced improvements were 
found to be associated with contralesional hemi-
sphere activations [24, 50, 85]. Furthermore, 
Loubinoux and colleagues [63] investigated 
prognosis factors indicative of the quality of the 
outcome in the case of capsular lesions. Indeed, 
the higher the early activation in the ipsilesional 
Brodmann area 4, S1, and insula, the better the 
recovery one year later. Their findings also sug-
gested that there is a benefit associated with in-
creasing ipsilesional M1 activity shortly after 
stroke, as a rehabilitative approach in mildly im-
paired patients. Interestingly, a recent fMRI 
study indicates that the pattern of brain activa-
tion present in the first few days after stroke cor-
relates with subsequent motor recovery, thus 
suggesting that rehabilitative intervention may 
facilitate the recovery process by targeting the 
structures engaged early on after stroke [66].

Protective effects of postlesion training, 
harmfulness of overuse during critical period

The elucidation of use-dependent cortical re-
organization and recovery-associated plastic 
changes has inspired poststroke motor reha-
bilitation procedures. It has been argued that 
behavioral recovery may be enhanced if com-
pensatory strategies leading to learned nonuse 
and presumably disadvantageous cortical reor-
ganization following brain injury are counter-
acted [58, 90]. Therefore, constraint-induced 
movement therapy (CIMT) involving a forced 
use of the impaired limb by animals and stroke 
patients has received particular attention. 
Indeed, relatively rapid beneficial effects of 
CIMT on recovery have been reported [68, 89, 
94, 101, 102]. 

Early implementation of CIMT was 
thought to be beneficial, as early use of the af-
fected limb may minimize or prevent learned 

nonuse. In addition, early training of the im-
paired limb is likely to promote and optimize 
postlesion neuroplasticity. However, initiation 
of CIMT [53] or early training without immo-
bilization of the intact forelimb [78] in the very 
early stage of focal ischemia was aslo shown to 
increase lesion volume and to impede motor 
recovery of the affected limb of rats. In con-
trast, constraining the intact limb [41] or train-
ing the affected limb seven days after the onset 
of brain damage resulted in the best perfor-
mances and did not induce enlarged cortical 
infarct volumes. These studies raised the con-
cern that an early postlesion vulnerable period 
may exist. The involvement of N-methyl-D-
aspartate receptors in this use-dependent ex-
aggeration of brain injury has been suggested 
[42]. After a focal ischemic lesion to the fore-
paw area in the S1, cortical recordings from 
rats exposed to an impoverished environment 
for three weeks showed an expansion of the 
ischemic zone and a compression and a frag-
mentation of the remaining cutaneous forepaw 
representations within the spared cortical sec-
tors surrounding the lesion. In contrast, in ani-
mals housed in enriched conditions the isch-
emic zone did not grow and only a limited 
compression of the forepaw map was found, 
with a preservation of most representational 
sectors [105]. We thus postulated that whereas 
intensive training within a critical time win-
dow after focal cortical ischemia may be detri-
mental for the peri-infarct tissue, and conse-
quently for behavioral recovery, moderate 
stimulation started early after the lesion would 
have protective effects on peri-infarct cortical 
representations. In fact, we showed that early 
cutaneous stimulations delivered to the fore-
paw for short daily periods during the first 
postlesion week were sufficient to induce the 
preservation effects reported for the rats in an 
enriched environment. In addition, we ob-
served that these effects were less pronounced 
when a similar stimulation regimen was deliv-
ered during the second postlesion week, 
whereas a lack of stimulation resulted in the 
outward expansion of the ischemic zone along 
with the severe loss of cortical representations 
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reported in previous studies. Furthermore, the 
preservation effect within the forepaw map ap-
peared to be specifically related to the stimu-
lated skin surfaces (Fig. 5). 

A direct causal relationship between struc-
tural or functional changes in the brain and im-
provement of sensorimotor abilities has yet to 
be demonstrated. Nevertheless, using TMS, 
Liepert et al [60, 61] were the first to show that 
CIMT enlarged the initially smaller-than-nor-
mal ipsilesional motor map of the paretic hand 

in stroke patients, whereas opposite changes 
were recorded in the contralesional motor 
map, thus rebalancing the hand motor repre-
sentations between the two hemispheres. 
Shifts of the center of the output map in the af-
fected hemisphere were compatible with the 
recruitment of adjacent brain areas. In addi-
tion, the amount of map expansion was found 
to correlate with motor ability improvement 
[60, 84], thus suggesting a causal link, consis-
tent with the findings from nonhuman primate 

Fig. 5. Selective effects of tactile stimulation on the remodeling of the somatotopic maps in the 
S1 cortex after focal ischemic injury. Individual pre- and postlesion maps recorded from rats 
whose contralateral forepaw was either not stimulated or stimulated during the first or second 
postlesion week on a rotating textured cylinder. Stimulations were delivered on the glabrous 
skin of digits over two daily sessions of 30 min interrupted by a 15 min resting period. Represen-
tation of the stimulated skin surfaces was best preserved when tactile stimulations were deliv-
ered over the first postlesion week
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studies described in this review. Six months af-
ter a CIMT, motor performance remained at a 
high level, whereas the cortical area sizes in the 
two hemispheres became almost identical, in-
dicating a return toward a normal balance of 
interhemisphere excitability [61]. After com-
bining restraint of the unaffected limb with 
gradual exercises for the affected limb in stroke 
patients, the extent of improvement in hand 
function was found to be correlated with in-
creases in f MRI activity in the premotor and 
secondary somatosensory cortices contralat-
eral to the affected hand and in superior poste-
rior regions of the cerebellar hemispheres bi-
laterally [48]. This finding suggests that the 
therapy-induced recruitment in sensorimotor 
regions was associated with successful motor 
rehabilitation.

It is noteworthy that the degree of change 
in contralesional M1 activation in stroke pa-
tients during the early period of CIMT has pre-
dictive value for the motor recovery achieved 
by the end of therapy [26]. However, changes 
in brain activation related to the motor im-
provement induced by CIMT vary over time 
and among individual stroke patients. 
Differences in the brain reorganization pat-
terns which may underlie the motor improve-
ment induced by CIMT are very likely ac-
counted for by differences in the infarct and its 
size and whether white matter is damaged or 
not [38]. There is, however, a controversy re-
lating to whether the extent of injury to the 
corticospinal tract affects the magnitude of 
motor gain in response to CIMT [34, 55]. This 

question is of importance, as a recent study 
pointed out that in rats subjected to forced use 
of the impaired forelimb after lesion of the cor-
ticospinal tract, recovery of motor function 
was accompanied by greater density of cortico-
spinal tract axon collaterals terminating in the 
denervated spinal cord [64].

Conclusions

The findings reviewed in this chapter clearly 
show that, while local experience-dependent 
changes in cortical circuitry underlie new skill 
acquisition, restricted cortical or subcortical 
damage affects the functional contribution of 
more distributed cortical areas. Such damage 
triggers complex time-evolving changes that 
are relevant to behavioral recovery. Taking ad-
vantage of use-dependent plasticity of neural 
structures, early initiated rehabilitative proce-
dures seem to improve the potential for recov-
ery. To translate animal research findings into 
controlled clinical trials and to gain further in-
sight into the neurobiology of rehabilitation, 
future studies should combine various tech-
niques to probe the causal link between experi-
ence-induced structural and functional brain 
changes and the recovery of sensory, motor, 
and cognitive abilities. A greater understand-
ing of how idiosyncratic changes are related to 
the recovery process would facilitate the devel-
opment of new therapeutic interventions that 
seek to optimize individual treatments or reha-
bilitative procedures.
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Introduction

Undoubtedly, language is among the most cel-
ebrated hallmarks of human cognition. Even 
though we perceive, produce, and compre-
hend language, and do so seemingly effortless-
ly every day of our lives, the underlying neural 
mechanisms for language remain far from un-
derstood. With the cognitive revolution of the 
last century, it became a common viewpoint 
that language is a modular system segregated 
from other functional systems in the nervous 
system. This notion combined with the find-
ings from neuropsychological “lesion analysis” 
studies from earlier research led to the notion 
that these modules are instantiated in localized 
brain regions of the left inferior frontal, tempo-
ral and inferior parietal regions of the human 
brain. The most commonly cited characteriza-
tion of this system, sometimes referred to as 
the Broca-Wernicke-Geschwind model, is rep-
resented by the iconic diagram of a white mat-
ter pathway (the arcuate fasciclus; AF) con-
necting the posterior superior temporal region 
(“Wernicke’ s area”) involved in receptive lan-
guage to the posterior part of the inferior fron-
tal gyrus (“Broca’ s area”) involved in expres-
sive language (Fig. 1A). The 19th century stud-
ies of patients presenting language difficulties 
following brain injury have had a tremendous 
influence in the field of language neurobiology. 
For instance, the classic description of two se-

verely dysfluent patients (Leborgne and 
Lelong) by the French neurologist Paul Broca 
in 1861 led to the longstanding belief that the 
posterior two thirds of the inferior frontal gy-
rus (“Broca’ s Area”) is the motor center for 
language. The lesion method, however, is not 
without faults. For example, recent MRIs of 
Leborgne’ s and Lelong’ s brain revealed exten-
sive lesions also involving the insula and associ-
ated perisylvian white matter [16, 25]. This in-
dicates that the patients’ syndrome did not 
necessarily result from injury to Broca’ s area. 
While studies of brain lesions and concomitant 
behavioral syndromes have had, and continue 
to have, a tremendous influence in the field of 
language neurobiology, interpretation of le-
sion data are complicated by the size of the le-
sions (which are often extensive) and compen-
satory mechanisms of plasticity that occur in 
the brain following injury. In the past fifteen 
years, the use of state-of-the-art neuroimaging, 
neurophysiological, and brain stimulation 
methods has enhanced the precision with 
which we can investigate language in the brain, 
and has contributed to rapid progress in the 
understanding of the neural basis of language. 
In fact, the consensus of how the brain process-
es language has shifted in three fundamental 
ways: (1) there is an increasing consensus that 
the brain is not organized into dissociable re-
gions for production and comprehension, but 
rather that language functions are distributed 
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Fig. 1. (A) The classical Wernicke-Lichtheim-Geschwind model of language. Broca’ s area is seen as a primary cen-
ter for speech production, and Wernicke’ s area is the primary center for comprehension. These two regions are 
connected by the arcuate fasciculus. (B) An updated view, informed by investigative methods in both the human 
and monkey, suggests that as many as six dissociable fiber pathways may contribute to language processing in the 
brain. Numbers indicate Brodmann Areas and potential regions of origin and termination

A

B
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into large-scale cortical and subcortical net-
works; (2) there is an increasing focus on 
hodology [34], or how brain regions within this 
distributed network are connected by particu-
lar fiber pathways; (3) there an increasing ac-
ceptance that cortical and subcortical regions 
involved in processing language are also in-
volved in other cognitive and sensory-motor 
domains traditionally considered to be non-
linguistic. In this chapter we review the organi-
zation and anatomy of language, focusing on 
the crosstalk among language components 
(speech production, speech perception, speech 
comprehension) and among functional sys-
tems.

Language networks: above and 
beyond compartmentalization

The identification of the brain regions and fiber 
pathways involved in the production, percep-
tion, and comprehension of language is a fun-
damental problem in neuroscience. As dis-
cussed, historically the focus has been on two 
functional “centers” for language in the brain: 
Broca’ s area for production and Wernicke’ s 
area for comprehension, with the arcuate fas-
ciculus fiber pathway connecting the two re-
gions. The compartmentalization of language 
into independent “modules” is unfortunate, as 
it gives the inaccurate impression that the dif-
ferent processes leading to language occur seri-
ally, or at least without much interaction. In 
this section, we review the neural organization 
of speech production, and of speech percep-
tion culminating with language understanding. 
Special emphasis is placed on the overlap of the 
brain mechanisms that implement these vari-
ous levels of language processing.

The production of speech

Speech production is an exquisitely complex 
and multistage process. It begins with a (pre-
lexical) intention to communicate, continues 
to the translation of this message into lexical 
units (words) which in turn need to be tempo-

rally ordered (sequenced) and encoded pho-
nologically [56a]. These processes together 
conclude with the production of words. This 
final output stage is inherently quite complex 
in its own right, as it demands the close coordi-
nation of multiple sensory and motor compo-
nents, including the respiratory system (which 
generates the power source necessary to pro-
duce speech), the laryngeal system (which 
converts the airflow into a sound by setting the 
vocal folds in vibration (i.e., phonation), and 
the articulatory system (which changes the 
configuration of the vocal tract to convert the 
laryngeal output into sequences of vowels and 
consonants). Hence, the neural architecture 
for speech production is extraordinarily com-
plex, including multiple cortical and subcorti-
cal control centers, six cranial nerve fibers and 
their associated nuclei (facial, hypoglossal, tri-
geminal, glossopharyngeal, vagus, and acces-
sory), a substantial number of muscles cover-
ing the abdomen, neck, face, mouth and lar-
ynx, and an even larger set of sensory receptors 
in joints, tendons and muscles. And yet, de-
spite this complexity, the chain of events that 
leads to the production of speech occurs within 
several hundreds of milliseconds. Indeed, ma-
ture speakers may produce as many as 14 pho-
nemes per second, i.e., between six and nine 
syllables per second [53]. 

Some of the neural mechanisms for speech 
production have been elucidated, but a num-
ber remain poorly understood. One of the rea-
sons for this is that imaging the brain during 
speech production comes with a number of 
challenges that are not present for studies of re-
ceptive language. This is particularly true for 
electroencephalography (EEG) and functional 
magnetic resonance imaging (f MRI), which 
are susceptible to movement correlated signal, 
or (in the case of f MRI) magnetic field varia-
tions resulting from motion [10]. Structural 
MRI looking at brain lesions and their impact 
on behavior does not present these problems, 
and data collected using this methodology 
have led to reevaluation of long accepted be-
liefs about how the brain coordinates speech 
production. For example, in 1996, Dronkers 
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and colleagues [24] showed that, in a group of 
25 patients with articulatory planning deficits 
(i.e., apraxia of speech), all patients had a lesion 
in the insular cortex, but not all had a lesion in 
Broca’ s area. This finding demonstrated that 
Broca’ s area is not the only cortical center im-
portant for speech production. 

Recent solutions to the problem of move-
ment for f MRI, including sparse-sampling im-
aging protocols (e.g. [42]), have provided data 
that are consistent with Dronkers and col-
leagues. These studies also suggest a prominent 
role for the insula in speech production [66, 72, 
11, 71]; for a review, see [2]). Additional brain 
regions are also implicated for single word rep-
etition and more complex word generation 
tasks. These include the primary sensory and 
motor areas of the precentral and postcentral 
gyri and sulci, the inferior frontal gyrus, the 
ventral premotor cortex, the medial motor ar-
eas (cingulate motor area, supplementary and 
pre-supplementary motor areas), the insula, 
basal ganglia and the cerebellum (e.g. [66, 97, 
37, 1, 88, 89, 3]). The idea that the machinery 
for speech production is “special”, i.e., that it is 
specialized for the specific task of producing 
syllables and words, has been advocated for at 
least a generation [57, 99]. However, recent evi-
dence supports the opposite view, namely that 
a general sensory-motor system is involved in 
multiple tasks, including speaking, swallowing 
and other oro-facial movements [75, 12, 89].

With new data come new theoretical mod-
els, and a growing number of models of lan-
guage production are now taking into account 
the neural complexity inherent to speech pro-
duction. For example, Riecker et al [72] have 
proposed a dual system for speech production, 
with a preparatory loop including the supple-
mentary motor area, insula, superior cerebel-
lum, and dorsolateral frontal cortex, and an 
executive loop including the primary motor 
cortex, thalamus, basal ganglia and inferior cer-
ebellum. Guenther and colleagues [43, 44] 
have proposed a detailed model of speech pro-
duction (DIVA) that focuses on the role of sen-
sory feedback (auditory, somatosensory) in 
speech acquisition and production. The model 

links superior temporal areas to inferior pari-
etal and inferior frontal areas, and includes a 
contribution of the cerebellum to feed-forward 
modeling for speech production. As the au-
thors acknowledge, at the neurobiological lev-
el, DIVA is incomplete and requires additional 
data. Despite it shortcomings, however, DIVA 
and other models are trying to account for an 
astounding complexity of neural processes that 
implement the production of speech, and the 
full model will need to take into account all as-
pects of language, including detailed speech 
planning and production mechanisms as well 
as comprehension mechanisms. 

In sum, it is clear that the neural architec-
ture of speech production reflects the inherent 
complexity of this process, and goes far beyond 
the so-called Broca’ s area, involving multiple 
cortical and sub-cortical domain-general con-
trol centers. 

The perception and comprehension of speech: 
from acoustic waves to meaning

Although speech perception is often described 
as the processing of the sub-lexical units that 
form the speech stream (i.e., syllables, pho-
nemes), the ultimate goal of speech perception 
is to comprehend language and to communi-
cate. In this section, we review what is known 
about the neurobiology of both perception and 
comprehension. 

The first neural signals relevant for speech 
originate in the inner ear and proceed via the 
vestibulo-cochlear nerve (auditory nerve; 
eighth cranial nerve) to the brainstem, then to 
the inferior colliculus of the midbrain, to the 
medial geniculate nucleus of the thalamus, and, 
finally, to the primary auditory cortex located 
within the transverse temporal gyrus of Heschl. 
Despite numerous sub-cortical relays, electro-
physiological recordings demonstrate that the 
first cortical manifestations of sounds are 
promptly observed, approximately 50–200ms 
after stimulus onset. The primary auditory cor-
tex (A1) receives tonotopically-organized pro-
jections from the thalamus (see, for example 
Hackett, [45], for a review) and is, in turn, also 
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organized tonotopically, with higher frequen-
cies located more medially. The tonotopy of 
A1, however, is more diffuse than that of the 
inner ear, suggesting that frequency analysis is 
completed in the lower levels of the auditory 
pathway. Moreover, brain imaging studies have 
shown that the primary auditory cortex re-
sponds to the presentation of speech sounds, 
but no more so than to the presentation noise 
bursts with similar acoustic properties, sug-
gesting that A1 is not specialized for the pro-
cessing of speech [98]. 

From the primary auditory area, the audi-
tory signal is sent to auditory association ar-
eas. There are currently two main accounts of 
how the sounds travel from A1 to be further 
processed. Rauschecker and colleagues have 
proposed that there exist a ventral route and a 
dorsal routes for sound processing. According 
to this view, a ventral auditory route is in-
volved in auditory object identification and in 
speech perception [69] leading to the term au-
ditory “what”-stream [70]. The ventral route 
includes A1 as well as anterior superior tem-
poral gyrus (aSTG), a region that has been 
shown to be sensitive to “voice” [8, 9] and to 
vowels [64], and a portion of the inferior fron-
tal gyrus (pars opercularis and triangularis) 
[69]. This account also postulates a dorsal 
stream, involved in spatial processing of 
sounds, in both monkeys and humans, which 
has been referred to as an auditory “where”-
stream [70]. This route includes A1, the pla-
num temporale (PT), which lies immediately 
posterior to the transverse temporal sulcus on 
the superior temporal plane, the posterior pa-
rietal areas, and ends in the premotor and pre-
frontal cortex (corresponding to Brodmann’ s 
areas 6 and 8) [68]. Within this route, the infe-
rior parietal lobule and superior frontal sulcus 
are most responsive to spatial information, 
while PT responds to spatial information just 
as much as it responds to non-spatial informa-
tion, providing partial support for the exis-
tence of a auditory “where”-stream [4]. 

Hickok and Poeppel [48, 50, 51] have also 
proposed a dual route system for language. 
According to this view, all sounds first undergo 

spectral and phonological analyses in the dorsal 
STG and posterior STS. From there, the pro-
cessing of sounds diverges into a dorsal route for 
auditory-motor transformation, and a ventral 
route for auditory language comprehension. 
The dorsal route is involved in auditory-motor 
transformations, articulation, and speech per-
ception. This route includes connections from 
PT to the PMv, pIFG and insula. According to 
Hickok and Poeppel, PT, rather than being in-
volved in spatial processing as suggested by 
Rauschecker et al [70], is a key component of 
the auditory-motor transformation process. A 
body of evidence originating mainly from brain 
imaging experiments supports this hypothesis. 
For instance, brain imaging studies have shown 
that PT is active during overt speech produc-
tion [95, 97, 87, 11, 71], but also during silent 
speech production or speech rehearsal, which 
does not involve self-generated auditory feed-
back [14, 97, 49, 17]. Furthermore, it has been 
shown that the caudal part of PT is more strong-
ly active for sub-vocal rehearsal of auditory 
stimuli than for the perception of auditory stim-
uli (e.g., [14, 49]), suggestive of a role in audito-
ry-motor transformation. Thus, whereas the 
ventral-dorsal model of Rauschecker and col-
leagues focuses on localizing and identifying 
sounds in general, the ventral-dorsal model of 
Hickok and Poeppel proposes a dorsal route for 
speech perception, and a ventral route for se-
mantic processing and speech comprehension.

Investigations of processing routes for lan-
guage have revealed an extensive overlap in 
the neural basis of speech production and 
speech comprehension. For example, it has 
been shown that passive listening to syllables 
and phonemes activates frontal motor regions 
within and around the ventral precentral sul-
cus, in the region controlling mouth move-
ments [94, 68, 93]. Passive watching of videos 
of a speaker telling a story also activates the 
ventral premotor cortex (PMv), more so than 
listening to the same stories without seeing 
the talker, suggesting a role for the premotor 
cortex in recognizing the talker’ s articulatory 
gestures [81]. TMS studies have revealed that 
stimulation of the left primary motor cortex in 
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the region controlling the face during both 
passive speech listening and viewing results in 
the enhancement of motor-evoked potentials 
(MEP) recorded from the lips or tongues [33, 
82, 90, 91]. Furthermore, when applied to the 
PMv, TMS interferes with the discrimination 
of speech sounds presented in noise [61]. In 
sum, brain imaging and TMS findings indicate 
a role for the PMv and adjacent pIFG—typi-
cally implicated in speech production—in 
speech perception. The current debate cen-
ters around whether these motor speech 
mechanisms are essential for, or simply sup-
portive of, speech perception. More recent 
data suggests recruitment of motor cortex 
during perception when speech is difficult to 
understand, but not when it is easy to under-
stand. For example, repetitive TMS to PMv 
has no effect on participants’ ability to per-
ceive/categorize speech sounds in the ab-
sence of ambient noise [82, 76], suggesting 
that involvement of PMv may not be critical 
for speech perception under many natural cir-
cumstances, but that it may have a contribu-
tion under difficult situations, for instance, in 
a noisy environment, or while performing a 
difficult phonological task. 

The sounds of speech form words, which 
in turn form sentences, which in turn lead to 
comprehension of the message of a speaker. 
Although this process seems straightforward, 
in reality it is difficult to clearly determine 
where speech perception ends and language 
comprehension begins. Nevertheless, a gener-
al organizational principle appears to be that 
more posterior temporal regions are involved 
in sound processing while anterior and inferi-
or temporal regions are involved in semantics 
and language comprehension processes. For 
instance, according to the dual route model of 
language proposed by Hickok and Poeppel 
[48, 50, 51], all sounds undergo spectral and 
phonological analyses in the dorsal and mid 
posterior superior temporal sulcus (STS). 
These analyses are followed by access to se-
mantic representations through a lexical inter-
face involving the posterior part of the middle 
temporal gyrus (pMTG) and inferior temporal 

sulcus (pITS). Higher aspects of syntactic and 
compositional semantics (for instance, sen-
tence level semantics) involve the anterior 
MTG and aSTG. In addition to temporal sites, 
there is also evidence from brain imaging and 
brain stimulation studies that the anterior infe-
rior frontal gyrus (aIFG) may also be involved 
in semantic processing. Petersen and col-
leagues [65] were among the first to show, us-
ing positron emission tomography (PET), 
that word generation activates the aIFG more 
strongly than less semantically taxing tasks 
such as word repetition, suggesting a role in 
semantic processing for this region. A number 
of f MRI studies show that when response se-
lection during language tasks relies on seman-
tic processing, the aIFG is activated [52, 3, 88, 
89]. Moreover, Devlin et al [22] demonstrated 
using transcranial magnetic stimulation 
(TMS) that stimulation of the aIFG results in 
delayed performance on a semantic decision 
task, but not on a perceptual decision task. 
Similarly, Gough et al [41] showed that TMS 
to the aIFG leads to delayed behavioral perfor-
mance during a synonym judgment task, but 
not during a homophone judgment task. 
Taken together, these studies suggest that the 
aIFG is involved semantic analysis. 

Adding to the complexity of semantic pro-
cessing in the brain, according to advocates of 
“embodied semantics,” is the observation that 
understanding the meaning of action words and 
sentences also recruits motor circuits required 
to produce that action. By analogy with the ma-
caque, this process is thought to involve mecha-
nisms analogous to those involving mirror neu-
rons. Mirror neurons are individual neurons 
that respond to both action execution and ac-
tion observation [23, 38, 73]. In the macaque, 
neurons with this dual property have been 
found in the ventral premotor cortex (area F5) 
and in the inferior parietal lobe. Several brain-
imaging studies have shown activation in pri-
mary motor and premotor cortex during pas-
sive language tasks (e.g., [46, 85, 6]). Brain stim-
ulation experiments have also shown somato-
topic modulation of the motor cortex during the 
processing of sentences [15], and words [67]. 
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Taken together, these results suggest that the 
motor system may contribute to language com-
prehension, although it is possible that activa-
tion in motor areas during language tasks is not 
critical for semantic analysis of linguistic stimu-
li, but instead represents an associational dis-
charge that is not causal to comprehension [58]. 

As we have seen in this section, the neural 
basis of speech perception and auditory lan-
guage comprehension involve a number of 
components spanning most of the neocortex. 
We have shown that while speech production, 
perception and comprehension are associated 
with some distinct regions, they also exhibit a 
large degree of overlap. 

Fiber pathways important for language

The previous section demonstrates that a large 
number of brain regions are active during 
speech production, speech perception and 
language comprehension, thereby revealing 
the remarkable complexity of the neural archi-
tecture of language. But with the growing con-
sensus that language is distributed into large-
scale cortical and subcortical networks [62], 
there has also been an increasing focus on 
hodology [34], or how brain regions within 
this distributed network are connected by par-
ticular fiber pathways. That is, there is a re-
newed acknowledgement that connectivity 
provides critical insights into function. This 
focus has been driven by investigations using 
diffusion tensor imaging (DTI) and intraoper-
ative electrical stimulation in humans, and an-
terograde tract tracing in the rhesus monkey. 
These three methods provide both conflicting 
and complementary information about the fi-
ber pathways important for language. Studies 
using these methodologies have suggested six 
fiber pathways that are potentially important 
for language (Fig. 1B). These are (1) the third 
subcomponent of the superior longitudinal 
fasciculus (SLFIII); (2) the arcuate fasciculus 
(AF); (3) the middle longitudinal fasciculus 
(MdLF); (4) the inferior longitudinal fascicu-
lus (ILF); (5) the uncinate fasciculus (UF); 
and (6) extreme capsule (EF).

Fiber tract identification in the human: 
diffusion tensor imaging (DTI) and 
intraoperative electrical stimulation 

Historically, the examination of fiber pathways 
in the human has been accomplished with 
gross dissection methods in the postmortem 
brain [21, 19]. More recent methods allow ex-
amination of the living brain, and considerable 
effort has been expended to map the cerebral 
fiber pathways in vivo using diffusion tensor 
imaging (DTI; [63]). The DTI method takes 
advantage of the anisotropic (directional) na-
ture of diffusion of water molecules in neural 
fibers, which can be measured with a specific 
MRI pulse sequence. Because water molecules 
flow along the direction of the fiber paths, the 
measure of fractional anisotropy (a measure of 
diffusion anisotropy) is higher in white matter 
than in gray matter. Further, the direction of 
fractional anisotropy can be traced across vox-
els to map fiber pathways, a procedure known 
as tractography [7]. This procedure has been 
used to map long association fiber pathways 
thought to be involved in language. 

Several pathways for language that have 
been identified in the historical literature (e.g., 
SLF, AF) have been investigated using DTI [18, 
40], and additional pathways have been defined. 
For example, Makris and colleagues [59] recog-
nized three components of the SLF, which they 
also distinguished from the AF. They argued 
that the third SLF subcomponent, SLFIII, 
which may connect the posterior inferior fron-
tal gyrus with the supramarginal gyrus of the 
inferior parietal lobe, is involved in the articula-
tory component of language. This function is 
typically associated with the AF, classically 
thought to connect Broca’ s and Wernicke’ s ar-
eas [29]. Instead, Makris et al argued that the 
AF connects the posterior temporal cortex with 
more dorsal frontal cortex, and might be in-
volved in localizing the source of auditory infor-
mation in space. Thus, it is not, strictly speak-
ing, a language pathway. This dissociation of the 
AF and SLF fibers is also supported by more 
recent DTI studies [35, 74, 77]. 
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Additional language pathways identified by 
DTI include the extreme capsule, middle lon-
gitudinal fasciculus (MdLF), and inferior lon-
gitudinal fasciculus (ILF; [35, 77]). For exam-
ple, in their f MRI/DTI study, Saur and col-
leagues [77] provided evidence that repetition 
of pseudowords was associated with SLFIII 
and AF pathways, in conjunction with the 
MdLF (coursing the length of the superior and 
middle temporal lobe). This comprised a “dor-
sal route” involved in auditory-motor repre-
sentation of speech sounds. Mapping sounds to 
meaning, indexed by sentence comprehension, 
was associated with the MdLF, the extreme 
capsule (connecting the anterior inferior fron-
tal cortex with the anterior superior temporal 
cortex) and the ILF (coursing the length of the 
inferior temporal lobe). This comprised a “ven-
tral route” of semantic processing. These find-
ings provide evidence for the relevant fiber 
pathways that connect the brain regions com-
prising the “dorsal” and “ventral” language 
routes discussed earlier (cf. [48, 50, 51]). 

Despite these advances in understanding fi-
ber pathways in the human brain, DTI tractog-
raphy has some serious shortcomings that are 
often minimized or ignored in the literature [5, 
86]. First, in order to perform tractography, a 
seed region of interest (ROI) must be selected. 
Thus, DTI begins with anatomical knowledge 
derived from postmortem studies, and requires 
a priori hypotheses about the course of the fiber 
tract. Such hypotheses are based on potentially 
erroneous conclusions of earlier histological 
and dissection preparations, leading to the per-
petuation of such errors into the DTI literature 
[78]. DTI also assumes that a single diffusion 
tensor defines each voxel, but this assumption is 
invalid where grey/white matter or white mat-
ter/cerebrospinal fluid overlap (i.e., partial vol-
ume averaging) and in cases where there are 
crossing fiber tracts. Pixels with partial volumes 
or crossing fibers will appear hypointense, and 
such errors accumulate along the length of the 
trajectory path [55, 84]. These issues can lead to 
several problems, including the premature ter-
mination of a fiber, the identification of non-
existent fiber tracts, or the misidentification of 

two or more fiber tracts as one tract [5]. 
Methods are being developed to deal with some 
of these issues (e.g., diffusion spectrum imaging 
to deal with crossing fibers; [80, 92]), but it re-
mains important to consider the conclusions of 
DTI studies in light of those reached using oth-
er methodologies.

In addition to DTI, extensive studies of the 
fiber pathways connecting brain regions in-
volved in language have been conducted using 
intraoperative electrical stimulation [28, 29, 
30, 31, 32, 47, 60]. This technique, used during 
surgery of awake patients, involves stimulat-
ing, with an electrode, certain areas of exposed 
white matter during performance of a task 
([83] for a review of the method). If the elec-
trical stimulation results in disruption of a par-
ticular task (e.g., picture naming, counting), 
the pathway is determined to be involved in 
that task. Thus, electrical stimulation provides 
information about the function of the path-
way, which is information that DTI by itself 
cannot provide.

These studies have generally supported the 
DTI findings, suggesting that the more dorsal 
pathways (i.e., SLF and AF) are involved in 
phonological and articulatory processes, and 
the more ventral pathways are involved in se-
mantics (i.e., fiber pathways of the inferior 
temporal lobe). For example, electrical stimu-
lation of the white matter under the inferior 
frontal, inferior parietal, and posterior superi-
or temporal cortex results in phonemic para-
phasias (i.e., mispronunciation; [28]) and also 
speech arrest [28, 29]. With respect to seman-
tic processing, electrical stimulation of white 
matter coursing the inferior temporal cortex 
induces semantic paraphasias in response to a 
picture naming task (i.e., instead of labeling 
the target picture, the patient responds to the 
picture with words that are either in the same 
category as the target picture, that are ant-
onyms of the target, or that have associative or 
functional proximity to the target). The induc-
tion of semantic paraphasia occurs across the 
extent of the pathway (beneath occipito-tem-
poral, insular, and frontal cortex; [31, 60]). 
Stimulation of a third pathway connecting the 
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anterior temporal lobe with the orbitofrontal 
cortex, the UF, did not result in any deficit in 
semantic processing [32]. Interpretation of 
this null finding, though, should proceed with 
caution. Due to its connectivity with the ante-
rior temporal lobe, it is possible that the UF is 
involved in other linguistic functions, and that 
the semantic task used in this study (i.e., pic-
ture naming) has insufficient sensitivity to de-
tect the function of this pathway. Therefore, 
the status of the UF as a language pathway re-
mains an open empirical question.

Notably, although Duffau and colleagues 
[30] proposed a distinction between the ILF 
and a putative inferior occipital-frontal fascic-
ulus (IOFF) connecting the occipital cortex to 
the frontal cortex, the existence of such an un-
interrupted occipital-frontal pathway is dis-
puted by recent investigations using antero-
grade tract tracing in the rhesus monkey [78], 
which we discuss in the next section. 

Intraoperative electrical stimulation has 
both advantages and disadvantages for identi-
fying fiber pathways involved in language. A 
major advantage is the precision of the meth-
od, in both spatial and functional terms—i.e., 
the method can identify, in vivo, areas of white 
matter that are necessary to accomplish cer-
tain linguistic tasks to a degree that surpasses 
what can be learned from more gross lesions of 
the same pathways. But a major limitation is 
that there is no way to determine, with cer-
tainty, the origin and termination sites of the 
fiber pathways. Tract tracing methodologies 
using radioactive tracers are the only available 
methods for reliably identifying the origin and 
termination sites of fiber pathways, but their 
use is limited to animal studies.

Fiber tract identification in the rhesus monkey: 
anterograde tract tracing

The anterograde tract tracing method takes ad-
vantage of the orthograde transport (transport 
away from the cell body) of radioactively la-
beled substances along the axon. Injection of 
radioactive compound in an animal brain is fol-
lowed by histological analysis of the tissue, re-

vealing both the labeled fibers and their termi-
nations [54]. Recently, Schmahmann and 
Pandya [78] conducted a comprehensive study 
of fiber pathways of the rhesus monkey brain. 
Based on the proposed correspondence of ho-
mologous regions of the monkey and human 
brain, these authors identified the SLF III, the 
extreme capsule, and the MdLF as important 
fiber pathways for language. Notably, two 
prominent fiber pathways that have been iden-
tified using other methods are missing from this 
list. The first is the IOFF, and its very existence 
as a distinct fiber path is disputed by the rhesus 
data. Schmahmann and Pandya instead argue 
that the rostral extension of the ILF is in reality 
the UF and the extreme capsule fiber pathways, 
and that these three fiber pathways comprise 
what is thought to be the IOFF. More pertinent 
to both historical [21, 39] and contemporary 
[26, 27, 32, 36, 40] investigations of language, 
though, is the proposal that the AF is not a lan-
guage pathway. The rhesus data instead suggest 
that the AF links caudal temporal cortex with 
dorsal and lateral prefrontal regions that are 
more distal to the classic perisylvian language 
cortex of the frontal lobe. These findings com-
plement some of the human DTI work (e.g., 
[35, 59, 74, 77]), but are in conflict with findings 
from the postmortem dissection and electrical 
stimulation studies. Given the prominence of 
the AF for language, these discrepant findings 
suggest interesting avenues for future research.

Although anterograde tract tracing has the 
advantages over the other methods in that (1) 
it can reliably identify origin and termination 
sites for distant fiber pathways, and (2) it al-
lows a precision that is not approached by oth-
er methods, the major disadvantage is its re-
striction to use in animals, which limits its util-
ity for studying language. That said, much can 
be gained from considering the three methods 
in complement. 

Summary of fiber pathways for language

In summary, the available evidence seems to be 
converging on the involvement of several fiber 
pathways for language (Fig. 1B). The pathways 
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we have discussed exclude those additional 
cortico-striatal, cortico-thalamic, and cortico-
pontocerebellar pathways likely involved in the 
execution of speech (reviewed elsewhere in 
[30, 79]). However, for speech perception and 
comprehension the core pathways connect the 
inferior frontal, inferior parietal, and superior 
and middle temporal cortices. These include 
the SLF, MdLF, extreme capsule, and the ILF. 
Whether the SLF pathway can be identified as 
two pathways—an SLFIII and AF pathway—
and whether both the SLFIII and AF partici-
pate in language, is a matter of debate. The sta-
tus of the UF as a language pathway also awaits 
additional investigation. Further debate cen-
ters on the status of an uninterrupted pathway 
through the ventral temporal cortex connect-
ing occipital, temporal, and frontal regions, po-
tentially involved in semantic processing (i.e., 
the IOFF). The relevant monkey data suggest 
that this pathway may in fact be comprised of 

the dissociable ILF, UF, and extreme capsule 
fiber paths. 

Conclusion

To summarize, in this brief survey of current 
thinking on the neurobiological basis of lan-
guage, we suggest that language, which is one 
of the most celebrated higher functions of the 
human brain, is deeply rooted in distributed 
networks that work in synchrony to perceive, 
produce and comprehend language. We sum-
marize literature that demonstrates that many 
of the regions involved in any of these levels of 
organization (i.e. perception, production and 
comprehension) are typically also involved in 
the other levels, and that with modern tools 
and analytical methods, it is no longer neces-
sary to investigate individual levels in isolation 
from the others.
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“You see,” he [Sherlock Holmes] explained, “I 
consider that a man’ s brain originally is like a 
little empty attic, and you have to stock it with 
furniture as you choose. A fool takes in all the 
lumber of every sort that he comes across, so that 
the knowledge which might be useful to him gets 
crowded out, or at best is jumbled up with a lot of 
other things so that he has a difficulty in laying 
his hands upon it. Now the skilful workman is 
very careful indeed as to what he takes into his 
brain-attic. … It is a mistake to think that that 
little room has elastic walls and can distend to 
any extent. Depend upon it, there comes a time 
when for every addition of knowledge you forget 
something that you knew before. It is of the high-
est importance, therefore, not to have useless facts 
elbowing out the useful ones.”

From A Study in Scarlet, Sir Arthur Conan 
Doyle (1887)

Although not intended as a neuroscience theo-
ry of memory, Sherlock Holmes’ s working hy-
pothesis contains elements within it that still 
resonate with contemporary theories of mem-
ory and its neural basis. For example, most 
theories and computational models of memory 
agree that our long-term representations are 
formed through a gradual learning process 
based upon our experiences. And, in that sense, 
Holmes is correct to note that our knowledge 
base (which we now call semantic memory) is a 

distillation or reflection of verbal and nonver-
bal experience. The second observation, which 
also finds a parallel in contemporary computa-
tional neuroscience, is that there is a danger 
that new learning might interfere with estab-
lished long-term, representations – something 
which is now known as “catastrophic interfer-
ence”  [27]. As will be described below, the 
neural architecture used for the formation and 
consolidation of memories seems to have been 
formulated in such a way so as to minimise the 
danger that new facts might “elbow” out the 
old ones. Finally, there is an important assump-
tion underlying Holmes’ s idiosyncratic ap-
proach to learning, namely that memory is not 
simply a passive register which records previ-
ous events and facts, but instead it is a produc-
tive database which we use when we communi-
cate, when we use objects or conduct other 
nonverbal activities, and it influences our per-
ceptions of the world (famously, and as he con-
stantly reminds Watson, Holmes’ s heightened 
powers of perception of crime scenes is noth-
ing to do with better eyesight but rather his 
knowledge base alters and improves his per-
ception of the scene). These facts have clear 
implications when considering neurological 
patients or the potential impact of neurosur-
gery; when this productive database becomes 
degraded or dysfunction then it not only im-
pacts on patients’ ability to remember past 
events or facts (a key ingredient in their own 
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personality and identity) but also on their abil-
ity to communicate and function in an effective 
and efficient manner.

A key factor, missed in this quote, is that 
memory is not a singular process. Indeed, 
Tulving (1972) is credited in the modern litera-
ture to have been the first to propose that 
memory should be divided into separable types 
and since then, neuropsychological studies 
have shown that these different aspects of 
memory can dissociate in patients with differ-
ent locations of damage [14]. Although various 
divisions of memory have been proposed over 
the years, it is still common to follow Tulving’ s 
suggestion and to distinguish two broad types 
of long-term memory: episodic memory and 
semantic memory. Each of these is considered 
in turn below.

Episodic memory 

Anterograde amnesia and the medial  
temporal lobes

Episodic memory refers to a sub-type of long-
term representation, which allows us to code 
information in relation to specific events. As 
such, a critical characteristic of episodic mem-
ory is that it is time-related and allows us to dis-
tinguish between different events (e.g., last 
year’ s family holiday vs. a recent business trip) 
or even similar events occurring at different 
times (e.g., different annual family holidays to 
the same location). There is a now a wealth of 
evidence that the medial temporal lobes and 
especially the hippocampus, are crucial in the 
initial registration of new episodes and infor-
mation. Although this can be precisely demon-
strated in animal ablation studies, it was most 
famously described in the seminal case-series 
studies by Scoville, Penfield and Milner [40], 
which included patient HM. In an attempt to 
treat patients with extreme and disabling tem-
poral lobe epilepsy, Scoville explored the re-
sults of bilateral hippocampectomy. Whilst this 
did improve the patients’ level of epilepsy, it 
left them with a profound anterograde amnesia 

such that their ability to remember new events 
or to learn new facts was devastated. The de-
tailed assessment of HM and other patients 
with bilateral medial temporal resection high-
lighted the fact that not all aspects of memory 
are compromised such that previously-learnt 
information about events, geographical routes 
and semantic memory are left at least relatively 
intact.

Two further key neuroscience and clinical 
insights arose from these seminal studies. The 
first is that unilateral hippocampectomy does 
not lead to the same profound and chronic de-
gree of amnesia [40]. Such patient can initially 
present with mild amnesia and formal testing 
can demonstrate mild anterograde amnesia in 
the chronic phase, but it is never on the same 
scale as that found in the bilaterally-resected 
patients. Whilst this has had clear implica-
tions for neurosurgical practice, the compari-
son suggests that the neural basis of episodic 
memory is based upon a bilateral system in 
which memories are represented in at least a 
semi- redundant fashion across the two hemi-
spheres.  Presumably, this kind of neural ar-
chitecture has the benefit that the resultant 
memory  system is relatively robust to the ef-
fects of localised brain damage. In compari-
son, it takes bilateral resection or a bilateral 
disease with a focus upon the medial temporal 
lobes (as found, for example, in early prodro-
mal Alzheimer’ s disease) to generate consid-
erable anterograde amnesia.

The third observation, that we can glean 
from these and related studies of medial tem-
poral lobe damage, is that the episodic vs. se-
mantic distinction does not seem to hold and 
instead a better division might be the age of the 
memory. So, for example, HM’ s memory defi-
cit was not limited to episodic memory alone 
– he was able to recall events (episodic) from 
his childhood and, in addition, he was not able 
to learn new facts or vocabulary (semantics) 
following his surgery. As a consequence, it 
seems more sensible to conclude that (a) the 
medial temporal lobe structures are critical in 
the initial registration and coding of new epi-
sodes, facts and conjunctions of other types of 
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multi-modal information; and (b) over time 
the medial temporal system becomes less criti-
cal in the recall of information such that, even-
tually, there is no need for hippocampal in-
volvement at all. Indeed, contrastive neuropsy-
chological studies of early Alzheimer’ s disease 
(AD) vs. semantic dementia (SD) are instruc-
tive. In the early phase, these two diseases form 
a neurological contrast between bilateral me-
dial temporal lobe dysfunction (in AD) vs. bi-
lateral inferior-lateral, anterior neocortical at-
rophy (in SD: [14]). Neuropsychologically, this 
leads to a clear double dissociation which is a 
crucial feature for differential diagnosis [28] – 
the mild AD patients have a significant antero-
grade amnesia for new events and facts yet rel-
atively preserved semantic (long-term retro-
grade) memory, whilst the opposite is found in 
semantic dementia. There are also some indi-
cations that these two disorders generate a dif-
ferent profile of episodic recall with respect to 
the age of the memories: mild AD patients 
demonstrate the Ribot effect in which recall of 
old memories (from childhood and young 
adulthood) is better than very poor recall of re-
cent events. The reverse is found in SD pa-
tients, who demonstrate poor detailed recall of 
events from their childhood but excellent 
knowledge for very recent events (within the 
past two years: [18]). As per the nature of the 
graded breakdown of semantic representations 
in this condition (see below), it would appear 
that some vestiges of information remain for 
the older events which can be elicited by using 
picture-based stimuli and verbal prompts [47]. 

Consolidation from new to old memories: the 
complementary learning systems theory

Assuming that the age of a memory is a crucial 
factor in the neural basis of memory, then it is 
important to consider how memories are first 
encoded and then how they are consolidated. 
There are at least four critical challenges for the 
brain to overcome in this regard: (a) we have 
an ability to bring together and code multi-
modal and verbal information from one brief 
event for later accurate recall – thus the system 

has to integrate across multiple sources of sen-
sory and verbal experience, rapidly and accu-
rately; (b) information about each new event 
must be kept insulated from previous experi-
ences, even if such events are similar, other-
wise we would confuse elements of different 
events/time-points with each other (e.g., we 
are able to recall specific information about in-
dividual trips from the commute to work, even 
though the other aspects of the regular journey 
– e.g., train, time, routine – are identical); (c) 
in the longer term, facts and other semantic in-
formation needs to be coded on a long-term 
basis (e.g., we are able to recall facts that were 
first learnt when we were children); and (d) 
certain types of knowledge (e.g., semantics) 
are built-up in a gradual manner through re-
peated exposures and experiences. As such, it 
is crucial to integrate across separate learning 
episodes and across different types of sensory 
and verbal experience in order to generate “co-
herent” concepts. For example, our knowledge 
of the concept bread will have been accrued 
over many (probably daily) experiences 
throughout life and in different contexts (mak-
ing, eating, preparing, buying, giving, break-
ing, etc.). Despite the multifaceted-nature of 
our experience with this object, we do not have 
separate memories for each occasion and each 
type of sensory experience, but instead these 
are integrated into a single coherent, sophisti-
cated concept – to the extent that it becomes 
impossible to remember when and how the 
different elements of the meaning were origi-
nally learnt. 

Investigations from computational neuro-
science have generated a neuroanatomically-
constrained, computational account which is 
able to meet these challenges [27]. McClelland 
et al’ s computational model was built upon 
the neuroanatomical distinction described 
above – namely, a functional system generat-
ed from the interaction of medial temporal 
regions and neocortex. Each of these systems 
was implemented to have complementary 
characteristics – the medial temporal compo-
nent utilised a sparse-encoding which licens-
es key aspects for initial coding of new events 
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or information. Because they are sparse, it is 
possible to use each representation: (i) to link 
together disparate pieces of information aris-
ing in multiple sensory and verbal domains; 
(ii) to do so rapidly without distortion of the 
experiences; and (iii) to keep each experience 
isolated and distinct from all other events, ir-
respective of how superficially similar they 
are. The cortical learning system was based 
upon “distributed” representations in which 
information is coded across a series of pro-
cessing units rather than assigned to a single 
unit. This type of representation is not capa-
ble of effective and accurate rapid learning be-
cause, by itself, rapid learning makes long-
term information vulnerable to interference 
from new learning (something known as “cat-
astrophic interference”). Distributed repre-
sentations, however, solve the challenges as-
sociated with long-term storage and the for-
mation of integrated semantic memory. If 
learning is slow and the different events are 
interleaved, then distributed representations 
are capable of coding a vast quantity of infor-
mation and maintaining this information in 
the long-term [38]. Distributed representa-
tions are an effective method for coding 
knowledge because they are robust to the ef-
fects of local damage or inefficiencies (some-
thing known as “graceful degradation” [11]). 
This is because no one unit is critical in the 
reactivation of the representation. In addi-
tion, distributed representations are able to 
code the statistical structure across all learn-
ing experiences. As such, this licenses the for-
mation of coherent concepts through the 
amalgamation of separate experiences into a 
single representation and permits accurate 
generalisation between similar concepts, irre-
spective of their superficial similarity [23]. 

When these two complementary systems 
work together, they meet the four challenges 
noted above. Specifically, in the first phase, the 
sparse medial temporal lobe representations 
are able to rapidly code and isolate individual 
events and experiences. These sources of infor-
mation can then be coded more gradually by 
the distributed representations in the neocor-

tex thereby generating long-term, robust and 
generalisable memories.     

Semantic memory

Having discussed episodic memory and the 
consolidation of information over time, it is 
important to consider Tulving’ s second main 
sub-type of long-term memory – semantic 
memory. Semantic memory encompasses the 
meaning of all types of verbal and nonverbal 
stimuli including words, pictures, objects and 
faces. As well as underpinning comprehension 
it also allows us to express knowledge in a wide 
variety of domains, both verbal (e.g., naming 
and verbal definitions) and non-verbal (e.g., 
drawing and object use). As such it is integral 
to our everyday lives and impairments of se-
mantic memory are extremely debilitating. A 
key question for neuroscience research, there-
fore, is which parts of the brain support seman-
tic memory and how do they function?

Long before the term “semantic memory” 
was introduced, Wernicke and Meynert (see 
[9]) were interested in how the brain formed 
and reactivated concepts – a process they re-
ferred to as “conceptualisation”. Meynert and 
Wernicke’ s model of conceptualisation made 
the following assumptions: (a) that the build-
ing blocks of concepts were modality-specific 
engrams (stores of information) localised to 
the cortical areas responsible for the corre-
sponding sensory, motor or verbal domain; (b) 
that these modality-specific engrams, in wide-
spread brain regions, were fully interconnect-
ed; and (c) that this web of connections was 
the basis of conceptualisation – a specific con-
cept being represented by the co-activation of 
all its associated engrams (see Fig. 1, Panel A 
for a pictorial representation of this idea). For 
example, if you taste an apple (even with your 
eyes closed), the taste-specific engram will au-
tomatically activate all of the other associated 
modality-linked engrams, enabling your brain 
to retrieve other knowledge concerning the 
object: its visual form, likely colour, name, 
presence of seeds, how you would peel it, and 
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so on. In this proposal, Wernicke and Meynert 
argued that – unlike forms of agnosia and apha-
sia – central disorders of conceptualisation 
only occurred as a consequence of global brain 
damage (dementia) because only such wide-
spread cortical damage would disrupt the dis-
tributed engram re-activation process. This 

“distributed” theory of semantic memory is, 
perhaps, still the most prevalent in contempo-
rary neuroscience [26]. Indeed, it has many ap-
pealing characteristics including the fact that 
there is no mystery about the source and for-
mation of concepts – they are the distillation of 
our multimodal experience.

Verbal descriptors Visual features 

Sounds 

Olfaction Praxis 

Somatosensory 

Verbal descriptors Visual features 

 Sounds 

Olfaction Praxis 

Somatosensory 

Modality-specific association areas 

ATL modality-invariant representations  

KEY 

ATL modality-invariant 
representations

Fig. 1. (A) Wernicke-Meynert model of conceptualisation (B) Hub-and-spoke semantic system [37]

A
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A key prediction of the distributed models of se-
mantic memory is that generalised conceptual 
impairment should not be associated with local-
ised brain damage – and only follow from brain-
wide degeneration. Instead, localised brain 
damage to specific engrams/modality-specific 
information sources should lead to selective im-
pairments including category-specific deficits 
(e.g., deterioration of praxis engrams should 
produce poor knowledge and abilities with 
tools) or agnosias. Whilst there is considerable 
empirical support for this part of the story, there 
is now mounting evidence that, in addition to 
these modality-specific sources of information, 
key regions in the anterior temporal lobe play a 
vital role in the summation and formation of 
concepts. The first modern evidence for this hy-
pothesis came in the form of a seminal study by 
Warrington [46]. She described three patients 
with progressive brain disease resulting in a 
range of semantic deficits that cut across differ-
ent modalities but were nonetheless restricted 
to the domain of semantics. Snowden et al [46] 
subsequently identified the condition as part of 
the spectrum of fronto-temporal dementia and 
gave it the label, “semantic dementia” (SD). 
There was little or no neuroanatomical informa-
tion about the patients in Warrington’ s original 
study but modern structural neuroimaging has 
demonstrated that semantic dementia is consis-
tently associated with selective atrophy of the 
anterior temporal lobes bilaterally [19] – with a 
particular focus on the basal ATL [12]. 
Furthermore, the hypometabolism in SD is 
largely restricted to the anterior temporal lobes, 
thus indicating that the associated cognitive dis-
order is attributable to damage in this region 
rather than to widespread functional abnormal-
ity [29, 39].  

The data from SD provide a strong counter-
point to the distributed theories of semantic 
memory in two further ways. First, unlike pa-
tients with agnosia or category-specific seman-
tic impairments, SD patients present with se-
lective yet multimodal semantic deficits [4]. 
Various detailed neuropsychological studies 
have demonstrated that, although basic percep-
tion/sensation is preserved in each modality, 

the SD patients have increasing difficulties in 
activating the meaning associated with each 
stimulus [25, 32]. As a result the patients have 
poor comprehension and production of infor-
mation across all verbal and nonverbal domains, 
including words, objects, pictures, sounds, 
smells, and touch, etc. in receptive abilities, and 
speech, object use, drawing, etc. in expression. 
Returning to our apple example, from above – 
SD patients are able to process its visual form 
(e.g., distinguishing it from another visually 
similar item) or its taste (e.g., differentiating it 
from the taste of a pear) but they have reduced 
ability to access its meaning, making them un-
able to demonstrate how it is prepared, how 
and where it might grow, and to name it. The 
second key characteristic of the semantic im-
pairment in SD is that the deficit is a graded 
phenomenon in which concepts and the bound-
aries between concepts gradually “dissolve” or 
“dim”, rather than dropping out abruptly [19, 
37]. Thus, the neural system for semantic mem-
ory is not like an encyclopaedia with separate 
entries for each concept but rather it is built on 
more distributed representations such that con-
cepts degrade in a gradual fashion in the face of 
brain damage.

The “hub-and-spoke” model of 
conceptualisation

These characteristics of SD can be understood 
in terms of the anterior temporal lobe (ATL) 
supporting the formation of modality-invariant 
representations as the neural hub of the seman-
tic system. Specifically, this theory retains the 
notion of a brain-wide network of modality-
specific sources of information but links them 
all through a set of ATL modality-invariant 
representations. In the domain of computa-
tional neuroscience, Rogers et al [37] demon-
strated that the central component of a hub-
and-spoke framework, which draws together 
modality-specific information, will generate 
modality-invariant semantic representations. 
As can be seen from Fig. 1 (Panel B), the Rogers 
et al model is an extension of the Meynert-
Wernicke framework. Information arising in 
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each specific modality (e.g., the apple’ s shape, 
colour, smell, praxis, name, verbal descriptors, 
etc.) is coded in the corresponding specific 
cortical sensory or motor or language region.  
Information from the modality-specific regions 
is fused together through the intermediate 
ATL modality-invariant representations. 
Rogers et al were able to demonstrate that sim-
ulated damage to these hub units reproduced 
the core features of semantic dementia. That is, 
increasing degrees of damage produced gradu-
al decline in performance of any task requiring 
conceptual knowledge and, due to its central 
processing role, damage to this hub compo-
nent of semantic memory resulted in verbal 
and nonverbal receptive and expressive defi-
cits. 

Convergent evidence for the ATL hub-and-
spoke semantic framework.

Whilst the data arising from semantic demen-
tia clearly implicate the bilateral ATL in se-
mantic representation, this area is often over-
looked or even disputed in other research on 
semantic memory [17, 26]. Several factors 
probably account for this situation. First, clas-
sical aphasiological models have never associ-
ated anterior temporal lobe regions with com-
prehension disorders – patients with 
Wernicke’ s aphasia typically have damage to 
the left posterior middle temporal and supe-
rior temporal gyri, whilst patients with trans-
cortical sensory aphasia have damage to the 
left temporoparietal or prefrontal cortices [1, 
2]. Second, following unilateral resection of 
the temporal pole, epilepsy patients do not 
have semantic impairment or at least not to 
the same degree as SD patients [16]. Third, 
f MRI studies of semantic tasks rarely activate 
anterior temporal lobe regions but, in line 
with the aphasiological models, find activa-
tion in left temporoparietal and prefrontal re-
gions [7].

Recent studies indicate that these obser-
vations are not contradictory with the results 
from semantic dementia. First, direct com-
parisons of SD and aphasia-related compre-

hension impairments show that whilst both 
conditions can lead to impairment of multi-
modal semantic cognition, there is a qualita-
tive difference between the patient groups; 
SD results from a gradual dissolution or “dim-
ming” of the semantic representations them-
selves whilst aphasic patients with multimod-
al comprehension disorders have impairment 
to the mechanisms that control or shape the 
activation of task-relevant information rather 
than damage to semantic knowledge per se [6, 
20]. This indicates that semantically-driven 
behaviour (which we have come to refer to as 
“semantic cognition”) is comprised of two 
key, interacting components: (a) the core se-
mantic representations and (b) “semantic 
control”  - executive-control mechanisms that 
interact with the underlying semantic repre-
sentations to produce task- and time-appro-
priate activation of key knowledge for the 
specific task in hand. This is consistent with 
functional neuroimaging which shows that 
left temporoparietal and inferior prefrontal 
regions are involved in the control or selec-
tion mechanisms that underpin a variety of 
cognitive processes including semantic cogni-
tion [13, 31]. Second, results from the out-
come of epilepsy-related resections are com-
plicated by two factors: (a) long-standing epi-
lepsy might lead to changes in neural organ-
isation and, indeed, recent imaging studies 
have shown that white matter connectivity 
and neurotransmitter function are significant-
ly altered in this condition [15, 36]; and (b) 
this procedure is unilateral whilst SD patients 
have bilateral temporal lobe atrophy.  Other 
neurological disorders, such as herpes sim-
plex virus encephalitis, do produce semantic 
impairment when damage affects the same bi-
lateral temporal lobe regions as semantic de-
mentia [21] and, like amnesia in the context of 
unilateral vs. bilateral hippocampectomy (see 
above), it would appear that significant se-
mantic degradation only arises in the context 
of bilateral ATL damage [23]. 

Given these debates on the neural basis of 
semantic memory, we recently embarked on 
testing the validity of the hub-and-spoke frame-



M. A. Lambon Ralph

152

work through the application of other neurosci-
ence techniques, including repetitive transcra-
nial magnetic stimulation (rTMS) and distor-
tion-corrected f MRI. In a series of studies, we 
have now been able to demonstrate that rTMS 
of the lateral ATL in neurologically-intact par-
ticipants generates results that directly parallel 
the SD data. Specifically, ATL rTMS slows both 
receptive (e.g., synonym judgement) and ex-
pressive (e.g., naming) semantic tasks. Like the 
SD patients, this effect appears to be selective 
in that the same stimulation does not interfere 
with non-semantic tasks of equal difficulty [35]. 
In addition, both verbal and nonverbal seman-
tic abilities are affected by lateral ATL stimula-
tion [33]. Finally, it is possible to use rTMS to 
probe the function of different regions within 
the same participants (an impossibility in neu-
ropsychology where the lesion is under the 
control of nature rather than the experimenter). 
We used this characteristic of rTMS in order to 
probe the roles of hub vs. spoke representation 
[34]. As predicted, we found that stimulation of 
the lateral ATL generated a category-general 
slowing of naming times (i.e., slowed naming of 
both living and nonliving entities), whereas 
stimulation of the inferior parietal lobule gener-
ated a category-specific impairment (selective 
slowing of manipulable objects and tools) re-
lated to the praxis information that is coded in 
this region.   

Which areas of the ATL are critical in 
semantic function?

To finish this chapter, it is important to con-
sider the neuroanatomical definition of the an-
terior temporal lobe, more carefully.  Many au-
thors have used the term “ATL” to refer simply 
to those regions primarily affected in SD (e.g., 
[30]). This lacks specificity given that SD impli-
cates a rather broad region incorporating a 
large proportion of the rostral half of the tem-
poral lobe. Neuroanatomically speaking, the 
prospect of this ATL region existing as a single 
unified functional entity seems unlikely. In 
considering the area typically affected in SD, it 
is possible to identify at least eight cytoarchi-

tecturally distinguishable albeit graded sub-re-
gions [5]. In fact, it has been shown more re-
cently that, in the temporopolar cortex alone, 
there is a minimum of 7 distinct sub-areas [8].

The use of f MRI is the obvious choice in 
generating greater anatomical precision, not 
only due to its superior spatial resolution (in 
comparison to PET and MEG) but also be-
cause there are limits in the extent to which SD 
studies and TMS can be used to probe differen-
tial function within the ATL. SD is a neurode-
generative disease and, as such, there is a grad-
ed distribution of tissue loss across the affected 
region rather than the absolute boundary 
found in acute stroke, for example. The local ef-
fects of rTMS are much more spatially-specific 
than brain disease, however, it is anatomically 
impossible to map out the inferior surface or 
polar cap of the temporal lobes using TMS. It is 
important, however, to be able to probe the 
anterior-inferior surface given that (i) intracra-
nial recordings suggest that these regions show 
relatively early and semantically-selective neu-
ral activity [24], (ii) a number of PET function-
al imaging studies find language-related activa-
tions in this region [41] and (iii) SD atrophy is 
particularly pronounced in this area [12, 39].

It is important to note, however, that until 
recently f MRI and other neuroimaging studies 
have been somewhat silent over the involve-
ment of the ATL in semantic memory. A formal 
meta-analysis showed that at least some of this 
absence of evidence reflects technical or meth-
odological issues [45]. These include the fact 
that the sensitivity of f MRI is not constant 
across the brain. The ATL and adjacent orbito-
frontal cortex reside near air-bone interfaces 
that cause inhomogeneities in the magnetic 
field leading to geometric image distortion and 
signal loss when using conventional gradient-
echo EPI [7]. By utilising recent improvements 
of engineering (e.g., parallel receiver coils) and 
image acquisition-processing techniques (post-
acquisition, k-space spatial-correction of spin 
echo EPI data:[10, 44]), we have been able to 
probe the ATL of neurologically-intact partici-
pants whilst undertaking the same semantic 
tasks as those used in the neuropsychological 
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assessment of SD patients and in the parallel 
rTMS investigations. These have demonstrated 
that there are at least two key areas within the 
ATL that are critical for semantic processing: 
(a) the basal anterorolateral temporal region 
(including the anterior third of the fusiform and 
inferior temporal gyrus) and (b) the anterior 
STS/STG [3, 44]. Intriguingly, the basal ATL 
area (which is one of the most affected regions 

in uncorrected gradient EPI) has been impli-
cated previously in other neuroscience litera-
tures not only as the “basal temporal language 
region” (from PET neuroimaging and intracor-
tical electrode studies: [41]) but also as the site 
for semantic, visually-invariant activation [24] 
– clearly fitting with the modality-invariant rep-
resentations encoded within the semantic hub 
of the Rogers et al computational framework.
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The last century has shown a tremendous 
amount of progress in neurosurgery going 
from blind and frequently lethal brain surgery 
to intraoperative electrical stimulations (IES) 
for a functional living (in vivo) brain mapping. 
IES combined with good neuropsychological 
assessments allows a much better mapping of 
brain functions, resulting in a clear definition 
of the borders of a brain resection. Thus, the 
risks of definitive postoperative neurological 
deficits can be significantly decreased. 
Nevertheless, the difficulty to assess nonlan-
guage cognitive functions during the opera-
tions has led to an underestimation of the func-
tional importance of the right hemisphere. 

An overview of the historical context of 
brain stimulations, with a special focus on re-
cent advancements in visuospatial mapping, 
constitutes the subject matter of this chapter. 
We first describe the invention of brain stimu-
lation and its application to the neurosurgical 
practice. We then survey the importance of the 
right hemisphere for spatial processing. Finally, 
we review the new insights into visuospatial 
cognition provided by IES and lesion-based 
brain mapping. Hopefully, the ideas expressed 
in this chapter will encourage the practice of 
awake brain surgery of the right hemisphere 
and emphasize the importance to assess visuo-
spatial functions with IES.

Intraoperative stimulations of the 
“dominant” hemisphere

In 1922, Wilder Penfield concluded one of his 
letters to his mother, “Brain surgery is a terri-
ble profession. If I did not feel it will become 
very different in my lifetime I should hate it.” 
[47, p. 93]. At that time no method was able to 
discriminate a functional from a nonfunctional 
area during the operation, and neurosurgery 
on brain tumors was frequently unsuccessful. 
Thus, when the brain excision was too large, 
patients came out from the operation perma-
nently disabled. Conscientious neurosurgeons 
chose then to leave a significant portion of the 
tumor in place, which improved the patient 
outcome, but that tumor grew and killed pa-
tients months or years later [63].

Penfield’ s prediction had come true, and 
neurosurgery made giant steps ahead during his 
lifetime, beginning with the improvement of 
surgical and antiseptic techniques that dropped 
the rates of mortality significantly. But the tip-
ping point that changed the neurosurgical prac-
tice was the clinical introduction of intraopera-
tive electrical stimulation (IES). IES consists in 
the temporary perturbation of restricted regions 
(5 mm) around the tumor by electrical stimuli 
applied directly on the brain surface. At the mo-
ment of the IES, if the patient reports a periph-
eral sensation or an involuntary movement, the 
brain area is labeled as functional and will be 

New insights into neurocognition provided by brain 
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spared during the operation. Thus, this ap-
proach is useful to delimit the functional areas of 
the brain so that neurosurgeons may be accu-
rately informed about the functional borders of 
brain tumor excisions [61]. However, Penfield 
was not the first to apply IES on the human 
brain. As he acknowledges in one of his papers 
[64], the credit has to go to Roberts Bartholow. 
Following previous reports of faradizations (i.e., 
applications of faradic current to stimulate 
nerves) of the brains of living animals, such as 
those by Fritsch and Hitzig in 1870 [32], 
Bartholow, an American surgeon, described the 
first application of electrical stimulations to the 
living human brain: “Mary’ s health has always 
been good until thirteen months ago, when a 
small ulcer appeared on the scalp (…) when she 
was an infant, she had fallen into the fire, her 
scalp was badly burned, and the hair was never 
reproduced (…) The skull is eroded and has dis-
appeared over a space of two inches in diameter, 
where the pulsations of the brain are plainly 
seen (…) as the brain has been deeply penetrat-
ed by incisions made for the escape of pus, it was 
supposed that fine needles could be introduced 
without material injury to the cerebral matter 
(…). Observation 1. (...) when the needle points 
were engaged in the dura mater, Mary declared, 
in answer to repeated questions, that she felt no 

pain (…) Mechanical irritation of the cerebral 
matter produced no results on motility or sensi-
bility of the extremities. Observation 2. To test 
faradic reaction of the surface of the dura mater. 
Two needles insulated were introduced into left 
side until their points were well engaged in the 
dura mater. When the circuit was closed, dis-
tinct muscular contractions occurred in the 
right arm and leg. The arm was thrown out, the 
finger extended, and the leg was projected for-
ward (…) Observation 3. To test faradic reaction 
of the posterior lobes. (…) Mary complained of a 
very strong and unpleasant feeling of tingling in 
both right extremities, especially in the right 
arm, which she seized with the opposite hand 
and rubbed vigorously.” [3, p. 310-311 (Fig. 1)

Fifty years later in Breslau, Foerster and 
Penfield applied electrical stimulation to the 
clinical practice of neurosurgery, in order to 
map functions on the surface of the living brain 
[31]. This approach, when applied to brain sur-
gery, provided two benefits. It significantly re-
duced the amount of critical functional brain 
area removed, minimizing definitive postoper-
ative neurological deficits. And it was the first 
direct scientific approach to localize the func-
tions of regions in the human living brain.

A few years later, at his newly built Montreal 
Neurological Institute, Penfield used IES on 
the cerebral cortex to pinpoint the localization 
of motor and somatic representation (Fig. 2) 
[64]. He also induced speech arrest [66] and, 
most impressively, elicited vivid memories in 
stimulated patients [65].

Arthur Ward, after his training in neurosur-
gery with Wilder Penfield at the Montreal 
Neurological Institute, introduced the practice 
of IES on awake epilepsy patients to the study 
of neurophysiology at the University of 
Washington [79].

In the United States, the next generation of 
neurosurgeons followed this approach, com-
bining the knowledge from early neuroanato-
mists –  [11], [18], [49] –, neurologists [41], 
and later from neuropsychologists [57] to map 
out the different functions of the living brain. 

By means of IES on awake patients, the fol-
lowing phenomena were elicited: anomia (im-

Fig. 1. Original drawing of the head of Mary 
(viewed from the top), patient of Roberts Bar-
tholow, who described for the first time electri-
cal stimulations on the human living brain [3] 
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paired object naming) [60], alteration of verbal 
working memory [56], and different brain local-
izations for language in bilingual patients [59]. 

Most importantly, the functional localiza-
tion of the different aspects of language were 
shown to be distributed among a large network 
of cortical areas [58]. As a result an assumption 

was made that these areas were supported by 
long-range white-matter pathways connecting 
the frontal and temporal lobes (arcuate fascicu-
lus) and the frontal and parietal lobes (superior 
longitudinal fasciculus) [13, 74]. The anatomo-
functional correlations between data obtained 
by IES of the white-matter pathways and post-

Fig. 2. Wilder Penfield’ s representation of the areas of stimulations, associated with precise sensory response on 
the left and motor response on the right hemisphere in 126 patients. Note that motor and sensory areas are not 
strictly separated by the central (or rolandic) sulcus. The diagram in the middle, which Penfield labeled sensory 
and motor homunculus [64], is meant as a representation of the comparative size of brain areas associated with 
different body parts in term of IES results (i.e., a large representation of a body part corresponds to larger area of 
brain associated with it) (Reproduced with permission from Oxford University Press)

Fig. 3. Wilder Penfield drawing of the areas dedicated to space and speech. “Lateral surfaces of the posterior parts 
of both hemispheres of a human adult. On the dominant side, local interference-aphasia is produced by a stimu-
lating electrode in the areas marked “speech”. Active responses, produced by an electrode on other parts of this 
interpretive cortex, are of two types – experiential or interpretive. The area marked “space orientation” on the 
nondominant side (right) was outlined by study of the results of cortical excision. Complete removal produces 
visuospatial orientation impairment (i.e., neglect) in contradistinction to the aphasia produced by destruction of 
the homologous area on the dominant hemisphere” [62, p 308] (Reproduced with permission from Springer)
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Fig. 4. Roger W. Sperry’ s illustration of the func-
tional specialization of both cerebral hemispheres. 
The right hemisphere is shown as dominant for 
spatial perception, word comprehension, and non-
verbal concept formation [17] (Illustration from 
the Nobel Committee for Physiology or Medicine, 
based on “Impact of Science on Society” published 
by UNESCO. © the Nobel Committee)

operative MRI confirmed in all patients the ex-
istence of common pathways that seem essen-
tial to language [25]. Even though there was 
cooperation between neurosurgeons and neu-
ropsychologists, the majority of the studies fo-
cused mainly on the mapping of speech func-
tions in the “dominant” left hemisphere.

This focus on the left hemisphere resulted 
from early fascination and intensive investiga-
tion. The attractive simplicity of the Wernicke–
Lichteim model [48], combining Broca’ s hy-
pothesis on the role of the left inferior frontal 
gyrus in speech [10], Wernicke’ s hypothesis on 
the role of the posterior left superior temporal 
gyrus in the language comprehension, and the 
white-matter link between these two regions 
for verbal repetition [80], stimulated the re-
search on language function in the brain. 
Hence, visuospatial assessment by IES was ne-
glected, overshadowed by the level of interest 
in the left hemisphere in terms of language 

functions. Thus, researchers failed to realize 
the importance of the right hemisphere.

Interestingly, at the end of his career, 
Penfield outlined the results of cortical exci-
sion of a crucial area in the right hemisphere 
that, when damaged, led to visuospatial orien-
tation impairment (Fig. 3) (i.e., neglect) [62].

The neglected hemisphere

Whilst it is clear that the left hemisphere has an 
essential role for language, studies on split-
brain patients indicated the right hemisphere 
networks are crucial for visuospatial processes 
[35] (Fig. 4).

Visuospatial processing is a broad label re-
ferring to a heterogeneous family of processes 
concerned with the visual interactions with the 
environment. As with language, several anato-
mo-functional dissociations have been ob-
served in the visuospatial domain. 

For example, response time paradigms and 
functional magnetic resonance imaging 
(f MRI) helped dissect distinct forms of visuo-
spatial attention [30, 68, 69].

When attention is dragged by surprise au-
tomatically to an unexpected location, f MRI 
shows increased BOLD (blood oxygen level-
dependent; depending on increased oxygen 
extraction, which should reflect increased neu-
ral functioning) response in a ventral atten-
tional network, including the inferior parietal 
cortex and the inferior and middle frontal gyri, 
especially in the right hemisphere [15].

When, on the other hand, attention is stra-
tegically and voluntarily oriented towards vi-
sual targets, more dorsal and bilateral fronto-
parietal networks (including the intraparietal 
sulcus and the frontal eye field) show increased 
BOLD response [15, 55].

Finally, the general level of arousal or alert-
ness is correlated with more medial cortical re-
gions, principally centered on the cingular gy-
rus [52].

Damage to these networks in the right 
hemisphere leads to severe deficits of atten-
tional selection and perceptual consciousness. 
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For example, patients with vascular strokes 
in the right hemisphere frequently show signs 
of left hemispatial neglect [1, 9, 39, 42, 67], “a 
fairly clear-cut syndrome of inattention direct-
ed toward the controlesional visual field” [36]. 
Neglect patients seem to live in a halved world: 
they do not eat from the left part of their dish 
or bump their body into obstacles situated on 
their left. When copying a linear drawing, they 
fail to copy the left part of the whole scene or of 
objects therein. The patients’ gaze tends to be 
captured by right-sided, ipsilesional objects, as 
if they exerted a sort of “magnetic” attraction 
due to an imbalance of the attentional distribu-
tion between the left and the right hemifield 
[34]. 

A quick way to assess the severity of left 
hemispatial neglect is to ask patients to mark 
with a pencil the center of a horizontal line [2, 
70]. Typically the bisection mark made by ne-

glect patients deviates toward the right extrem-
ity of the line as if the left side of the line was 
underestimated in comparison to the right 
side. In contrast, patients with visual field de-
fects (left homonymous hemianopia) but with-
out neglect tend to produce bisection errors in 
the opposite direction (i.e., toward the left) 
[22], as if they were trying to compensate their 
sensory deficit by directing their gaze towards 
the left extremity.

Thus, left hemispatial neglect can be clearly 
dissociated from hemianopia with a simple line 
bisection test. Finally, patients with an associa-
tion of left hemianopia and left hemispatial ne-
glect display rightward deviations even greater 
than those by patients with “pure” left hemis-
patial neglect, probably because neglect pre-
vents them from establishing a compensatory 
strategy for hemianopia [21] (Fig. 5).

Fig. 5. Pattern of performance in line bisection. (A) Normal controls slightly deviate toward the left of the true center of the line 
(2 mm), a phenomenon reported as pseudoneglect effect and considered as the consequence of the right hemisphere domi-
nance for spatial processing [43]. (B) Hemispatial neglect patients show a strong deviation toward the right of the true center 
of the line [2, 70]. (C) Hemianopic patients deviate toward the left side of the line [22]. (D) Patients combining neglect with 
hemianopia demonstrate the greatest deviations toward the right of the true center of the line [21]
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Intraoperative assessment of 
visuospatial functions

IES of visuospatial functions began when a 
French neurosurgeon trained to use IES on 
awake patients and a research team dedicated 
to the study of visuospatial functions met in the 
historical hospital of the Pitié-Salpêtrière in 
Paris. Together, they set up a procedure to re-
duce the probability of a removal of brain areas 
crucial for visuospatial processing and conse-
quently to preserve patients from developing 
signs of postoperative hemispatial neglect [72]. 
Additionally, the use of this protocol allowed 
them to gather direct evidence on the localiza-
tion and the functional organization of visuo-
spatial processing in the living human brain.

Two patients were assessed during brain 
surgery, by asking them to bisect 20  cm long 
horizontal lines. Patients deviated rightward, 
upon electrical perturbations of the right su-
pramarginal gyrus (the rostral subdivision of 
the inferior parietal lobule) and of the caudal 

part of the right superior temporal gyrus, but 
performed accurately when more rostral por-
tions of the right superior temporal gyrus or 
the right frontal eye field were perturbed. More 
importantly, the strongest deviations occurred 
in one patient upon perturbations of a white-
matter region in the depth of the right inferior 
parietal lobule, after most of the tumor had 
been removed. Diffusion tensor tractography 
on postoperative MRI showed that the tract 
whose perturbations had brought about the 
maximal rightward deviation likely corre-
sponds to a branch of the right superior longi-
tudinal fasciculus, the most important fronto-
parietal pathway. Thus, in this study, functional 
frontoparietal perturbations dramatically dis-
rupted the distribution of visuospatial atten-
tion in the right hemisphere, consistent with 
previous findings obtained with nonhuman 
primates [33] and with human patients who 
had experienced a stroke [4, 20, 46]. Clinically, 
the neurosurgeon was careful not to remove 
the regions in which perturbations had pro-

Fig. 6. The mapping of visuospatial functions in the human brain has been driven by group studies 
of the anatomy of the lesion or IES causing signs of neglect. Meta-analysis of the lesion sites re-
ported in several published papers. Most of the cortical regions reported are parietal (label, refer-
ence: a, 77; c, 46; e, 53; i, 16; h, 72; l, 14) or frontal (b, 40; c, 46; l, 14). Other critical areas are also 
described in the posterior part of the superior temporal gyrus (d, 44; g, 45; h, 72; j, 37). Most of the 
white-matter areas reported belong to the frontoparietal white matter (c, 46; f, 20; h, 72; l, 14; n, 71; 
o, 78). The frontotemporal inferior longitudinal fasciculus (k, 8) and the inferior fronto-occipital 
fasciculus (m, 76) have also been reported as critical white matter pathways leading to hemispatial 
neglect when disconnected
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voked rightward shifts of the subjective line 
center. As a consequence, a few days after sur-
gery patients showed no signs of hemispatial 
neglect. 

More recently, a study reported the cases of 
two patients with a right-hemisphere low-
grade glioma who underwent neurosurgery 
[71]. Unfortunately, IES for visuospatial pro-
cessing was not performed. Both patients 
showed severe signs of postoperative left 
hemispatial neglect. In both these cases, post-
operative diffusion tensor imaging tractogra-
phy revealed a disconnection of the frontopari-
etal pathway. 

Those case reports suggest that the combi-
nation of preoperative tractography with peri-
operative mapping of visuospatial function can 
significantly improve the functional outcome 
of the patients.

As with all techniques of brain–behavior 
analysis, direct brain stimulation has limita-
tions. The sites and the number of stimulations 
are dictated by clinical needs and are often 
 dismayingly limited for the researcher. 
Phenomena of cortical plasticity, frequent with 
low-grade gliomas [19, 24, 54, 75], can compli-
cate the interpretation of the mapping data. 
However, these limitations are not the same as 
with other methods, such as the lesion studies 
with nonhuman primates and humans. In the 
case of visuospatial functions, evidence from 
all of these approaches [12, 20, 33] converges in 
underlining an important role of the frontopa-
rietal pathway. However, the study of distinct, 
parallel networks should also be considered in 
the future. In particular, lesions to the inferior 
longitudinal fasciculus [8] and the inferior 

fronto-occipital fasciculus [76] have been re-
ported in stroke patients with left hemispatial 
neglect (Fig. 6).

Patients with damage to the left hemi-
sphere may also show signs of contralateral ne-
glect, albeit rarely [6]. According to some theo-
ries [38, 50], each hemisphere processes infor-
mation coming from the contralateral space, 
but the right hemisphere can also deal with ip-
silateral information, albeit slightly less effi-
ciently [51]. Hence, the right hemisphere can 
compensate to a certain extent unilateral le-
sions of the left hemisphere, thus giving left-
brain-damaged patients some ability to explore 
the right hemispace. Such compensation may 
be more difficult for intraoperative testing, 
where the patient performs the test during the 
occurrence of the virtual temporary damage 
induced by IES.

In order to explore the brain areas dedicat-
ed to space in the left hemisphere, we collected 
preliminary data on two right-handed patients 
with low-grade gliomas in the left temporopa-
rietal region [73]. Patients marked with a pen-
cil the center of a horizontal line with their 
right, dominant hand during direct cortical 
and subcortical electrical stimulation. The 
stimulation of the caudal left superior temporal 
gyrus and its subcortical white matter, but not 
the left supramarginal gyrus, determined left-
wards deviations on line bisection (Fig. 7). 
Further work is needed to confirm these pre-
liminary results, but they seem to suggest that 
left-hemisphere networks for spatial process-
ing are similar, but not identical, to right-hemi-
sphere ones. 
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Fig. 7. Performance of two patients in line bisection during IES of the left hemisphere. A 
picture of the surgical field is shown on the left; mean deviations (in millimeters) with 95% 
confidence intervals during stimulations are reported on the right

Case 1

Case 2
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Discussion

IES has rendered possible the study of the liv-
ing brain functions while preserving functional 
areas in patients [28]. It also pinpointed direct-
ly the importance of the white-matter net-
works for specific cognitive functions [25–27, 
29, 72]. Despite its potential, IES has long re-
mained limited to few functions such as senso-
ry motor capacities and speech abilities. 
Furthermore, awake IES is too often per-
formed solely during surgery of the left hemi-
sphere. Such a situation does not render justice 
to the complexity and importance of the func-
tions which belong to the right hemisphere, 
such as spatial processing, complex and non-
linguistic perceptual tasks, emotion, affect, 
and paralinguistic aspects of communication 
[7, 51]. Other right-hemisphere functions are 
likely to be discovered in the future. Penfield 
and Perot [65], in their review of 1.288 cases of 
focal electrical stimulation of the human cere-
bral cortex, found that highly organized visual 
or auditory events, which they labeled as “ex-
periential responses”, such as seeing people in 
the room or hearing a song, were exclusively 
evoked by stimulations applied to the cortex of 
the temporal lobe. As Brenda Milner once re-
marked to one of the present authors, the ma-
jority of temporal sites whose stimulation 
evoked experiential responses seemed local-
ized in the right hemisphere. This intriguing 
possibility, which suggests a deep involvement 
of the right hemisphere in conscious experi-
ence, has never been formally tested. Thus, 
whereas IES of language functions has ad-

vanced significantly; IES of other “high-level” 
cognitive functions still needs much investiga-
tion to reach a similar level of understanding.

Recent mapping results demonstrated that 
visuospatial functions are distributed on a large 
frontoparietal network of cortical areas inter-
connected by long-range association pathways 
[4, 20, 23, 46, 72]. Surgery-induced visuospa-
tial deficits can be prevented by preserving the 
cortical areas and subcortical connections ded-
icated to these functions [5, 71].

The next steps in visuospatial mapping and 
cognition will be to understand the behavioral 
dissociations in neglect according to the differ-
ent sites of lesion and to explore which anatom-
ical nodes between the sensory input and the 
motor output are crucial to make the visuospa-
tial cognition possible. IES of the right hemi-
sphere is likely to become a key tool to precisely 
and directly map these complex cognitive abili-
ties on brain structures and networks.
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Introduction

Improvements in neurosurgical techniques 
have contributed to an increase in life expec-
tancy among patients with brain tumors [12], 
thereby increasing the need for the develop-
ment of management strategies focused on 
maximizing independence and quality of life 
postoperatively [15]. The main goal of neuro-
surgery is to maximize the extent of the resec-
tion, which has been associated with improved 
survival rates [5, 6, 27, 29], while minimizing 
potential sensory, motor, and cognitive deficits 
[17]. Cognitive impairments following neuro-
surgery can have a far-reaching impact on the 
patients’ daily functioning and quality of life 
postoperatively. The presence of cognitive im-
pairments in neurological populations, and 
more specifically the presence of spatial dys-
functions, deficits in working memory and ex-
ecutive processes, has been linked to increased 
functional disability [9, 31]. As such, cognitive 
functioning is increasingly recognized as an 
important outcome measure in patients with 
brain tumors [46].

The use of functional neuroimaging tech-
niques as a preoperative tool to preserve func-
tion in patients with brain tumors is still fairly 
limited to the mapping of the location of mo-
tor, sensory, and language primary areas [4, 21, 
22, 24, 25, 28, 32, 33, 47]. These sensorimotor 
and language functions cover a limited range of 

the human brain processes that are of crucial 
importance for normal daily functioning and 
that can be impaired following surgery.

Ongoing improvements in our understand-
ing of the role of specific brain regions in hu-
man cognition are opening the door to the de-
velopment of new preoperative neuroimaging 
and intraoperative tools that have the potential 
to become important for improving the pa-
tients’ quality of life following surgery. More 
specifically, the combination of findings from 
studies of lesions in human and monkey brains 
with the functional data obtained from neuro-
imaging of human brains currently allows the 
development of sophisticated tools that can be 
used for preoperative neurosurgical mapping 
of a large range of cognitive functions. 
Accordingly, we recently developed new pre- 
and intraoperative tools to assess the function 
of the premotor cortex that is centrally in-
volved in the selection between competing 
motor responses on the basis of learned condi-
tional rules [3]. This cognitive process has been 
shown to depend on the integrity of the rostral 
part of the dorsal premotor cortex (PMdr) in 
monkey brains [36, 37] and in human brains 
with frontal damage that includes the premo-
tor cortex [23, 38]. We first developed a func-
tional magnetic resonance imaging (f MRI) 
protocol with a visuo-motor conditional task 
to assess function in the PMdr in healthy con-
trol participants [2]. We subsequently used this 
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f MRI protocol preoperatively in 4 patients 
with brain tumors that were located close to 
this region and showed specific activity in-
creases in the vicinity of the tumors, that is, in 
the PMdr. These preoperative f MRI data were 
transferred to a neuronavigation system to-
gether with the patients’ structural MR images, 
allowing the neurosurgeon to maximize the ex-
tent of resection while preserving the function-
al region within the PMdr that was identified 
preoperatively. Behavioral performances on 
the visuo-motor conditional task remained un-
changed following surgery, suggesting that 
preoperative f MRI may be a useful procedure 
to assist in preserving cognitive function in pa-
tients that will undergo brain surgery for the 
removal of a tumor.

Another domain of cognitive processing 
that should be assessed, particularly in patients 
that will undergo surgery close to or within the 
posterior parietal region, is visuospatial cogni-
tion. For example, mental rotation, which is 
the ability to manipulate mentally objects in 
space, is a critical aspect of spatial cognition 
that has been widely investigated in healthy in-
dividuals, but not in patients undergoing 
neurosurgery [50]. Findings from lesion stud-
ies indicate a crucial role of the posterior pari-
etal cortex in visuospatial cognition [42]. For 
example, lesions involving the posterior pari-
etal cortex have been shown to impair per-
formance on spatial tasks such as mental rota-
tion tasks [19, 40]. More recently, it has been 
shown that transcranial magnetic stimulation 
(TMS) in the left or right posterior parietal 
cortex selectively altered mental rotation per-
formance [7, 34]. Furthermore, functional 
neuroimaging studies have consistently high-
lighted the role of the intraparietal sulcus (IPS) 
region in mental rotation [1, 26, 30, 39, 50]. 
Recent f MRI studies have also demonstrated 
the central role of the IPS region in the ma-
nipulation (i.e., mental reordering) of informa-
tion in working memory [10, 11]. Thus, lesion 
and TMS studies, as well as functional neuro-
imaging, indicate the critical role of the poster-
ior parietal cortex in visuospatial cognition, 
with a specific role of the IPS region in mental 

transformation, which can be studied by men-
tal rotation paradigms. 

Considering the importance of visuospatial 
cognition in everyday life, we developed pre-, 
intra- and postoperative tools for the evalua-
tion of mental rotation function in neurosurgi-
cal candidates with brain tumors close to or 
invading the parietal lobe. In this chapter, we 
will discuss the development of the functional 
neuroimaging protocol in healthy individuals 
for clinical purposes and the subsequent appli-
cation of this protocol in patients with brain 
tumors for neurosurgical mapping of posterior 
parietal function.

Clinical material and methods

Cognitive paradigm

We first developed a cognitive paradigm with a 
group of healthy control participants. This par-
adigm consisted of a mental rotation condition 
and a visuospatial control condition (Fig. 1). In 
both the mental rotation and the visuospatial 
control tasks, the participants viewed pairs of 
figures composed of three-dimensional cubes 
and had to decide whether the two figures con-
stituting the pair were the “same” or “differ-
ent”. The figures used were similar to those ini-
tially developed by Shepard and Metzler [43], 
who introduced the mental rotation paradigm 
into cognitive science.

On each trial of the mental rotation task 
(Fig. 1a), the participants viewed two figures 
composed of three-dimensional cubes that were 
either the same but one was rotated at varying 
angles (from 45 to 270 degrees) with respect to 
the other around its vertical axis (“same” trials), 
or they were mirror images of each other (“dif-
ferent” trials). The participants had to mentally 
rotate one of the figures to decide if it could be 
aligned with the other so that they could re-
spond whether the two figures were the same or 
different. Numerous behavioral studies have 
demonstrated that there is a linear relationship 
between the angle of rotation of one of the fig-
ures with respect to the other and the partici-
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pant’ s response time, indicating that this task is 
performed by mentally rotating one of the fig-
ures. The participants reported their decision by 
pressing the left button of a computer mouse if 
the two figures were the same although rotated 
with respect to one another or the right button if 
the figures were different.

In the visuospatial control task (Fig. 1b), 
the pairs of stimuli that the subjects viewed on 

each trial were identical figures composed of 
three-dimensional cubes that were not rotated 
with respect to one another. Dots were placed 
on the surface of different sections of the cubes 
on both figures and the participants were in-
structed to determine whether the dots were 
located on the same sections on both figures 
(“same” trials) or not (“different” trials). Thus, 
in this condition, there was no need to rotate 

Fig. 1. Mental rotation (a) and visuospatial control (a) tasks. In both tasks, the participants viewed pairs of two-dimensional 
renderings of three-dimensional cube figures and had to determine whether the two figures were the “same” (left panels) or 
“different” (right panels). (a) In the mental rotation task, the pairs of figures were either the same but rotated with respect to 
one another (“same” trials), or they were mirror images of each other (“different” trials). Stimuli were rotated at varying angles 
(from 45 to 270 degrees) with respect to one another around their vertical axis. The participants were instructed to mentally 
rotate one of the figures into alignment with the other in order to decide if they were the same or different. (a) In the visuospa-
tial control task, the pairs of stimuli were identical, not rotated, and had dots placed on their surface. The participants had to 
determine whether the dots were located on the same parts of both figures (“same” trials) or not (“different” trials). In this 
condition, there was no need to rotate figures into alignment
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the figures into alignment, but rather reach the 
decision that the figures were the “same” or 
“different” on the basis of the location of the 
dots on the cubes. This task therefore provided 
control for various aspects of the mental rota-
tion task, including the visual properties of the 
stimuli, eye movements and evaluation process 
required to reach a “same or different” deci-
sion, and the motor act of pressing a button to 
indicate the decision. The presentation of the 
stimuli and the recordings of the motor re-
sponses were controlled by E-Prime software 
version 1.1 (Psychology Software Tools, Inc., 
Sharpsburg, PA, USA). 

Neuroimaging procedure

The neuroimaging procedure used for healthy 
control participants will first be described, fol-
lowed by the minimal adjustment that was re-
quired for the patients. We first scanned 10 
healthy control participants with a 1.5-tesla 
Sonata MR imaging system (Siemens AG, 
Erlangen, Germany) and a block-design f MRI 
protocol while performing the mental rotation 
and visuospatial control tasks. Informed writ-
ten consent was obtained from all participants 
according to the institutional guidelines estab-
lished by the ethics committee of the Montreal 
Neurological Hospital and Institute. One hour 
prior to the scanning session, the participants 
were familiarized with and practiced the men-
tal rotation and visuospatial control tasks on a 
computer. Each trial was composed of the pre-
sentation of a pair of stimuli for 3 seconds fol-
lowed by a 1-second intertrial interval. The 
participants provided their answer by pressing 

the appropriate mouse button during the pre-
sentation of each pair of stimuli. After a high-
resolution T1-weighted anatomical scan 
(whole head, 1  mm3 isotropic resolution), 5 
sequences of 125 images each (18 oblique T2* 
gradient echo planar images; voxel size, 3.4 by 
3.4 by 3.4  mm; repetition time, 3.5  s; echo 
time, 45  ms; flip angle, 90°) sensitive to the 
blood oxygenation level-dependent (BOLD) 
signal were acquired. Visual stimuli were pre-
sented through a liquid-crystal display project-
or with a mirror system and the responses of 
the participants were recorded with an optical 
MR compatible computer mouse. During each 
functional sequence, 6 blocks of 4 trials for 
each task were presented in the same order 
(i.e., 4 mental rotation trials followed by 4 visu-
ospatial control trials). We did not alternate the 
order of presentation of the blocks of trials dur-
ing scanning in order to make it as simple as 
possible for the patients, given that the two 
tasks shared the same sequence of events. The 
participants performed a total of 24 trials for 
each task during each functional sequence 
which lasted approximately 6.5  min. The first 
trial onset for each block of trials was synchron-
ized with the scanner acquisition via a trigger 
signal generated by the scanner. Behavioral 
and imaging data were acquired for all trials.

The only adjustment from the above neuro-
imaging procedure that was required for the pa-
tients was to increase the time allowed to pro-
vide their response on each trial by up to 7 sec-
onds. The pair of stimuli remained on the screen 
until the patients responded. The reason for this 
increase was to compensate for any cognitive or 
motor slowness.

Table 1. Patient characteristics and tumor locationsa

Case nr. Age (yr) Sexb Tumor type (grade) Location of tumorc a    All tumors were in the left 
hemisphere

b  F, female; M, male
c   P, posterior; SPL, superior 

parietal lobule

1 31 F astrocytoma (II) SPL

2 46 F oligodendroglioma (II) SPL

3 48 F oligodendroglioma (II) SPL

4 42 M glioblastoma multiforme (IV) SPL

5 51 M ganglioglioma (II) P frontal/SPL

6 41 M oligodendroglioma (II) P temporo-parieto-occipital
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Patient testing 

We examined preoperatively 6 patients whose 
brain tumors were located close to the IPS re-
gion. Table 1 summarizes the location of the 
tumor in each patient. Given that this region 
plays an important role in the mental transfor-
mation of visual images, we used f MRI and the 
mental rotation task to establish preoperatively 
the region essential for this function in each pa-
tient. During tumor resection, we evaluated 
the performance of these patients on the men-
tal rotation task. Four patients underwent 
postoperative f MRI 2 months after surgery to 
confirm that the functional region shown to be 
involved in the mental rotation task during the 
preoperative f MRI had not been removed dur-
ing resection and that increased activity was 
still observed within this region, postopera-
tively. The other 2 patients lived outside of the 
province and could not come back to Montreal 
for their postoperative scans. The period of 2 
months was chosen to avoid any effect of swell-
ing or other surgical factors that can be ob-
served in the early weeks after the surgery.

Neurosurgical procedure

Before the tumor resection in each patient, the 
preoperative f MRI data were transferred to a 
neuronavigation system (Surgical Navigation 
Network; ISG Technologies, Salina, Kans., 
U.S.A.) together with the patient’ s structural 
MR images. These data were registered to the 
patient in a 2-step process. First, correspond-
ing anatomical landmarks (such as the can-
thus, meatus, and bridge of the nose) were 
identified in the MRI image data on the com-
puter, and on the patient with a three-dimen-
sional (3-D) pointer, to calculate the patient-
to-image transformation.  Afterwards, points 
on the surface of the skin of the patient were 
marked and used to refine the patient-to-im-
age transformation by comparing them to the 
skin surface extracted from the MRI data. 
Once the dura mater was opened, the neuro-
surgeon was able to localize the functional 
peak of activity in relation to the tumor loca-

tion and to adjust the surgical approach 
throughout the surgery (Fig. 2).

The brain shift induced during surgery was 
measured with the neuronavigation system in 
the operating room. At the beginning of sur-
gery, the patient’ s anatomy and functional im-
ages were aligned with the procedure de-
scribed above. During surgery, any brain shift 
could be estimated by identifying one or more 
landmarks (such as vessel bifurcations) on the 
patient’ s brain with the tracked 3-D pointer. 
The spatial location of the 3-D pointer was then 
compared with the coordinates of the corre-
sponding landmark in the 2-D images and 3-D 
renderings of the patient’ s brain. The differ-
ence between these positions enabled precise 
estimation of any brain shift. If the shift was 
deemed significant, the neurosurgeon could 
re-register the patient’ s images to the shifted 
brain with these landmarks. In this manner, the 
borders of the functional region observed in 
the IPS region could always be compared to 
the anatomical landmarks (sulci and blood ves-
sels) represented on the 3-D rendered images 
on the computer.

Intraoperative behavioral assessment

We developed an intraoperative procedure to 
evaluate the patients’ performance on the men-
tal rotation task and, thus, the function of the 
posterior parietal cortex during tumor resec-
tion. The surgery was performed after induc-
tion of anaesthesia using neuroleptics and 
while the patient was awake and alert. On the 
day of the surgery, we assessed the perfor-
mance of the patients on the mental rotation 
task on 3 different occasions: (1) 30 minutes 
before the surgery, in the patient’ s room, to 
obtain a baseline performance; (2) in the oper-
ating room, after the induction of anaesthesia 
but before the surgical intervention, to test the 
effect of anaesthesia on performance; and (3) 
throughout the surgery at regular intervals to 
establish whether the cognitive processing un-
derlying the performance of the task was pre-
served during the tumor resection.
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Data analysis for healthy control participants 
and patients

Statistical analysis for healthy participants and 
patients. The BOLD signal obtained during the 
mental rotation task was compared with the 
BOLD signal in the visuospatial control task, 
allowing us to identify the regions that showed 
greater response in the mental rotation task. 
The first 3 volumes of each functional sequence 
were discarded due to the T1 saturation effects. 
Images from all imaging sequences were first 
realigned with the Analysis of Functional 
NeuroImages (AFNI) image registrations soft-

ware using the third frame of the first sequence 
as a reference [16], and then smoothed with a 
MINC blurring software (mincblur) using a 
6  mm full-width half-maximum isotropic 
Gaussian kernel. Subsequently, all images were 
transformed into the Montreal Neurological 
Institute standard proportional stereotaxic 
space [45] by in-house dedicated software [13]. 
Functional and anatomical data were then 
merged for each healthy participant and pa-
tient separately to localize regions of signifi-
cant activation.

The statistical analysis of the fMRI data was 
based on a linear model with correlated errors 

Fig. 2. Neuronavigation system used during neurosurgery. Overview of the neuronavigation system and setting used during 
neurosurgery. (a) Intraoperative photograph representing the view through the microscope as seen by the neurosurgeon in 
case 5. (b) Photograph of the setting used for testing patients during surgery. (c–e) The location of the tumor and the focus of 
functional activity (activity peak) within the IPS region are illustrated on the cortical surface (c), on the sagittal view (d), and 
on the coronal view (e) of the left hemisphere of the patient in case 5. The tumor location is shown in turquoise. The black 
crosses indicate the same point in panels (a, c, and e). The white crosses indicate the same point in panels (a, c, d, and e). In 
panels (c, d, and e), the sulci are color-coded as follows: white dashed line, central sulcus (CS); yellow dashed line, intraparietal 
sulcus (IPS). L, left; R, right; Ant, anterior
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[49] (available at http://www.math.mcgill.ca/
keith/fmristat). The resulting t-statistic images 
were thresholded for significance by the mini-
mum value given by a Bonferroni correction 
and random field theory to account for multiple 
comparisons [48]. Significance was assessed on 
the basis of the spatial extent of consecutive vox-
els. A predicted cluster of voxels with a volume 
extent of >175 mm³ with a t-value of >3 was sig-
nificant (p < 0.05) corrected for multiple com-
parisons by the method of Friston et al [20].

Comparison between pre- and postoperative 
MRI data for patients. To compare the pre- and 
postoperative MRI data, it was necessary to 
account for any change in brain shape occur-
ring after surgery that might confound the di-
rect comparison of the functional regions. 
Nonlinear registration of the pre- and posto-
perative anatomical images was used to esti-
mate deformations of brain tissue due to the 
tumor. The ANIMAL (Anatomical Nonlinear 
Image Matching and Automated Labelling) 
software was used to compute a dense 3-D 
warping field to best match the pre- and posto-
perative anatomical MRI data [14]. The proce-
dure estimates deformation vectors on a 3-D 
grid that best match local neighborhoods by 
cross-correlation. Once estimated, the war-
ping field was used to resample the preopera-
tive image data (anatomical and functional) in 
the space of the postoperative data to enable 
direct comparisons.

Results

fMRI data for healthy control participants

We first tested the f MRI protocol with 10 
healthy control participants to confirm the pre-
diction from earlier work that there will be in-
creased activity within the IPS region in rela-
tion to the performance of the mental rotation 
task. We compared the BOLD signal obtained 
in the mental rotation block of trials (which re-
quired the visuospatial manipulation of imag-
es) with that of the visuospatial control block 
of trials (which required the same visual com-

parison and motor action but no manipula-
tion). For this comparison, significantly in-
creased activity was observed in the predicted 
region of the posterior parietal lobe, that is, 
within the horizontal segment of the IPS re-
gion, bilaterally (x = –38, y = –42, z = 42, t = 
10.399; x = 36, y = –50, z = 62, t = 10.252). 

We subsequently looked at this compari-
son for individual participants to ensure that 
these peaks of increased activity were observed 
in each one of them given that the protocol was 
developed to localize functional areas in indi-
vidual patients. For each participant, signifi-
cant increase in activity was located within the 
horizontal segment of the IPS region, posterior 
to the postcentral sulcus and anterior to the 
stereotaxic coordinate y = –60 (see Fig. 3 for an 
illustration of the peak of increased activity in a 
representative participant). The functional im-
aging protocol therefore proved to be a sensi-
tive and robust means of localizing functional 
activity within the posterior parietal region in-
volved in mental spatial transformations.

Preoperative behavioral and fMRI imaging 
data for patients

All patients were able to perform the mental 
rotation task and the visuospatial control task. 
The mean success rates varied from 65 to 98% 

Fig. 3. Increased activity in the posterior parietal region dur-
ing mental rotation in a representative healthy control partici-
pant. The activity is based on the contrast mental rotation 
minus visuospatial control condition. The focus of the func-
tional activity (activity peak) is in the horizontal segment of 
the IPS illustrated on the cortical surface (a) and on the coro-
nal view (b) of a healthy participant’ s brain. The white crosses 
indicate the same point in panels (a) and (b). For color codes 
of sulci and definitions of abbreviations, see caption of Fig. 2



A. S. Champod et al.

174

for the mental rotation task and from 75 to 99% 
for the visuospatial control task.

We compared the BOLD signal obtained in 
the mental rotation block of trials with that of 
the visuospatial block of trials preoperatively in 
all 6 patients. The location of activity peaks ob-
tained by f MRI was assessed on the basis of 
their stereotaxic coordinates, as well as the sul-
cal and gyral patterns of the posterior parietal 
region. We did not solely rely on the stereotaxic 
coordinates of the peaks because brain tumors 
exert pressure on the neighboring tissue and 
thus shift the location of sulci and gyri. In all pa-
tients, the functional region involved in mental 
spatial transformations was localized within the 
horizontal segment of the IPS region (see Table 
2 for the stereotaxic coordinates of the preop-
erative peaks in all 6 patients and Fig. 4 for an 
illustration of the regions of increased activity 
in the 4 patients who took part in the preopera-
tive f MRI, the intraoperative testing procedure, 
and the postoperative f MRI). In all 6 patients 
the functional activity was located in the vicin-
ity of the tumor and never within the tumor. 
Furthermore, in all patients, there were also 
various peaks of activity that were far from the 
tumor site and constitute part of the network of 
areas that have been demonstrated to be in-
volved in visuospatial transformations in 
healthy participants. Evidently, not all these 
peaks of activity represent areas that are essen-
tial to the task at hand. We focused here on the 
functional region located within the posterior 
parietal cortex that has been shown to be cen-

trally involved in the performance of such a task 
(i.e., the IPS region). 

Neurosurgical procedure and intraoperative 
behavioral data

The f MRI data were available to the neurosur-
geon for each patient 2–3 days before the sur-
gery. The operative procedure was planned so 
that the part of the tumor that was located clos-
est to the functional peak of activity within the 
IPS region was to be resected last (Fig. 4). The 
success rate of the 6 patients varied from 93.75% 
(15 of 16) to 100% (16 of 16 trials) on the mental 
rotation task 30 min before the surgery. In the 
surgery room, the patients performed 1 to 2 
blocks of 8 mental rotation trials after the in-
duction of anaesthesia, and a number of blocks 
of 8–16 trials during the tumor resection in 
intervals that averaged 35 min. With the excep-
tion of a transient drop in performance after the 
induction of anaesthesia in patient 1 (F(9,142) = 
3.445; p < 0.001), the success rate on the mental 
rotation task did not vary significantly at any 
time of the surgery in any of the 6 patients (pa-
tient 2: F(7,56) = 0.684; p > 0.685, not significant 
[ns]; patient 3: F(11,84) = 0.636; p > 0.793, ns; pa-
tient 4: F(19,140) = 1.590; p > 0.066, ns; patient 5: 
F(12,91) = 0.833; p > 0.616, ns; patient 6: F(8,63) = 
0.875; p > 0.542, ns; ANOVA). For patient 1, it 
was noted that the anaesthesia induced signifi-
cant sleepiness for a period of approximately 
20 min. A state of optimal alertness and recov-
ery of function was observed before the begin-

Table 2. Pre- and postoperative MRI data of BOLD signal maxima

Case nr. Preoperative maximum Postoperative maximum

Stereotaxic coordinate (mm)
t-valuea

Stereotaxic coordinate (mm)
t-valuea

x y z x y z

1 –43 –50 57 13.75* –37 –51 56 6.75*

2 –43 –53 57 8.50* –38 –54 56 13.06*

3 –43 –44 67 13.05* –43 –41 57 10.70*

4 –46 –46 48 5.20* –34 –52 60 2.40

5 –47 –46 48 3.82*

6 –29 –46 40 3.064*

a  Asterisk indicates significance at p < 0.05 corrected for multiple comparisons



Preoperative and postoperative functional magnetic resonance imaging

175

Fig. 4. Preoperative and postoperative activity in the posterior parietal region during mental rotation in 4 patients. Preopera-
tive (a) and postoperative f MRI (b) data showing the focus of activity within the horizontal segment of the IPS region in each 
patient. The gray shaded area on the cortical surface shows the tumor location. The foci of activity correspond to the exact loca-
tion of the peaks described in Table 2. White crosses indicate the location of the activity increase in the IPS region. The stereo-
taxic coordinates provide the location of the activity peak in the Montreal Neurological Institute standard stereotaxic space. The 
color scale indicates the t value range. (b) Deformation of the cortical surface shows the extent of the tumor resection. The data 
demonstrate that, in each patient, the region involved in mental rotation was not removed during the tumor resection. The 
functional activity was observed in the same region of the IPS preoperatively (a) and postoperatively (b). For color codes of 
sulci and definitions of abbreviations, see caption of Fig. 2
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ning of the tumor resection. This transient fluc-
tuation of alertness following the induction of 
anaesthesia was also observed with the use of a 
different intraoperative protocol [3] and seems 
to require special attention to ensure a return to 
baseline performance before the tumor resec-
tion. Figure 5 displays the behavioral results ob-
tained throughout this procedure in a repre-
sentative patient (patient 5).

Postoperative behavioral, MRI and fMRI data
 
The mean success rates on the mental rotation 
task for each patient postoperatively indicate 
that there was no decline in performance on 
this task following surgery. Performance re-
mained stable in 3 patients (patient 1: F(1,438) = 
1.94; p > 0.165, ns; patient 2: F(1,478) = 0.588; p 
> 0.444, ns; patient 3: F(1,482) = 1.90; p > 0.169, 
ns; ANOVA) and even improved in one patient 
(patient 4: F(1,406) = 14.37; p < 0.000, signifi-
cant; ANOVA). It is important to mention that 
the preoperative MRI in patient 4 demonstrat-
ed significant oedema surrounding the tumor 
and very close to the region of functional activ-
ity associated with the performance of the 
mental rotation task. The postoperative MRI 
demonstrated a reduction of swelling, which 
could explain the improvement in performance 

on the mental rotation task postoperatively.
These results are consistent with the fact 

that, as seen in the postoperative structural 
MRIs of the 4 patients (patients 1–4), the neuro-
surgeon preserved during the surgery the func-
tional region involved in the mental rotation 
function as defined with the preoperative fMRI 
(Fig. 4b). Reports of the surgery procedure 
written by the neurosurgeon described that the 
functional region involved in mental rotation 
identified preoperatively was preserved in the 2 
patients who could not come back to Montreal 
postoperatively (patients 5 and 6). Their perfor-
mance on the task 24 h after surgery remained at 
the preoperative level (see Fig. 5 for the intraop-
erative performance of patient 5).

We compared the BOLD signal obtained in 
the mental rotation block of trials with that of 
the visuospatial block of trials postoperatively 
in the 4 patients who were scanned both pre- 
and postoperatively to confirm that increased 
activity would be observed in the same IPS re-
gion that was identified preoperatively. In all 4 
patients, the functional region involved in 
mental spatial transformations was localized 
within the same region of the horizontal seg-
ment of the IPS identified preoperatively in the 
patients and in the 10 healthy participants (see 
Table 2 for the stereotaxic coordinates of the 
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Fig. 5. Intraoperative behavioral performance of a representative patient on the mental rotation task. The performance of this 
patient (case 5) on the mental rotation task was assessed on 3 separate occasions: 30 minutes before surgery; in the operating 
room, after the induction of anaesthesia but before the surgical intervention; and during the tumor resection. In each testing 
session, the patient performed 16 mental rotation trials. The performance was at 100% before the surgery and remained stable 
throughout the surgical procedure with the exception of a minor fluctuation during the resection
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postoperative peaks and Fig. 4b for an illustra-
tion of the postoperative peaks of increased ac-
tivity in the 4 patients who took part in every 
aspect of the procedure).

Discussion

In neurosurgical clinical practice, language and 
somatomotor functions are commonly as-
sessed pre- and intraoperatively in patients un-
dergoing tumor resection [4, 8, 25, 28, 44, 47]. 
Apart from language, other cognitive func-
tions, such as executive and spatial cognitive 
processing are typically neglected in this neu-
rosurgical population despite the clear rele-
vance for everyday functioning of preserving 
as much cognitive processing as is compatible 
with a successful operation. Over the years, 
survival rates in primary brain tumors have in-
creased due to the advancement in medical sci-
ence and technology [12]. Surgery is one of the 
first-line treatments in primary brain tumors 
and it is increasingly being recognized that 
more resources should be devoted to the devel-
opment of management strategies focused on 
the improvement of the patients’ indepen-
dence and quality of life postoperatively [18].

By combining findings from lesion and 
neuroimaging studies, we have previously 
shown that the pre- and intraoperative assess-
ment of specific aspects of executive function-
ing may be useful for surgical planning in order 
to minimize potential neurological postopera-
tive deficits in this domain [3]. Here, we dis-
cussed the development of a pre- and postop-
erative f MRI and intraoperative behavioral 
paradigm for the assessment of mental spatial 
transformations which is of particular rele-
vance to the preservation of function in neuro-
surgical candidates with tumors invading or 
close to the parietal cortex. The ability to ma-
nipulate objects mentally that relies heavily on 
the parietal cortex in interaction with the fron-
tal cortex [10, 11] is important to successful 
postoperative adjustment in multiple daily life 
situations. For example, efficiently navigating 
or rearranging objects in space, such as parking 

a car, require the ability to transform mentally 
objects so as to understand the implications of 
any movement of these objects in space. Mental 
rotation paradigms have been extensively used 
to study the neural correlates of mental spatial 
transformations in healthy participants. Lesion 
and TMS studies have demonstrated a crucial 
role of the posterior parietal cortex in the per-
formance of such tasks [7, 19, 34, 40] and func-
tional neuroimaging studies have identified the 
IPS region as a key region in the manipulation 
of information in different cognitive domains 
[10, 11, 26, 30, 39, 41, 50].

On the basis of this prior knowledge of the 
function of the IPS region, we designed a men-
tal rotation task that would be suitable for use 
with patients with brain tumors near or within 
the posterior parietal cortex. We developed an 
f MRI protocol with this task for a group of 10 
healthy normal participants that produced reli-
able and robust functional activity within the 
IPS region that could be reproduced on a sub-
ject by subject basis. We then tested preopera-
tively by this f MRI protocol 6 patients with 
brain tumors invading the parietal lobe. The 
f MRI results obtained for the 6 patients showed 
that the functional region involved in the men-
tal rotation task was focused on the same IPS 
region. Importantly, in all 6 patients, this func-
tional region was located in the proximity of 
their brain tumors (Fig. 4). Consequently, the 
preoperative f MRI data allowed the neurosur-
geon to plan the surgery on the basis of infor-
mation about a still functional posterior pari-
etal region surrounding the tumor.

The transfer of preoperative f MRI results 
to the operating room through an integrated 
image-guided neuronavigation system allowed 
the neurosurgeon to optimize the approach for 
tumor resection in patients to preserve the rel-
evant functional posterior parietal cortex. We 
were able to demonstrate the usefulness of this 
methodology by testing 4 of the patients post-
operatively on the mental rotation task. These 
patients showed no decline in performance 
postoperatively and the functional activity re-
lated to the mental rotation in the IPS region 
was observed pre- and postoperatively.
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The behavioral results obtained during the 
intraoperative assessment revealed that such a 
procedure can be helpful to the neurosurgeon 
during the brain tumor resection, without in-
terfering with the surgical procedure. A major 
change in the performance of the patient dur-
ing the tumor resection could be important in 
deciding whether to modify the approach used 
for the surgical resection or to terminate the re-
section. Since the resection of the part of the 
tumor closest to the functional activity was left 
at the end of the operative procedure (see 
Methods), we were in a position to monitor the 
performance of the patient throughout the sur-
gery in an efficient manner and to provide use-
ful information to the neurosurgeon during the 
operation.

Functional neuroimaging techniques are 
commonly used to minimize postoperative risk 
to language, sensory and motor function in pa-
tients with brain tumors [4, 21, 22, 24, 25, 28, 
32, 33, 47]. The findings from this study and 
from our previous work focusing on executive 
functions [3] demonstrate that such proce-
dures can also be applied to cognitive functions 
other than language. The present study intro-
duces a new paradigm to localize and evaluate 
reliably by f MRI the ability of patients with 
brain tumors invading or close to the parietal 
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Introduction

Social cognition refers to the mental processes 
that are used to perceive and process social 
cues, stimuli, and environments, and has tradi-
tionally been studied by social, developmental, 
and neuropsychologists from conceptual and 
behavioral perspectives. Advances in brain im-
aging technology within the last two decades 
have also provided a means of investigating the 
neural underpinnings of these three interrelat-
ed concepts. Researchers from the field of so-
cial neurosciences have recently started to map 
abstract sociocognitive concepts in the brain, 
and the value and practical applications of this 
cortical mapping are wide ranging, diverse, 
and profound. In particular, greater insight 
into the neural substrates of social cognition is 
beneficial to medical practice in explaining the 
sociocognitive deficits that may result from 
neurosurgical interventions for conditions 
such as epilepsy and brain tumors. 
Furthermore, knowledge of the brain regions 
and circuits that underlie uniquely human so-
cial skills can deepen our understanding of 
neurological and psychiatric illnesses in which 
the presenting symptoms include socioemo-
tional and sociocognitive deficits, such as in 
autism or schizophrenia. To illustrate these 
points, this chapter will focus on two central 
components of social cognition, theory of 
mind and moral reasoning, in the context of 

human brain mapping. These concepts will 
first be defined and distinguished from one an-
other, before we turn to a study of their devel-
opment and neural substrates. External factors 
that have bearing on neurocognition, such as 
culture and gender, will also be highlighted. 
Lastly, to underscore the importance of these 
issues for the clinical community, we will illus-
trate how sociocognitive abilities are affected 
in a range of neurological and psychiatric con-
ditions, what implications such impairments 
may have for our understanding of neurocogni-
tion, and how knowledge of sociocognitive 
substrates may help inform clinical practice, 
such as neurosurgery.

Scourfield and colleagues [27] define social 
cognition as “those aspects of higher cognitive 
function which underlie smooth social interac-
tions by understanding and processing inter-
personal cues and planning appropriate re-
sponses.” As such, it includes a vast range of 
functions. Within these, one of the processes 
most central to appropriate social and emo-
tional functioning is the theory of mind (ToM), 
or “mentalizing”, which is the ability to attri-
bute mental states (beliefs, intents, desires, 
pretending, knowledge) to oneself and others, 
and to understand that others have mental 
states that are different from one’ s own. ToM is 
a subcomponent of social cognition because it 
refers specifically to inferences about other 
people’ s mental states and is distinct from oth-

New insights into neurocognition provided by brain 
mapping: Social cognition and theory of mind
John S. Bellerose, Miriam H. Beauchamp, and Maryse Lassonde



J. S. Bellerose, M. H. Beauchamp and M. Lassonde

182

er social cues such as eye gaze and gestures, 
which can also be used to make judgments in 
social situations [10]. ToM has been found to 
influence and subserve many other sociocogni-
tive abilities, in particular, moral reasoning and 
cognitive empathy.

Neuroanatomical and neurofunctional 
substrates of sociocognitive functions

Given the centrality of ToM and related cogni-
tive functions to appropriate social cognition, 
knowledge of their neural substrates is key to 
understanding how disruptions in brain struc-
ture and function can cause social problems 
throughout development. Yet, neuroimaging 
studies attempting to elucidate the brain re-
gions involved in sociocognitive abilities have 
yielded some discrepancies across studies. In 
general, studies have shown that the anterior 
temporal lobes are activated in a wide range of 
social cognition tasks. In addition, electro-
physiological studies of monkeys have shown 
that the superior temporal cortex, the orbito-
frontal cortex and the amygdala are reliably 
involved in social cognition [9]. However, 
more specificity is needed to distinguish par-
ticular sociocognitive processes from each 
other, as functions such as ToM, empathy, and 
moral reasoning may be differentially affected 
by brain disruption. After reviewing a large 
number of ToM studies, Carrington and Bailey 
[10] posit that there may be “core” regions ac-
tivated for most ToM abilities and more “pe-
ripheral” regions recruited on the basis of the 
specific demands of some ToM tasks. This sug-
gestion is based on the observation that meth-
odological variability does not account for the 
varied results produced by neuroimaging stud-
ies thus far [5, 10]. The following regions have 
been identified as “core” or critical structures 
sustaining ToM abilities: medial prefrontal 
cortex (mPFC, including anterior medial re-
gions), superior temporal sulcus (STS), tem-
poroparietal junction (TPJ), as well as the 
para- and anterior cingulate cortices [10, 30]. 
Additionally, Carrington and collaborators 

posit that the control of shared representa-
tions is involved in ToM abilities. The concept 
of shared representations stems from the study 
of “mirror neurons”, through which it has been 
suggested that the brain systems involved in 
representing one’ s own mental states may be 
the same as those representing others’ mental 
states. Mirror neurons were first discovered in 
monkeys whereby it was observed that a mon-
key’ s premotor cortex was activated both 
when the animal engaged in a motor action 
and when it observed another monkey per-
forming a motor action [12, 15]. Scientists 
studying social cognition with humans have 
since extrapolated that there may also be mir-
ror neurons for sociocognitive abilities that 
fire when mental representations are shared 
(e.g., theory of mind). Indeed, there is some 
evidence that the same brain circuits are acti-
vated when one is thinking about one’ s own 
mental states and when one is reflecting on an-
other person’ s mental states [16, 26]. In fact, 
scientists have suggested that this similarity in 
activation is what makes us capable of ToM. If 
this is true, then there must be a way of differ-
entiating between one’ s own mental states and 
that of others, and the anterior medial frontal 
cortex and TPJ may play a crucial role in this 
regard. Specifically, the anterior medial frontal 
cortex appears to control shared representa-
tions, whereas the TPJ seems to govern self–
other differentiation [30]. Other studies cor-
roborate this idea, demonstrating that the 
mPFC and the TPJ (especially the right TPJ) 
show the most consistent activation across a 
variety of ToM tasks [10, 27]. The mPFC is ac-
tivated in 90% of ToM studies [9]. Of note, 
studies conducted by Gallagher and Frith [13, 
14] found that ToM solicits the following brain 
areas: the mPFC, STS, TPJ, and the temporal 
poles. Remarkably, although the amygdala 
seems to play a role in ToM, it is not consis-
tently activated across studies. Carrington and 
Bailey [10] speculate that the amygdala may be 
involved in the development of ToM but may 
not be as necessary for the maintenance of this 
ability later in life. This suggestion partly stems 
from the observation that early damage to the 
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amygdala has been linked with deficits in ToM 
[28]. The temporal poles have also shown 
some activation during ToM tasks but, once 
again, not in a consistent way, and their spe-
cific role (whether it be critical or part of a 
larger circuitry that gives rise to ToM) remains 
ill-defined. So far, researchers have identified 
the role of the temporal poles within ToM as 
being activated when individuals are present-
ed with complex social stimuli (e.g., a story or 
social vignette) in which they must evaluate 
another person’ s intentions, beliefs, and emo-
tions [23]. In essence, knowledge gained from 
neuroimaging studies of ToM suggest that al-
though there appears to be a core circuit re-
lated to this process, the brain areas recruited 
are also task-dependent. In addition, investi-
gators interested in mapping the neural sub-
strates of ToM must keep in mind that even 
though all ToM tasks assess some aspect of 
ToM function, variations in task design may 
result in additional regions being recruited, 
such as those related to linguistic abilities.

ToM is closely linked to a number of other 
sociocognitive abilities. In particular, it under-
lies moral reasoning, which allows individuals 
to consider the world around them and to make 
decisions about right and wrong. Moral rea-
soning is tightly linked to ToM because for in-
dividuals to engage in appropriate moral be-
haviors, they must have the ability to under-

stand and represent another person’ s perspec-
tive (ToM). Although both ToM and moral 
reasoning refer to consideration of other’ s 
mental states, in moral reasoning the focus is 
on considering intention and justification for 
moral action, rather than on understanding an-
other’ s beliefs. Research into the neural corre-
lates of moral reasoning to date has shown that 
the mPFC, TPJ, orbitofrontal regions, cingu-
late cortices, STS, and the amygdala are in-
volved when moral judgments about a social 
situation are made [22, 33, 37, 38]. Since these 
brain regions are recruited specifically for mor-
al versus nonmoral information, it is likely that 
one automatically infers mental states in order 
to process moral facts [37]. This is an interest-
ing conjecture given that many of the regions 
recruited during moral reasoning are also re-
cruited during ToM tasks (Fig. 1).

In an attempt to reconcile the somewhat 
heterogeneous neuroimaging findings gener-
ated in relation to ToM and moral reasoning, 
some researchers have looked to other inter-
nal and external factors, such as development, 
gender, and culture, that may influence social 
cognition. Singer [29] provides a good argu-
ment for focusing on developmental aspects 
of social cognition: a child’ s mentalizing abili-
ties develop by the age of four years, clearly 
much before the brain regions sustaining 
those abilities have fully matured. Indeed, the 

Fig. 1. Overlap (green) between areas commonly reported to be activated in studies of theory 
of mind (blue) and moral reasoning (yellow). A temporo-parietal junction; B superior temporal 
sulcus; C temporal pole; D medial prefrontal cortex; E cingulate cortex; F orbitofrontal cortex; 
G amygdala
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behavioral aspects of ToM development are 
well established and there is ample evidence 
in the literature that ToM abilities change 
qualitatively during childhood and well into 
the teenage years. First-order beliefs (attrib-
uting a belief to another person) generally de-
velop by four years of age, while second-order 
beliefs (attributing a belief about another per-
son’ s belief ) generally emerge between the 
ages of six and ten. However, given that scien-
tists, especially those in the field of social neu-
roscience, have only begun to look at the neu-
ral underpinnings of ToM development, stud-
ies that have looked at this aspect specifically 
are scarce. Interestingly, Kobayashi and col-
leagues [17] comparing children and adults 
on ToM tasks found that the bilateral TPJ and 
the right inferior parietal lobule are areas that 
are important for ToM during both childhood 
and adulthood. However, in the child group, 
there was more activity in the right superior 
temporal gyrus, the right temporal poles, the 
cuneus, and the right ventromedial PFC. In 
contrast, in the adult group, there was more 
activity in the left amygdala compared to the 
child group. The authors suggest that the re-
gions that were more activated in the child 
group may represent areas that are recruited 
by the cognitive precursors of ToM during de-
velopment. Furthermore, the same study ex-
amined whether the performance of both 
groups could be affected by the modality in 
which the ToM task was presented. The find-
ings indicate that children’ s ToM seems to be 
more tied to the visual modality than adults’ 
ToM, which is more tied to the verbal modal-
ity. These developmental differences may hint 
at the fact that the language and cognitive ca-
pabilities adults rely on when confronted with 
ToM tasks are different from the strategies 
available to and employed by children. Given 
that the children in the study were eight years 
old and that the major ToM milestones in 
childhood occur between the ages of three 
and seven, future studies looking at children 
in that age range will help to further elucidate 
developmental aspects in the neural sub-
strates of ToM. In a similar context, studies 

have been conducted with blind individuals in 
order to examine if being deprived of a modal-
ity (i.e., vision) affects brain regions recruited 
for ToM tasks. Bedny et al [3] found that the 
regions solicited during ToM tasks for con-
genitally blind adults are the same as those re-
cruited by sighted adults. Namely, the blind 
individuals showed activations in the biltater-
al TPJ, the mPFC, the precuneus, and the an-
terior STS. The authors conclude that for con-
genitally blind and sighted adults, inferring 
mental states that are based on seeing is an 
akin process. That is, visual experience is not a 
requisite for being able to neurally represent 
another person’ s experiences. In blind indi-
viduals, the same brain regions are recruited 
for ToM tasks, regardless of the modality so-
licited. Those findings further suggest that at 
least some aspects of ToM development are 
based on inborn influences and on more ab-
stractly represented experiences, indepen-
dent of the modality in which the information 
was acquired. 

Gender differences have been studied ex-
tensively in relation to discrepancies in perfor-
mance on ToM tasks. Behavioral studies have 
provided evidence that women perform better 
on ToM tasks than do men, regardless of age, 
and these gender differences are apparent even 
in children [10]. As with developmental as-
pects of ToM, the literature on neuroimaging 
and gender differences for ToM is scant and 
constitutes a rich area for future research en-
deavors. One of the few imaging studies on this 
topic was conducted by Krach and colleagues 
[19], who found that women elicit more activ-
ity in the mPFC than men during ToM tasks.

Proponents of cultural neuroscience have 
started to delve into the question of the impact 
of culture (and language) on sociocognitive 
functions. Lack of consideration of these exter-
nal factors may influence interpretations of 
both behavioral and neurofunctional aspects of 
social cognition. Many studies fail to control 
for these variables, and this may introduce sig-
nificant methodological bias, as noted by 
Kobayashi and colleagues [18]. The authors 
studied a group of bilingual Japanese–English-
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speaking children and compared them to a 
group of monolingual English-speaking chil-
dren on a ToM task. They found that only bilin-
gual children tested with Japanese stories 
showed activation in one of the typical four 
ToM areas (mPFC). Surprisingly, even mono-
lingual English children did not show any acti-
vation in the TPJ. Based on these results, 
Perner and Aichhorn [25] speculate that when 
presented with a ToM task, the activation seen 
in the TPJ could be influenced by environmen-
tal factors such as culture or language. However, 
how each of these factors possibly contributes 
to these differences in activation is still un-
known. Their argument is founded on previous 
studies that have shown that bilingual children 
perform better on false-belief tasks than mono-
lingual children; that performance on false-
belief tasks is related to verbal intelligence; and 
that deaf children with language delays also ex-
hibit delays in performance on false-belief 
tasks [25]. Of note, generalization across ToM 
tasks is still premature because no studies have 
examined other types of ToM tasks. In inter-
preting these results, researchers and clinicians 
should also bear in mind that there may be im-
portant interindividual differences in perfor-
mance on ToM tasks regardless of external fac-
tors. As Carrington and Bailey [10] state: “some 
individuals consistently show insight into men-
tal states and adapt their behavior accordingly, 
whereas others show less awareness” (p 2330). 
Therefore, “normal” individual differences may 
in part explain the lack of consistency across 
neuroimaging studies. Otsuka et  al [24] pro-
vide evidence in favor of this argument, dem-
onstrating a correlation between performance 
on a ToM task and activation in the anterior 
STS, and thus suggesting that the anterior STS 
might reflect individual differences in ToM. 
However, given the correlational nature of 
their study, future studies need to be conduct-
ed to establish the cause-and-effect relation be-
tween these two elements.

Clinical insights into the neural 
substrates of the theory of mind

A discussion of the neuroanatomical and func-
tional bases of social cognition would be in-
complete without consideration of clinical 
conditions in which ToM deficits are common 
occurrences. As such, developmental, neuro-
logical, and psychiatric conditions that affect 
sociocognitive functioning provide a rich 
source for understanding the link between 
neurological processes and socioemotional 
function (Table 1). One neurological condition 
in which important ToM deficits have been ob-
served is acquired brain injury. In their review, 
Martín-Rodríguez and León-Carrión [21] 
found that ToM deficits in adults with frontal 
lobe lesions due to acquired brain injury fol-
lowed a particular task-related hierarchy. 
Deficits were most severe on ToM tasks in 
which an understanding of indirect speech 
(i.e., sarcasm, metaphors, irony) was required. 
Less severe, but nonetheless important deficits 
were found on social faux pas tasks, followed 
by second-order and first-order belief ToM 
tasks. This descending order of severity does 
not fit the “hierarchy of ToM tasks hypothesis” 
[19]. According to the hypothesis, in some dis-
orders those skills that develop later in life 
should be most impaired by neural disruption 
[2, 8, 31]. However, the review suggests that in-
dividuals with acquired brain injury show few-
er deficits on faux pas tasks than on tasks re-
quiring an understanding of indirect speech 
even though one’ s understanding of faux pas 
develops later in life. In addition, the review 
found that frontal lobe lesions affect the perfor-
mance on faux pas tasks, while right hemi-
sphere damage has an impact on the under-
standing of indirect speech and faux pas. 
However, recent neuroimaging studies ques-
tion this link between right-hemisphere dam-
age and ToM deficits in acquired brain injury 
and emphasize the importance of the left hemi-
sphere as well as the connection between the 
two hemispheres [32]. Neuroimaging studies 
on this topic would be greatly aided by behav-
ioral studies looking at whether ToM abilities 
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Table 1. Clinical manifestations of ToM deficits and brain circuits involved in specific pathologies

Pathology Brain circuitry involved Problem ToM deficits

Acquired brain injury Frontal lobes Lesion Indirect speech, faux pas, 
second-order beliefs, first-
order beliefs

Parkinson’ s d isease Dorso-lateral  
prefrontal-striatal circuitry

Early atrophy Cognitive ToM deficits

Fronto-striatal-limbic  
circuitry

Protracted degeneration Affective ToM deficits

Schizophrenia Medial prefrontal cortex, 
amygdala, temporoparietal 
junction

Abnormal activation General deficits in mental 
state inference; “hyper-
ToM”

Inferior parietal lobule Abnormal activation Abnormal source  
monitoring

Dopamine circuitry General transmission  
impairment

Erroneous contextual  
information

Cortico-cerebellar-thalamic-
cortical circuit

Inappropriate recruitment General ToM deficits

Bipolar disorder Left anterior cingulate, 
precuneus, cuneus  
bilaterally

High individual variability; 
consistent activations do not 
include regions typically 
recruited for ToM

Restricted ability to  
mentalize; decreased  
cognitive flexibility

Autism spectrum disorders Medial prefrontal cortex, 
amygdala, anterior cingulate 
cortex, medial temporal 
lobe, inferior parietal lobe

Abnormal activation General ToM deficits

Supplementary motor area Inappropriate recruitment of 
lower-order processing brain 
areas

Difficulty with perception of 
specific social stimuli

Right temporoparietal  
junction

Grey matter abnormalities General ToM deficits

are independent of other general cognitive ca-
pacities (language, executive functions). The 
specific impact of severe traumatic brain injury 
on ToM skills has also been explored in chil-
dren. Findings indicate that children between 
the ages of 5 and 7 years with severe traumatic 
brain injury show developmental lag on tasks 
of first- and second-order mental states compa-
rable to their peers, suggesting stagnation or 
even regression of existing ToM skills [35]. 
Additionally, Walz and colleagues [36] found 
that even when strong predictors of ToM abili-
ties, such as age, task-specific cognitive de-
mands, and verbal skills were taken into ac-
count, children who sustained severe traumatic 
brain injury still performed more poorly than 

typically developing peers and children suffer-
ing from orthopedic injuries. Another study 
conducted by the same group corroborates the 
aforementioned findings in that they found the 
same results in a younger group (3 years old) of 
children having sustained severe traumatic 
brain injury [25]. 

Parkinson’ s disease is also the focus of sci-
entific scrutiny in relation to ToM abilities. In 
order to understand the ToM deficits in 
Parkinson’ s disease, Bodden et al [6] propose 
that a distinction be made between “cognitive 
ToM”, in which one intellectually understands 
mental states, and “affective ToM”, which pro-
vides an appreciation of others’ emotions. Of 
note, ToM deficits are primarily observed in 



New insights into neurocognition provided by brain mapping

187

individuals with advanced Parkinson’ s disease, 
with cognitive ToM deficits appearing first, fol-
lowed by deficits in affective ToM once the dis-
ease has progressed further. Neuroanatomically, 
early emerging deficits in cognitive ToM ap-
pear to be attributed to early atrophy of the 
dorsolateral prefrontal-striatal circuitry, 
whereas later deficits in affective ToM seem to 
be related to the protracted degeneration of 
the frontostriatal-limbic circuitry. In this re-
gard different etiologies of Parkinson’ s disease 
may result in different ToM deficits.

Psychiatric illnesses have also received at-
tention in relation to ToM deficits. In particu-
lar, such deficits are well documented for indi-
viduals with schizophrenia and have been in-
vestigated via neuroimaging. Brunet-Gouet 
and Decety [9] found abnormal prefrontal and 
amygdala activation in individuals with schizo-
phrenia, which translated behaviorally into 
general deficits in mental state inference. 
Furthermore, abnormal activity in the inferior 
parietal lobule was identified and this resulted 
in abnormal source monitoring. That is, indi-
viduals with schizophrenia are impaired in 
monitoring their actions and when making 
self–other distinctions. Additionally, errone-
ous processing of contextual information by 
individuals with schizophrenia performing 
ToM tasks has been attributed to a general im-
pairment of dopamine transmission in the 
brain. Brunet-Gouet and Decety [9] conclude 
that “the inability to maintain a stable and rel-
evant social context for the processing of one’ s 
own or other people’ s mental representations 
and the impairment of the ability to modify 
this type of context may arise from acute neu-
rotransmitter disturbances” (p. 86). A positron 
emission tomography study conducted by 
Andreasen and colleagues [1] supports previ-
ous studies which have found that individuals 
with schizophrenia have a deficit in soliciting 
the cortico-cerebellar-thalamic-cortical cir-
cuit. Similarly, the areas of increased brain ac-
tivity (as observed through blood flow) found 
in their study suggest that these individuals 
may need to utilize resources in the right hemi-
sphere to compensate for impairments in the 

left hemisphere. These finding beg the ques-
tion: Is this a problem in brain lateralization or 
use of different strategies? Individuals with 
schizophrenia might be using a more “logical” 
process rather than a “social” process for ToM 
tasks. Walter and colleagues’ f MRI study ex-
amining the relation between ToM and para-
noid schizophrenia yielded similar results; 
there was a general dysfunction of the ToM cir-
cuitry in the brain of individuals with paranoid 
schizophrenia [34]. The authors argue that as 
soon as a social element is present, the differ-
ence in neural activation in individuals suffer-
ing from schizophrenia versus their healthy 
counterparts becomes obvious, especially in 
the mPFC and the TPJ, the structures that have 
most consistently been associated with ToM. 
Given that the mPFC and the TPJ have been 
respectively attributed the roles of distinguish-
ing between one’ s own mental states and those 
of others, as well as communicating intentions, 
Walter and colleagues [34] posit that individu-
als with schizophrenia are not able to differen-
tiate between their own mental states and 
those of others, leading to “hyper-ToM”. As 
stated by the authors: “schizophrenic patients 
perceive agency where others see none […] the 
ToM module in paranoid schizophrenia might 
malfunction because it is overactive from the 
start and thus isn’t well suited to distinguish 
properly between mental and physical states” 
(p. 175). Benedetti and colleagues’ [4] results 
corroborate the aforementioned statements in 
that individuals with schizophrenia present ab-
normal neural activations in mPFC and tempo-
ral structures while performing ToM tasks. 
Furthermore, these differences in activation in 
the mPFC are present early on in the evolution 
of the disease, leading the authors to suggest 
that they might have identified a biological ba-
sis for the sociocognitive problems affecting 
this psychiatric population. 

Bipolar disorder also constitutes a psychi-
atric condition of interest in terms of the neural 
substrates of ToM. Malhi and colleagues [20] 
found that individuals suffering from euthymic 
bipolar disorder do not show the same consis-
tent, widespread activation that is seen in 
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healthy individuals performing ToM tasks. In 
fact, even within the bipolar group, only the 
left anterior cingulate, the precuneus, and the 
cuneus bilaterally showed some consistency in 
activation. Of note, the activations found in the 
patient group do not include structures that are 
typically activated during ToM tasks in healthy 
individuals, such as the mPFC and the TPJ. 
Although individuals suffering from bipolar 
disorder seem capable of solving ToM tasks, 
they may not have the level of understanding 
and appreciation that is seen in healthy peers; 
they seem to lack cognitive flexibility in that 
they do not seem capable of changing their 
cognitive perspective to suit particular social 
situations.

Given that sociocognitive deficits are the 
hallmark of autism spectrum disorder, re-
searchers have focused on the neural correlates 
of ToM deficits in this population. In particu-
lar, Di Martino and colleagues [11] published a 
meta-analysis of the neuroimaging literature 
on autism spectrum disorder in relation to so-
ciocognitive tasks (not restricted to ToM 
tasks). These researchers found that there is a 
consistent pattern of hypoactivation and ab-
normal activity in regions typically involved in 
ToM, such as the mPFC, the amygdale, and the 
anterior cingulate cortex. Likewise, there 
seems to be inappropriate soliciting of lower-
order processing regions such as the supple-
mentary motor area in lieu of higher-order 
processing regions such as the anterior cingu-
late and pre-supplementary motor area. 
Additionally, Brieber and colleagues [7] identi-
fied gray-matter abnormalities close to the 
right TPJ, which may explain the ToM deficits 
observed for individuals with autism spectrum 
disorder. Further abnormalities were found in 
the medial temporal and inferior parietal lobe.

Conclusions

The investigation of the neural correlates of so-
ciocognitive abilities is still in its infancy given 
that the technology permitting this endeavor is 
relatively recent. However, substantive litera-
ture in relation to the neuroanatomical and 
functional bases of social cognition is now 
emerging, with a specific focus on ToM. The 
brain regions involved in ToM abilities have re-
ceived particular attention and studies have 
yielded relatively consistent results; the mPFC 
and the TPJ seem to be the key players in ToM 
abilities, with several other brain regions as-
signed “peripheral” roles. To further knowl-
edge of the neural underpinnings of ToM, re-
searchers have also examined neurological and 
psychiatric populations in which sociocogni-
tive deficits were common clinical symptoms 
of the illness. Although this investigation has 
been fruitful, much research is still needed to 
further elaborate the brain abnormalities ob-
served in relation to the presenting behavioral 
deficits. Clinically, research into the neural 
substrates of social cognition is beneficial to 
medical practice, such as neurosurgery, given 
that the goal of a surgery is to maximize the re-
moval of unhealthy tissue while minimizing the 
cognitive deficits and impact on patients’ qual-
ity of life. Although ToM is an ability that is 
more abstract and more difficult to evaluate 
during surgery than other abilities (such as lan-
guage) that neurosurgeons aim to preserve, it 
is of critical importance because it underlies 
social competence. Disruption of ToM and its 
related sociocognitive skills may lead to social 
isolation, psychological distress, and socially 
maladaptive behaviors. Neuroanatomical and 
functional knowledge of underlying circuitry 
may guide neurosurgeons so that they may pre-
serve fundamental social abilities.
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Introduction

Patient performance is of particular impor-
tance to evaluate treatment outcome in the cir-
cumstances of incurable neurological disease. 
This is the case for patients with gliomas for 
whom palliation of symptoms and sustained or 
improved quality of life are equally important 
goals of treatment as prolonged survival and 
postponed tumor progression. Evaluation of 
treatment in brain tumor patients should there-
fore focus beyond oncological endpoints, and 
should also aim at avoiding adverse treatment 
effects on the normal brain to ensure optimal 
social and professional functioning. Functional 
outcome can be considered as a construct with 
several dimensions. These dimensions include 
neurological, cognitive, professional, and so-
cial performance of an individual, which can be 
represented by the health related quality of life 
(HRQOL). Cognitive functioning is one of the 
critical outcome measures because subclinical 
cognitive impairment can have a large impact 
on the daily life of patients [88, 127]. Even mild 
cognitive difficulties can have functional and 
psychiatric consequences –especially when 
persistent and left untreated. Deficits in specif-
ic cognitive domains such as inattention, dys-
executive function, and impaired processing 
speed may affect HRQOL. For example, cogni-
tive impairment negatively affects professional 
reintegration, interpersonal relationships, and 

leisure activities. In addition, fear of future 
cognitive decline may also negatively affect 
HRQOL. Compared to the classical oncologi-
cal endpoints, evaluation of HRQOL and cog-
nitive functioning is more time-consuming for 
the care provider and more burdensome for 
the patient. Besides, given the relatively low in-
cidence of glial brain tumors and the often ulti-
mately fatal outcome of the disease, the inter-
est in HRQOL and cognitive functions emerged 
relatively late in these patients [32]. Cognitive 
functioning and HRQOL, however, are not 
only useful as outcome measures in clinical tri-
als for brain tumor patients. They may also 
serve as an early indicator of disease progres-
sion and have prognostic significance, thereby 
providing additional arguments in clinical de-
cision making.

Resective brain surgery is one of several 
treatment modalities for patients with brain tu-
mors. As such, resective brain surgery requires 
balancing of functional outcome with oncolog-
ical goals. For adequate preoperative counsel-
ing ultimately detailed quantitative knowledge 
of postoperative functioning in time for an in-
dividual patient would be required. This knowl-
edge is however unavailable and is customary 
translated in general terms from a subjective 
overall risk assessment. Obviously, the weigh-
ing of this balance will differ substantially with 
the natural history of diseases for which resec-
tive brain surgery is considered. For instance, 
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what is considered an acceptable risk for a loss 
of function after a hemorrhage from a poten-
tially lethal arteriovenous malformation may 
be considered unacceptable in resective brain 
surgery for obtaining seizure freedom. A vast 
body of literature exists describing the impact 
of resective brain surgery on neurological out-
come, such as motor strength and language, in 
patients with brain tumors, epilepsy and other 
parenchymal brain lesions. The impact of re-
sective brain surgery on cognitive outcome, 
such as learning, memory and executive func-
tions, and HRQOL has not been systematically 
determined, however. While this chapter dis-
cusses the impact of the tumor, epilepsy, radio-
therapy, antiepileptic drugs, and steroids on 
cognitive outcome, the focus will primarily be 
on the impact of resective brain tumor surgery 
and on the application of cognitive tasks in in-
traoperative brain mapping procedures.

Factors affecting neurocognitive 
functioning

Many factors potentially influence neurocogni-
tive functioning of patients with brain lesions. 
In attempting to determine the isolated effect 
of resective surgery on cognition, the multifac-
torial processes involved should be recognized. 
These factors include premorbid level of cogni-
tive functioning, distant mechanical effects on 
the normal brain by the lesion, epilepsy, medi-
cation, and other oncological treatments. 

Brain tumor effects

Cognitive deficits can be induced by several 
mechanisms. Firstly, a brain tumor can induce 
compression of normal brain either directly or 
indirectly by reactive edema. The influence of 
distant mechanical effects on cognition is ex-
amplified by cognitive improvement after re-
moval of non-invasive lesions such as meningi-
omas [131] or arachnoidal cysts [139] and cog-
nitive improvement even after cranioplasty [2]. 
However, long-term cognitive outcome in 
WHO grade I meningiomas patients is affected 

by antiepileptic drug use and tumor location 
[23], but not by the use of radiotherapy [133]. 
Secondly, the invasion of parenchymal glial tu-
mors directly into functional brain regions or 
indirectly by disconnection of structures can 
further contribute to cognitive deficits [10, 
106, 127]. 

Epilepsy effects

Often, epileptic seizures are the first symptom 
of a brain tumor and may result in morbidity 
and decreased quality of life, even if the tumor 
is not progressing [61]. Thus, treatment with 
antiepileptic drugs (AEDs) is clearly indicated 
for brain tumor patients with preoperative tu-
mor-related seizures. The mechanism and pat-
tern of seizures is determined by the tumor 
type, the tumor location and peritumoral and 
genetic changes in brain tumor patients [132]. 
Apart from the effects of the tumor itself, cog-
nitive function can be impaired by the seizures 
[25]. An increased epilepsy burden has been 
found to adversely affect a broad range of cog-
nitive functions [61] even to a larger extent 
than radiation therapy [62]. Attention, pro-
cessing speed, and executive deficits are nota-
ble sequelae of seizures and AEDs in patients 
with brain tumors [17, 61, 62]. However, the 
literature is inconsistent on this point. Other 
investigators, however, did not detect any ap-
parent supra-ordinate effect of seizures on cog-
nition across multiple cognitive domains as-
sessed even in a postsurgical sample [131]. 

Surgery effects

To determine the effect of resective surgery on 
neurocognitive outcome, ideally a homoge-
neous population of patients with a similar 
brain lesion in a similar brain region is exam-
ined at an individual level by standardized neu-
ropsychological assessment at various time in-
tervals after a similar surgical procedure and 
compared to preoperative baseline measure-
ments. Several issues contribute to a deviation 
from this ideal situation in practice mainly due 
to heterogeneity in the multiple factors that 
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contribute to cognitive functioning. Firstly, 
premorbid and baseline preoperative level of 
cognitive functioning is variable in patients. 
Secondly, the signs and symptoms of disease, 
such as seizure pattern, are variable, despite 
similar lesions in similar locations. Thirdly, 
progression of disease after surgery can sub-
stantially affect cognitive functioning and the 
timing and slope of progression usually varies 
between patients. For instance, the rate of vol-
ume progression and anaplastic transforma-
tion of low-grade gliomas is highly variable de-
spite similar histopathology and location. 
Fourthly, a surgical procedure is often com-
bined with other treatments that potentially 
influence cognitive outcome. Fifthly, repeated 
neuropsychological examination is subject to 
learning effects that are unlikely distributed 
homogeneously in the patient population.

Although between-group comparisons of 

neurosurgery patients with well-matched con-
trols permit useful estimates of the incidence of 
neuropsychological impairment that are asso-
ciated with neurosurgery, they do not allow for 
characterization of cognitive outcome at the 
individual level. Based on group outcomes, a 
widely-used criterion for defining significant 
change from baseline in postoperative test 
scores (i.e., one that requires 1.5 standard de-
viation change) can be applied to individual pa-
tients indicating a clinically relevant rather 
than a statistically significant change. 

To review cognitive outcome after resec-
tive brain surgery, the discussion that follows is 
structured by disease entity. As such, publica-
tions will be discussed describing resective 
surgery for temporal lobe epilepsy and brain 
tumors, respectively.

Cognitive outcome has been reported sys-
tematically after temporal lobe surgery in pa-
tients with intractable epilepsy that is not tu-
mor-related. In these studies, cognitive func-
tion such as memory or verbal fluency can im-
prove with adequate seizure control after tem-
poral resection [7, 77, 91, 115, 116, 124, 137]. 
Less extensive selective resection of the mesio-
temporal structures seems to correlate with 
better memory outcome compared with more 

extensive temporal lobectomy according to 
some groups [50, 92, 114], whereas others have 
reported conflicting observations. For instance, 
an underpowered randomized study failed to 
detect differential cognitive outcome after se-
lective amygdalohippocampectomy and trans-
temporal approach [74] in concordance with 
observational data [45, 140]. Furthermore, 
dominant temporal lobe resections have been 
correlated with verbal memory decline in a sub-
set of patients [22, 42, 57, 58, 76, 105, 120], 
whereas non-dominant temporal lobe resec-
tions were correlated with visuospatial memory 
decline [31, 33, 57, 66, 93, 101, 118]. 

After extra-temporal resective surgery for 
intactable epilepsy variable cognitive outcome 
has been reported. After unilateral removal of 
frontal cortex cognition was either unchanged 
[63, 73], or specific cognitive domains were im-
paired, such as reaction time [49, 64], impulsiv-
ity [86], advance information utilization [3], 
conditional learning [99], or search and re-
trieval strategies [53]. Furthermore, identifica-
tion of faces and categorization of emotional 
facial expression was impaired after either 
frontal or temporal cortex resection [11]. 
Olfactory identification was impaired follow-
ing unilateral excision of the temporal lobe or 
the orbitofrontal cortex on either side [56].

Cognitive outcome has not been systemati-
cally assessed for resective brain surgery in pa-
tients with brain tumors, although several in-
teresting observations have been done in 
smaller observational cohort studies. 

Firstly, cognitive improvement has been 
observed in several studies after brain tumor 
resection. Long term improvement of verbal 
memory compared to preoperative assessment 
has been reported after low-grade glioma re-
sections in frontal premotor and anterior tem-
poral areas [12, 40, 128], usually after a tran-
sient immediate postoperative worsening. 
Accordingly, long term improvement in atten-
tional functions resulting in faster and more ac-
curate performance, has been observed after 
surgical removal of frontal meningiomas, [37, 
69, 131]. This attentional improvement was not 
related to level of edema, brain compression, 
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or lesion size, but rather to localization, such 
that patients with meningiomas of the falx 
cerebri or frontobasal region demonstrated 
most favorable improvement. Global cognitive 
improvement has also been observed after sur-
gical resection of high-grade glioma [15, 84].

Secondly, in some studies stable cognitive 
performance was observed after brain tumor 
resection. For instance, patients with tumors of 
the third ventricle demonstrated cognitive im-
pairment in memory, executive functioning 
and fine manual speed prior to surgery, with-
out worsening of cognition after surgical re-
moval [36, 100]. Out of several executive tasks, 
only letter fluency performance was impaired 
in patients after glioma surgery in left frontal 
locations compared with right frontal and pos-
terior lesions [136]. Visuospatial processing in 
patients after resective glioma surgery in left 
and right, frontal and parietal locations was 
comparable to that of normal subjects accord-
ing to one study [55] and impaired spatial and 
positional memory processing was demon-
strated in patients with tumors in the right pos-
terior parietal cortex or in the frontal cortex 
according to others [60, 96]. 

Thirdly, a number of studies have demon-
strated cognitive deficits in specific domains 
after brain tumor removal. For instance, some 
patients demonstrated minor deterioration in 
attention after resection of parenchymal fron-
tal or precentral tumors [12, 43] and resection 
of the right prefrontal cortex rather than the 
left was associated with a selective attentional 
impairment in Stroop test performance [134]. 
After resection of the supplementary motor 
area, patients exhibited impaired procedural 
learning and agraphia [1, 113]. Subsets of pa-
tients with resections involving the frontal lobe 
demonstrated a variety of deficits. For instance, 
impaired sequence ordering of novel material 
was observed particularly in right-sided le-
sions, while recognition memory was unaffect-
ed [123], and planning and executive impair-
ment, irrespective of side, site, and size [95, 
135]. Furthermore, severe executive deficits in 
a reward learning task were observed in pa-
tients after bilateral fronto-orbital resections 

for various tumor types [52] and impaired vir-
tual planning of real life activities after resec-
tions in the left and right prefrontal cortex, 
which could not be explained by memory defi-
cits [44, 87]. 

It comes as no surprise that brain tumor pa-
tients have feelings of anxiety, depression, and 
future uncertainty as psychological reactions 
to the disease [19, 119, 126]. These mood dis-
turbances may lead to deficits in attention, vig-
ilance, and motivation that subsequently affect 
several cognitive domains [4]. Mood changes 
are more common in brain tumor patients than 
in patients with other neurological diseases [5] 
and might be related to tumor location [71]. 
Unilateral surgical removal of prefrontal cor-
tex, including the fronto-orbital or anterior 
cingulate cortex, has resulted in emotional dys-
regulation with impaired voice and face ex-
pression identification in patients with various 
brain lesions including brain tumors [51]. 
Furthermore, deficits in recognizing emotional 
facial expression were observed after surgical 
removal of brain tumors that involved both 
heteromodal and limbic/paralimbic cortices 
[138]. Concordantly, impairment of arousal 
and emotional valence was demonstrated after 
resective surgery in various brain regions, but 
particularly in the right temporoparietal region 
[97]. This emotional impairment can have an 
impact on social and professional performance. 
Negative mood changes were observed after 
brain tumor resection involving heteromodal 
cortices located either prefrontal or temporo-
parietal, whereas positive mood changes were 
observed after lateral frontal resections [54]. 
Mood states did not correlate with laterality of 
the resection, tumor grading or lesion size. 
Social interactions also depend on the ability of 
theory of mind, i.e. to attribute mental states 
such as beliefs,  intents,  desires, pretending 
and  knowledge to others and to understand 
that these beliefs, desires and intentions can be 
different from one’ s own. The theory of mind 
ability was significantly impaired in patients 
with either right or left frontal lobe resections 
for various reasons, including brain tumors, 
which could not be related to executive or 
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memory functioning [111]. Furthermore, am-
nesia correlated with bilateral damage of the 
fornices after removal of third ventricle tumors 
or of the mammilary bodies after cranio-
pharyngeoma removal [80, 125]. Transient 
amusia has been observed after resection of 
Heschl gyrus of the right hemisphere in glioma 
surgery [112]. 

Other treatments and medication as 
a cause of cognitive deficits

Radiotherapy

Late-delayed encephalopathy is an irreversible 
and serious complication that follows radio-
therapy by several months to many years and 
may take the form of local radionecrosis, dif-
fuse leukoencephalopathy, and cerebral atro-
phy. Neurocognitive disturbances are the hall-
mark of the diffuse encephalopathy [8]. The 
severity of neurocognitive deficits ranges from 
mild or moderate neurocognitive deficits to 
neurocognitive deterioration leading to de-
mentia. Patients with mild to moderate neuro-
cognitive deficits have attention or short-term 
memory disturbances as main features. Both 
the clinical picture and the incidence of this 
complication are hard to define exactly as stud-
ies on this subject vary greatly in the neuropsy-
chological test procedures, the populations 
studied, and the duration of follow-up [8]. 
There is a relation between neurocognitive sta-
tus and cerebral atrophy and leukoencephalop-
athy [26, 103]. According to a review of 18 clin-
ical studies [18], severe neurocognitive deteri-
oration, leading to dementia with subcortical 
features as expressed by progressive mental 
slowing and deficits in attention and memory, 
occurred in at least 92 of 748 patients treated 
with radiotherapy. In these cases, MRI shows 
diffuse atrophy with ventricular enlargement 
as well as severe confluent white-matter abnor-
malities [89]. A more recent study [62] that 
showed that the use of radiotherapy was asso-
ciated with poor neurocognitive function on 
only a few tests and not restricted to one spe-

cific neurocognitive domain, however, sug-
gests that neurocognitive deficits in low-grade 
glioma survivors should not be attributed to 
radiotherapy, but rather to the tumor itself or 
other treatment factors. Serious memory defi-
cits, however, are still to be expected with frac-
tion doses exceeding 2 Gy [62].

While short-term follow-up studies show 
limited or transient effects of radiotherapy 
[127], a number of studies in patients with long 
survival of low-grade glioma of more than 5 
years following radiotherapy concluded that 
radiotherapy in low-grade glioma patients pos-
es a significant risk of long-term leukoencepha-
lopathy and neurocognitive impairment. 
Surma-Aho and co-workers [122] reported on 
patients with long survival after low-grade glio-
ma (mean follow-up 7 years) who had more 
neurocognitive deficits after early radiotherapy 
than controls without radiotherapy. Moreover, 
leukoencephalopathy on MRI was more severe 
in the group with postoperative irradiation. A 
recent follow-up of the Klein et al (2002) study 
[62] demonstrated that all tumor progression-
free low-grade glioma patients that had irradia-
tion had neurocognitive deterioration 13 years 
after radiotherapy while all patients without 
irradiation remained stable [26]. Moreover, an 
increase in radiological abnormalities was 
found only in the irradiated group.

Antiepileptic drugs

Risks of cognitive side-effects of antiepileptic 
drugs can add to previous cognitive decline by 
surgery or radiotherapy, and therefore appro-
priate choice and dose of antiepileptic drug is 
crucial. The classical antiepileptic drugs (phe-
nytoin, carbamazepine, and valproic acid) are 
known to decrease cognitive functioning [27, 
82]. Importantly, these drugs may also have 
pharmacological interactions with the therapies 
used in brain tumor patients [79, 94] and thus 
potentially affect survival. These drugs may re-
sult in impairment of attention and cognitive 
slowing, which can subsequently have effects on 
memory by reducing the efficiency of encoding 
and retrieval [82]. The importance of the classi-
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cal antiepileptic drugs as a risk factor for cogni-
tive deficits has been reported in a study on low-
grade glioma; [61] in a group of 156 long-term 
survivors without signs of tumor recurrence, 
deficits in information processing speed, psy-
chomotor functioning, executive function, and 
working memory capacity were significantly re-
lated to the use of antiepileptic drugs. As pa-
tients in this study who took antiepileptic drugs 
had cognitive disturbances even in the absence 
of seizures, the use of drugs primarily affects 
cognitive function. Moreover, AED use in low-
grade glioma patients may be associated with 
highly elevated levels of fatigue [121], which in 
itself is also associated with poorer cognitive 
outcome. Several new generation AEDs, like 
oxcarbazepine [78] and levetiracetam as add-on 
therapy [24] appear to have fewer adverse cog-
nitive effects than the classical agents. Of the 
newer agents, topiramate is associated with the 
greatest risk of cognitive impairment, although 
this risk is decreased with slow titration and low 
target doses [81, 83]. It appears to be safe to 
switch patients from phenytoin to levetiracetam 
monotherapy following craniotomy for supra-
tentorial glioma [70].

Steroids

Mounting evidence suggests pleiotropic ad-
verse effects of corticosteroids including cen-
tral nervous system compromise, which are 
often misdiagnosed or underestimated [35]. 
Corticosteroids – of which dexamethasone is 
most commonly used to treat brain tumors –  
may cause mood disturbances, psychosis, and 
cognitive deficits particularly in declarative 
memory performance. Steroid dementia is a 
reversible cause of cognitive deficits even in 
the absence of psychosis. Recent data suggest 
that the cognitive deficits are due to neurotoxic 
effects on both the hippocampal and the pre-
frontal areas [141]. Both short-term and long-
term use of steroids has been associated with 
cognitive deficits [59]. More likely, cognitive 
deficits in brain tumor patients will be alleviat-
ed by steroids owing to the resolution of brain 
edema. Antipsychotics, AEDs, and antidepres-

sants can be used to normalize mood changes 
associated with corticosteroids. Moreover, 
corticosteroid-induced mood and cognitive 
deficits are reversible with dose reduction or 
discontinuation of treatment [13].

Neurocognitive mapping

Contrary to the widely-used sensomotor and 
language mapping, interference with cognitive 
and sensory functions has only been demon-
strated rarely in surgical brain mapping using 
electrostimulation. Cognitive tasks have not 
been systematically validated for routine clinical 
use. Albeit, many interesting observations, usu-
ally in small numbers of patients, have been re-
ported. A selection of these, not necessarily re-
stricted to cognitive tasks, will be reviewed here. 
Electrostimulation has induced experiential re-
sponses such as complex somatosensory and 
vestibular responses creating an out-of-body 
sensory illusion elicited from the right angular 
gyrus and superior temporal gyrus [9, 130] and 
evoked memories elicited from the temporal 
gyri [90]. Primary sensory responses were also 
induced by electrostimulation. For instance, in 
order to preserve central vision and visual fields, 
visual evoked potentials and awake mapping of 
the visual cortex inducing photic phenomena 
have been used to determine the margins of oc-
cipital corticectomy [20, 21, 30]. Also, interfer-
ence with visual search has been observed dur-
ing electrostimulation of the right superior tem-
poral gyrus [39]. Furthermore, electrical stimu-
lation of the same region has also induced uni-
lateral and bilateral hearing suppression and 
deficit in the auditory discrimination of motion 
[28, 34, 117]. Crossmodal integration inference 
sites were localized in the dorsolateral prefron-
tal cortex by electrostimulation using a visual-
auditory congruency task [102]. 

Cortical stimulation of the right inferior 
parietal lobule and the caudal part of the supe-
rior temporal gyrus and subcortical stimula-
tion at the level of the superior longitudinal 
fascicle interfered with spatial awareness dur-
ing a line bisection task [6, 129]. 
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Electrostimulation using depth electrodes 
that were situated in the hippocampus has in-
duced specific memory deficits [16], such that 
stimulation of the hippocampus on the domi-
nant side induced word recognition interfer-
ence, whereas stimulation on the non-domi-
nant side induced face recognition interfer-
ence. Intraoperative mapping of the dominant 
frontal premotor area and anterior temporal 
lobe has identified specific areas involved in fa-
mous face recognition [41]. Short term memo-
ry errors were observed by intra- and extraop-
erative stimulation of the left temporal neocor-
tex [98]. The hippocampus has also been cooled 
by rinsing with cold saline intraoperatively to 
evaluate memory and learning performance 
and to determine the risk of postoperative 
memory disorder [67, 68]. 

Variations on the picture naming task for 
language assessment have been used for other 
category specific naming evaluation such as for 
color naming that identified sites in the domi-
nant frontal operculum, the inferior parietal 
lobule and the posterior parts of the temporal 
gyri [109] and for naming of living objects with 
specific sites in the dominant posterior inferior 
temporal gyrus [104]. After resection of this re-
gion naming of living objects was impaired. 
Alternatively, auditory naming sites were iden-
tified in the dominant temporal gyri, some-
times equivalent to visual picture naming sites, 
but often inequivalent [46–48].  Postoperative 
naming decline correlated with removal of au-
ditory naming sites in these studies. 
Furthermore, areas involved in reading have 
been identified in various cortical regions, in-
cluding the lateral pre- and postcentral gyri, 
the inferior parietal lobule, the frontal opercu-
lum and the posterior part of the middle tem-
poral gyrus [75, 110], as well as areas involved 
in writing in the dominant frontal gyri and an-
gular gyrus [72, 107, 113]. Use of a calculation 
task during cortical electrostimulation has lo-
calized interference within the dominant infe-
rior parietal lobe independent from language 
interference [29, 65, 108].

Proposal for standardized 
examination of neurocognitive 
outcome

Cognitive deficits in patients with brain tumors 
can be caused by the tumor, by tumor-related 
epilepsy and its treatment (surgery, radiother-
apy, antiepileptics, chemotherapy, or cortico-
steroids), and by psychological distress. More 
likely, a combination of these factors will con-
tribute to cognitive dysfunction [127].

Broadly speaking, neurocognitive exami-
nation in brain tumor patients can be carried 
out with a number of purposes in mind:
(1)  Diagnosis for classification of the neuro-

cognitive deficits.
(2)  To direct a specific rehabilitation program 

or to provide driver’ s license legislation or 
professional reintegration.

(3)  Treatment outcome evaluation, such as re-
sective surgery or cognitive rehabilitation. 

The selection of tests will vary with the pur-
pose of neuropsychological examination. For 
example, the sensitivity to detect small changes 
in the level of neurocognitive functioning is a 
more important for determining treatment 
outcome of a cognitive rehabilitation, than for 
diagnostic classification purposes.

As cognitive function is recognized as an 
important outcome measure in clinical trials in 
glioma patients, this provides an opportunity 
to gather information on cognitive status in a 
standardized manner. These series cover the 
different cognitive domains – such as memory, 
attention, orientation, language abilities, and 
executive function, representing functions of 
both the dominant and the non-dominant 
hemisphere. However, a complete assessment 
is time consuming and may fatigue patients 
with brain tumors, thereby biasing results. 
Moreover, the reduced compliance of both pa-
tients and investigators as a consequence of 
these time-consuming procedures renders the 
test results not representative for the study 
population. Less time consuming alternatives 
such as IQ measurement or Mini-mental State 
Examination (MMSE) are less sensitive and 
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less valid for adults with brain tumors. 
Therefore, the MMSE may underestimate the 
proportion of patients with actual cognitive 
decline and important though small changes in 
cognition can be missed. On the other hand, 
the MMSE appears to be sensitive enough to 
detect cognitive deficits associated with tumor 
progression [14].

Depending on the purpose of testing, back-
ground and baseline information is required 
prior to cognitive assessment to enable the 
neuropsychologist to maximize the opportu-
nity for collecting useful data. These are re-
spectively: 
�� �The patient’ s demographic variables (e.g., 

age, handedness, education/qualifications, 
current/previous profession, cultural back-
ground), in order to set the context for the 
interpretation of current test performance.

�� �The patient’ s previous medical and psychiat-
ric history as well as the current treatment 
and medication.

�� �The results of previous diagnostic investiga-
tions (e.g., neurological examination, EEG, 
CT/ MRI or functional imaging) 

�� �The results of previous neuropsychological 
examinations – these can guide the selection 
of tests to allow for evaluation of change.

�� �Hetero-anamnestic perspectives on the pa-
tient, apparent current and previous deficits 
– often patients with brain tumors have little 
insight into the purposes of neuropsycho-
logical examination, and into the nature 
and/or extent of their cognitive deficits. 

Several alternatives to formal neurocognitive 
examination have been attempted. These in-
clude self-reports of cognitive function, which 
can be reliable, but are not necessarily valid be-
cause of the lack of introspection. Furthermore, 
outcome scores of self-reports seem to be re-
lated to mood state rather than to neurocogni-
tive performance [19]. For outpatients, reports 
of cognitive changes made by the partner or a 
proxy offer a potential alternative to formal 
cognitive examination. 

Because of the multifactorial processes in-
volved with usually a combination of cortical 

and subcortical lesions, epilepsy, surgery, ra-
diotherapy, AEDs, corticosteroids, and psy-
chological distress in an individual patient, it 
would be worth selecting a standardized neu-
ropsychological examination covering a wide 
range of neurocognitive functions. Such a test 
battery has to meet the following criteria: (i) 
coverage of several domains with sufficient 
sensitivity to detect tumor and treatment ef-
fects; (ii) standardized multilingual materials 
and administration procedures; (iii) based on 
published normative data; (iv) moderate to 
high test–retest reliability and insensitivity to 
practice effects to be able to monitor changes 
in neurocognitive function over time; (v) avail-
ability of alternative forms ; and (vi) an admin-
istration time not exceeding 30-40 minutes 
[85]. The neurocognitive domains deemed es-
sential to be evaluated include attention, exec-
utive functions, verbal memory, and motor 
speed. 

One standardized neuropsychological ex-
amination that meets these criteria is currently 
in use in a number of EORTC, NCCTG, NCI-C, 
RTOG, and MRC multisite clinical trials (Table 
1). This battery [85] has been shown to be 
quick and easy to administer by nonphysicians 
with very good compliance and motivation of 
patients. Evidently, local modifications of this 
battery can be made by adding tests depending 
on the goal of the neuropsychological assess-
ment. Data that can thus be gathered both for 
clinical and research purposes enabling com-
parisons over patient groups and/or treatment 
regimens.

Cognitive rehabilitation

Cognitive rehabilitation refers to a set of inter-
ventions that aim to improve a person’ s ability 
to perform cognitive tasks by retraining previ-
ously learned skills and/or by teaching com-
pensatory strategies. Common interventions 
for improvements in attention, memory, and 
executive function, as well as comprehensive 
programs, which combine neuropsychological 
and pharmacological treatment modalities 
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suggest to be effective in patients with brain tu-
mors [38]. Further research, however, is still 
needed to identify the patient and treatment 
factors that contribute to successful outcome, 
to explicate the theoretical models underlying 
the interventions, and to identify the extent of 
the clinical significance of these interventions. 
So far, cognitive rehabilitation interventions 
are a promising treatment that may contribute 
to improve cognitive outcome and quality of 
life of patients with resective surgery of brain 
tumors.

Conclusion

Next to neurological functioning, cognitive 
functioning of brain tumor patients is an im-
portant outcome measure, because cognitive 
impairments can have a large impact on every-
day-life functioning, social functioning, and 

professional functioning of these patients, and 
thus on their HRQOL. Many factors contribute 
to cognitive outcome, such as direct and indi-
rect tumor effects, seizures, medication, and 
oncological treatment. Both cognitive im-
provement and decline have been observed af-
ter resective brain surgery, depending on pa-
thology, lesion size, localization and laterality. 
However, neurocognitive outcome prior and 
following brain tumor resection has not been 
systematically determined, although a feasible, 
quantitative assessment procedure is available 
and suggested in the present chapter. 
Intrasurgical neurocognitive mapping proce-
dures to improve cognitive outcome also have 
not been systematically applied in these pa-
tients. Concerted action into studying the costs 
and benefits of presurgical, intrasurgical, and 
postsurgical cognitive assessments related to 
outcome of these patients is thus warranted.

Table 1: Core neurocognitive testing battery

Test Domain measured Outcome

Trail Making Test A Visual scanning speed Number of seconds to complete (0–300)

Trail Making Test B Divided attention Number of seconds to complete (0–300) 

Controlled Oral Word Association Verbal fluency Age and sex-adjusted raw score  
(range 0–no upper limit) 

Hopkins Verbal Learning Test Verbal memory Immediate memory of word list rehearsed 
three times (maximum score = 36).  
After 20–30 min delay, number of words 
correctly recalled (maximum score = 12). 
Recognition is number of words recog-
nized from a longer list (maximum  
score = 12). 

Digit Symbol Subtest  
of the WAIS-III 

Psychomotor speed Age-corrected subtest score (0–20). 

Grooved Pegboard Test Fine motor control for dominant 
and non dominant hands 

Number of seconds to complete (0–300)
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Present role of fMRI in surgical 
practice

Historical premises

As of today, most clinicians are still being 
trained in a fairly localizationalist view regard-
ing the functional anatomy of the brain. This 
view originated in dissection studies of patients 
with brain lesions at the end of the 19th centu-
ry by researchers and clinicians like Gall, 
Lichtheim, Broca, and Wernicke. They in fact 
launched the era of the “diagram makers” that 
claimed that brain functions could be mapped 
out in detail anatomically and that sensorimo-
tor and cognitive functions could be damaged 
independently of each other. The resulting so-
called eloquent areas, which were formulated 
in these models, are still generally considered 
no-go areas in neurosurgery because of the 
presumed high risk of severe and permanent 
neurological deficits. At that time it had already 
been noted (initially by Wernicke) that neuro-
logical dysfunction could result from both cor-
tical and subcortical damage [12, 29].

It is understandable that the classical view is still 
dominant in neurological and neurosurgical 
practice because this model provided – for the 
first time – a theoretical framework that could 
explain some of the neurological syndromes 
that had been discovered (e.g., hemiparesis, 

alexia or transcortical aphasia). The model is 
also intuitively appealing, as it states that if an 
area is damaged and this leads to neurological 
dysfunction, then this area must be critically in-
volved in that particular function. Although 
there are several alternative and more recent 
models, it is important to note that none of 
these models have sufficient predictive value in 
clinical practice [24]. For the location of prima-
ry sensorimotor functions, the old model is 
fairly accurate when it is judged on clinical out-
come; for cognitive functions, it is not. This can 
to a large extent be explained by the fact that 
the primary cortex has specific anatomical 
characteristics and a direct relationship with 
large subcortical fiber bundles, restricting vari-
ability and plasticity. However, even for these 
primary areas substantial anatomical and func-
tional variations have been described that 
makes a priori localization of function on ana-
tomical characteristics not always reliable [2, 
11, 21, 62, 78, 102]. Because of the inherent in-
terindividual and pathology-driven variability 
of brain areas and their interconnections, func-
tional mapping techniques are necessary to 
identify each individual’ s critical epicenters to 
optimize surgical treatment [22]. In this chapter 
we focus on functional magnetic resonance im-
aging (f MRI) in the neurosurgical context. 
Other techniques that are also relevant, like 
mapping of connections with diffusion tensor 
imaging (DTI) and DTI-based fiber tracking, 
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are discussed in the chapters by Bello et al and 
Catani and Dell’ Acqua.

Properties and features of fMRI 
relevant for neurosurgery

Clinical use of f MRI requires validated and 
standardized protocols. For routine use in the 
clinic, the f MRI acquisition needs to be easy to 
perform and analyze by radiological personnel. 
Ultimately, analyses have to be performed with 
easy-to-use software, and interpretation should 
not require a dedicated expert. From a techni-
cal point of view, these requirements are al-
ready feasible: most scanners have software for 
(real-time) automatic analysis and display of 
results during, or immediately after, scanning. 
Brain activation maps can be entered into surgi-
cal guidance systems for functional neuronavi-
gation [79]. The fact that these automated soft-
ware programs are available (either commer-
cially or as freeware) does not imply that the 

resulting maps are always a reliable roadmap for 
surgery or that expert knowledge is no longer 
needed. Contrary to the suggestion that is 
sometimes made in the literature or in commer-
cial advertisements, there are presently no stan-
dardized and user-independent f MRI protocols 
that can be easily and reliably used for surgical 
purpose. Importantly, there are no studies avail-
able that have tested the results of commercially 
available f MRI analyses in comparison to either 
the standards used in neuroscience or clinical 
standards such as the Wada test or intraopera-
tive electrical stimulation. Nevertheless, f MRI 
in neurosurgery has come a long way in centers 
with access to specialists in the field of cognitive 
neuroscience. In what follows, we explain the 
various factors that affect application of f MRI 
in neurosurgical planning.

Design of the fMRI experiment

The main reason that f MRI is not yet routinely 
used as a presurgical tool is the fact that f MRI 

Fig. 1. (A–C) Brain activity (yellow) from the combined analysis of four different lan-
guage tasks as visualized on a surface rendering of the left and right hemispheres in three 
patients. A lateralization index was calculated on the basis of the number of voxels in both 
hemispheres. This index ranges from –100 (all voxels in the right hemisphere) to 100 (all 
voxels in the left hemisphere) and was respectively 86 (patient A), –13 (patient B), and 
–64 (patient C). f MRI showed good correlation with the sodium amytal test for left (A), 
bilateral (B), and right (C) hemispheric language dominance. Such a combined analysis 
improves the detection power for language-related f MRI activity and yields a better cor-
relation with sodium amytal test results than the use of individual language tasks [80]

A B C
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studies typically identify more brain regions 
than existing clinical methods, suggesting that 
f MRI detects not only areas that are critical for 
a particular function but also areas that partici-
pate in a less critical manner in functional net-
works [82]. Neurosurgical use of f MRI requires 
very strict criteria, as both the presence and the 
absence of areas that harbor critical functions 
need to be identified with sufficient spatial reso-
lution. Thus, the f MRI experiment has to be 
constructed so as to extract only the function of 
interest to the examiner. Most f MRI experi-
ments follow a block design, by which two (or 
more) conditions are alternated over the course 
of the scan. Ideally, one condition contains the 
function of interest, while another (control) 
condition involves a similar set of functions ex-
cept for the one of interest. Experiments that 
use subtraction of conditions are fairly simple 
to implement, are robust, and have high statisti-
cal power. For these reasons they are most often 
used in clinical practice [1]. However, subtrac-
tion of conditions relies on assumptions that are 

not always valid. One is the idea of “pure inser-
tion”, by which it is assumed that a cognitive 
process can be “added” to a set of existing cog-
nitive processes without affecting them [28]. 
More complex task designs have been devel-
oped to target such methodological pitfalls or 
to analyze hemodynamic responses to individu-
al stimuli; these designs involve multiple levels 
of task complexity (parametric design), mea-
surements of single stimulus-related BOLD 
(blood oxygen level-dependent) responses 
(event-related design) or multiple task–control 
conditions (e.g., conjunction analyses; see also 
Fig. 1) [69, 71]. Although more elaborate ex-
perimental designs do indeed improve the cor-
relation of f MRI results with clinical gold stan-
dards, the match is still far from perfect [30, 80].

What exactly is measured with fMRI?

Several techniques are available for imaging 
brain activity, but one in particular is generally 
used in clinical and cognitive neuroscience. 

Fig. 2. Convergence of different techniques for mapping brain function. In one epilepsy 
patient, f MRI scans were acquired before implant of an electrode grid (for seizure local-
ization), during performance of a working memory task (a Sternberg item recognition 
task [42]). Electrocorticography was conducted with the implant and the same task, to 
assess which brain areas exhibited a high-frequency (gamma, 65–95 Hz) response to the 
task. Finally, electrocortical stimulation mapping was performed for working memory. 
Positive sites were those where stimulation disrupted reverse production of three letters 
(e.g., hearing “s-k-j”, replying “j-k-s”) but not repetition of three letters (e.g., hearing “l-
p-m”, replying “l-p-m”). The procedure is detailed in ref. 48. f MRI activation (red 
squares) is displayed on the left, superimposed on an anatomical scan of the patient. 
White circles indicate electrodes where a significant gamma response was found. On the 
right, a rendering of the same anatomical scan is displayed with locations of the elec-
trode grids (obtained with three-dimensional computed tomography) (data from N. 
Ramsey, F. Leyten, P. Van Rijen, et al, UMC Utrecht, unpubl.)
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This technique, called BOLD f MRI, measures 
hemodynamic changes in the level of oxygen-
ated hemoglobin, blood flow, and blood vol-
ume, and this is thought to reflect changes in 
neural activity. The exact relationship between 
vascular and neural changes remains unknown, 
but microelectrode recordings for both ani-
mals and humans strongly suggest that the 
BOLD signal correlates to local field potentials 
(LFPs). LFPs reflect the input and intracorti-
cal processing of a population of neurons rath-
er than the spiking output [56]. In a recent 
study with microelectrode recordings of pa-
tients during epilepsy surgery, a significant 
correlation was found between an increase in 
the f MRI signal and an increase in LFPs in the 
50–250 Hz range [65]. Several studies have also 
reported a correlation between f MRI signals 
and increases in the power spectrum as mea-
sured with electrocorticography (ECoG). 
Correlations are found for different tasks, vary-
ing from motor or auditory tasks to cognitive 
tasks such as working memory and language 
[14, 89]. An example is shown in Fig. 2 for one 
patient, comparing presurgical f MRI of a 
working memory task, with LFP responses to 
the same task with an implanted electrode grid 
and electrocortical stimulation during a similar 
working memory task. Figure 2 shows conver-
gence of these measures (N. Ramsey, F. Leyten, 
P. Van Rijen, UMC Utrecht, unpubl. data). 
Increased activity in these higher (gamma) fre-
quencies for cognitive processes is also ob-
served by electro- and magnetoencephalogra-
phy [37, 43]. The relevance for surgical plan-
ning is not yet known; a handful of exploratory 
studies have been published [103]. As of yet it is 
not clear whether LFPs match electrical stimu-
lation (virtual lesions): if LFPs indeed corre-
late closely with f MRI, one can expect LFPs to 
also detect regions that are involved in a task 
but are not critical. 

An important limitation of the ability to accu-
rately localize brain functions with BOLD 
f MRI is caused by hemodynamic mechanisms. 
The signal changes associated with brain acti-
vation are dominated by medium to larger 

sized venous blood vessels (for a discussion, 
see ref. 100). This has two consequences. First, 
f MRI activation extends to a larger volume 
(several voxels or more), downstream along 
the draining venules and veins, than the paren-
chymal source of the neurovascular response. 
This causes f MRI activations to extend beyond 
the patch of neuronal tissue that is activated. 
Second, the focus of maximum signal changes 
is drawn towards the draining veins, causing an 
error in localization of functional events in the 
order of at least several millimeters (or centi-
meters in the case of more extensive regions of 
activation drained by the same veins). Special 
adjustments can be made to the BOLD f MRI 
scan technique to reduce the contribution of 
blood vessels (e.g., PRESTO [64]), but com-
plete elimination is essentially impossible. 
Other techniques, such as spin-echo f MRI, 
yield better accuracy, but do so at the expense 
of sensitivity.

Spatial accuracy

Precise definition of the activation boundaries 
of f MRI areas is necessary in order to safely 
maximize the surgical resection. Many param-
eters determine the BOLD contrast and the 
spatial resolution of f MRI images: magnetic 
field strength, duration of the f MRI session, 
type of pulse sequence or slice thickness [101]. 
The eventual choice of parameters always de-
pends on the question that needs to be an-
swered by the f MRI experiment and consti-
tutes a trade-off between these values. High 
spatial resolution is not necessarily advanta-
geous for studies where a language lateraliza-
tion index is calculated or where data are nor-
malized and averaged across subjects for 
groupwise analyses. In these cases, f MRI im-
ages are sometimes smoothed to facilitate de-
tection of brain activity at the cost of spatial 
precision. By electrical stimulation mapping 
(ESM) it has been shown that language areas 
can be as small as one voxel (e.g., 4 mm3) [84]. 
Smoothing reduces the ability to distinguish 
between separate but closely positioned active 
brain areas and might therefore compromise 
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detection of functional areas in individual pa-
tients. On the other hand, an increase of the 
spatial resolution reduces signal-to-noise con-
trast and this will decrease detection power for 
brain activity. A spatial resolution of 3 or 4 mm3 
seems adequate (and is feasible) for neurosur-
gical application where precise gyrus localiza-
tion is the minimum requirement [82].

Absence of activation

Failure to detect activity can be caused by sev-
eral factors, of which some are difficult or im-
possible to control. A tumor or vascular mal-
formation can distort the brain or cause blood 
flow abnormalities that may alter or diminish 
the BOLD signal [38, 54, 87]. Under these cir-
cumstances, the absence of f MRI activation 
does not necessarily imply the absence of rele-
vant neural activity. On the other hand, f MRI 
activity within tumor borders is not necessarily 
false-positive and can be functionally relevant, 
as has been shown by ESM [55, 76]. Other fac-
tors that can potentially influence BOLD re-
sponses are the age of the subject [36], senso-
rimotor or cognitive deficits [3], medication or 
drugs [53], or a poor task performance [88]. 
Task performance is a particularly relevant fac-
tor in the population of neurosurgical patients, 
which can strongly affect brain activation maps 
[52]. Patients with a paresis or cognitive im-
pairments may suffer from a limited attention 
span or early fatigue and may exhibit either un-
der- or overactivation due to disengagement or 
excessive effort, respectively. Optimal task per-
formance may require prior to the scan session 
a practice session in which the patient is ac-
quainted with the setting and the stimulus pre-
sentation and the experimenter can determine 
the feasibility of an f MRI experiment. If task 
performance is not monitored, the investigator 
is left with uncertainty about the cause of poor 
results: Is some brain function impaired or did 
the patient fail to perform the task as required? 
The effects of impaired performance due to 
brain damage on brain activation maps are a 
known caveat that is very difficult to solve with 
task-driven f MRI. A recently developed f MRI 

technique, resting-state functional connectivi-
ty mapping (see below), bypasses the problem 
of impaired task performance on activation 
maps, but presently the resulting functional 
maps are not yet reliable within individual sub-
jects [16].

fMRI in surgical planning: review of 
the literature

Brain mapping in neurosurgery is predomi-
nantly performed for surgical planning of mo-
tor and language areas. The goal is to obtain a 
map of areas that are indispensable for normal 
neurological functioning. This map is usually 
considered a predictor for immediate and sig-
nificant functional deficits when these areas are 
damaged. The clinical questions mainly con-
cern the location of primary sensorimotor areas 
(sometimes in adjunct with the location of the 
motor part of the supplementary motor area 
[SMA]), assessment of the language-dominant 
hemisphere, and location of language areas. 

Other (cognitive) functions are seldom 
asked for and are only occasionally mapped by 
neurosurgeons who have a special interest in 
functional mapping. Examples are calculation, 
writing, spatial attention or working memory 
[65, 75, 92]. This is probably due to two reasons. 
First, it is common neurosurgical opinion that 
these other cognitive functions are not easily 
damaged after surgery and that they are there-
fore not as localized and vulnerable as motor 
and language functions. More recent neuropsy-
chological studies, however, clearly show that 
cognitive deficits are far more common than 
previously assumed on the basis of clinical im-
pression and observation, both before and after 
surgery [31, 91]. Second, in the classical lesion 
studies a firm anatomical basis for most cogni-
tive functions was never established.

Motor areas

In the absence of anatomical variations or func-
tional reorganization it is probably safe to as-
sume that the primary motor cortex (M1) is lo-
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cated on the precentral gyrus. Various anatomi-
cal landmarks have been described that help to 
identify the central sulcus and the precentral 
gyrus. On MRI scans, there are at least six of 
these landmarks, the “handknob” being the 
most robust one (in fact, this landmark was dis-
covered because of MRI activation within this 
area) [102]. Under pathological conditions 
where a lesion can distort or destroy anatomical 
and functional topography, these landmarks are 
not useful, and functional imaging is called for.

Various rather simple motor tasks (e.g., finger 
tapping or hand clenching) have shown reliable 
activation of the M1 with f MRI. What makes 
clinical interpretation difficult is that there are 
usually several other activated areas, often in 
neighboring gyri. The challenge is to disentan-
gle the M1 activation from activation in second-
ary motor or nonmotor areas. There are cur-
rently no f MRI tasks that can selectively acti-
vate only the primary motor cortex, so addi-
tional information is needed from other modal-
ities to increase reliability. What is often done in 
practice, as a first step, is to compare the loca-
tion of f MRI activity to the expected location of 
M1 according to anatomical landmarks. Note 
that this stems from the classical view of func-
tional topography, which may not be adequate 
[68]. For instance, it has been shown that at 
least part of the primary motor cortex seems to 
code for specific movements rather than for a 
specific muscle or body part, with several sites 
for each functional representation instead of 
one [86]. In addition to that, the M1 has been 
postulated to participate not only in the execu-
tive but also in the preparative motor phase [15, 
46]. Pathological lesions can lead to functional 
reorganization of motor areas, even at the level 
of the M1 [11, 23, 87]. This all implies that unex-
pected activation in f MRI maps needs to be 
cautiously interpreted, keeping in mind that 
our anatomically guided expectations may be 
outdated. Abnormal f MRI activation can of 
course reflect false-positive activations because 
of movement artifacts or a low statistical thresh-
old, but it can also represent a less usual varia-
tion in normal anatomy (e.g., double precentral 

sulcus) and physiology (multiple representa-
tions) or it may reflect brain plasticity.

Still, there is general consensus in the literature 
that f MRI is a valuable tool for localization of 
the primary motor cortex and assessment of 
presurgical risks. Lehéricy et al [55] found that 
in 8 of 60 patients with a centrally located brain 
tumor it was not possible to reliably identify 
the precentral gyrus with anatomical land-
marks only. With the help of f MRI or ESM, 
identification was 100%. According to their 
study there was a good agreement between 
f MRI findings and intraoperative mapping 
with 92% of ESM areas located within the mar-
gins of the f MRI area; the remaining ESM sites 
were within 15 mm of f MRI areas. Bizzi et al 
[9] reported a sensitivity and specificity of 88% 
and 87%, respectively, when f MRI hand motor 
function was compared to ESM (allowing for a 
radius of 1 cm around foci). With similar crite-
ria, Roessler et al [74] found 100% concordance 
for 17 patients with low- or high-grade glio-
mas, which they attribute to the high field 
strength of their scanner (3 tesla). In conclu-
sion, although several methodological and 
practical questions remain to be answered, 
motor f MRI can be of surgical use.

Language lateralization

The clinical gold standard for assessment of lan-
guage dominance remains the amobarbital test, 
although this technique has serious method-
ological and practical flaws [78]. Several fMRI 
and positron emission tomography studies have 
tried to match outcome of the amobarbital test. 
To do this, most studies have calculated a lateral-
ization index (LI) to quantify the proportion of 
activation in both hemispheres; this LI varies 
from –100 (all activation in the right hemi-
sphere) to 100 (all activation in the left hemi-
sphere). A cutoff value of the LI is then chosen 
to determine whether patients have typical or 
atypical language dominance. Unfortunately the 
variability in the reported LIs across fMRI stud-
ies is so large that every study or research insti-
tute has defined its own criteria for assessment 



Functional neuroimaging in neurosurgical practice

213

of language dominance; there is no consensus 
about an optimal fMRI protocol or cutoff values 
for the LI. In general a good correlation is re-
ported in the literature between both fMRI and 
the amobarbital test but no protocol is able to 
obtain complete agreement between both 
methods. Combining multiple fMRI language 
tasks is currently the best strategy and yields re-
producible and reliable results. If these results 
indicate clear-cut left hemisphere dominance, 
some authors advocate that a sodium amytal test 
is not necessary [30, 80]. Use of only a single task 
is less reliable in particular for identification of 
the one atypical patient among the majority of 
typical patients [30, 80]. When atypical lan-
guage dominance is suspected, activation maps 
require close inspection for possible mixed 
dominance, as frontal and temporoparietal ar-
eas can be located in different hemispheres [44, 
80]. There are only few studies that have com-
pared fMRI and the amobarbital test to the true 
gold standard: patient outcome. Sabsevitz et al 
[85] showed that preoperative fMRI predicted 
naming decline after left anterior temporal lo-
bectomy. Paradoxically, in this study ESM was 
used to tailor the extent of the resection.

Language areas

Contemporary neurological textbooks still 
teach that language is served by two areas in the 
left hemisphere (Broca and Wernicke) that are 
connected by the arcuate fasciculus, despite 
abundant evidence that language processing 
depends on a network of many other subcorti-
cal and cortical areas. In reality, there are no 
clear functional or anatomical definitions of the 
areas of Broca and Wernicke [67, 98]. Although 
Broca’ s area is generally denoted as the poste-
rior part of the left inferior frontal gyrus, dam-
age to this area alone yields only a transient de-
crease of speech output but not Broca’ s aphasia 
[15]. Wernicke’ s area is often circularly defined 
as “the region that causes Wernicke’ s aphasia 
when damaged” [62, p. 37].The view that lan-
guage areas are difficult to define topographi-
cally is strongly supported by the many func-
tional neuroimaging studies that have identified 

widespread and overlapping networks for pho-
nological, semantical, orthographic, and syn-
tactic processing [27, 95]. Recent MRI-based 
analyses of brain-lesioned dysphasic patients 
confirm a wide area of potential language cor-
tex in the left hemisphere with frontal and tem-
poral epicenters different from those classically 
formulated [4]. ESM and f MRI studies show 
that these critical language epicenters are small-
er than generally assumed (<1–2  cm2) with 
multiple representations in frontal and tempo-
roparietal areas [67].

Only few studies have meticulously compared 
f MRI and ESM for the purpose of language lo-
calization [26, 76, 82]. Tasks that were used 
with ESM were simple oral language tasks 
(picture naming and verb generation). General 
findings are the following. (1) f MRI is able to 
identify most of the language areas that are 
found with ESM. To achieve optimal detection 
power, the results from multiple f MRI tasks 
need to be combined (a minimum of three 
tasks seems necessary). In practice this means 
that f MRI can reliably predict the absence of 
positive ESM sites (i.e., f MRI has a very high 
negative predictive value). (2) f MRI finds (up 
to 50%) more areas than ESM, and conse-
quently the positive predictive value is limited. 
(3) There is a significant variability of f MRI 
data across patients, tasks, and statistical meth-
odology and this makes generalization of re-
sults across centers impossible. ESM currently 
remains the safest method for (sub)cortical 
language mapping. f MRI results are not suffi-
cient for surgery to rely on completely when 
language areas are judged to be in close prox-
imity to the surgical area of interest. As such, 
f MRI and electrocortical mapping are comple-
mentary techniques.

Factors impeding surgical application 
of fMRI

The argument that is usually given to explain 
the disagreement between f MRI results and ex-
isting clinical techniques is that f MRI is unable 
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Fig. 3. 32-year-old right-handed patient with a large left-sided frontal-insular low-grade oligodendro-
glioma. Patient had one generalized seizure after which she complained for three days that her “mem-
ory was gone” and that she had difficulties with word finding and writing. After that period there 
were no deficits on clinical examination. In-depth neuropsychological investigation showed distur-
bances in verbal and nonverbal memory and occasionally mild problems with attention, executive 
functions, and language. (A) Axial images (left = left) with f MRI information (red voxels) that show 
the result of a verb generation task. The task is block-designed and consists of visual presentation of 
nouns (5 epochs of 9 nouns) alternated with a simple control task (looking at abstract symbols). Im-
aging time is 5 minutes, in which a total of 486 volume images is acquired (PRESTO, Philips Achieva 
3T). There is predominant activation in the homologue area of Broca on the right side and bilaterally 
in premotor and temporoparietal areas. There is activation within the tumor that becomes a relative 
weak area of activation when the statistical threshold is set more stringently. In conclusion, f MRI 
suggests bilateral language representation with reorganization of left frontal language areas to perile-
sional areas and the contralateral hemisphere. (B) Rendered view of the left hemisphere. The tumor 
locally disturbs the rendered view. (C) Photograph showing the large frontal resection; the ventricle 
was opened. The cortical resection was radiologically complete. Subcortically the resection was 
stopped because of phonological paraphasias (presumably the arcuate fasciculus), and part of the 
tumor in the insula was left in situ. Markers indicate positive sites found with cortical mapping in the 
primary sensorimotor cortex and ventral premotor cortex. Subcortical sites are not shown. There 
were no (temporary) postoperative deficits
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to differentiate between critical and noncritical 
areas and thus is not directly relevant for surgi-
cal planning. From this disagreement it is often 
concluded that f MRI cannot yet replace the ex-
isting techniques and that further research and 
refinement is needed in order to obtain that 
goal. Although this is indeed a fundamental lim-
itation of f MRI, with stringent planning, execu-
tion, and analysis of the experiment the brain 
activation maps can already be a valuable ad-
junct in surgical planning (see Fig. 3 for an ex-
ample). It is unlikely that f MRI will ever com-
pletely agree with the sodium amytal test and 
ESM because of fundamental differences in 
methodologies and outcome measures. But 
how reliable are the gold standards? [78]

At first glance, ESM seems very intuitive and 
valid: When a particular area is stimulated and 
the patient has difficulty performing a task, 
there must be a close and essential relationship 
between that brain area and the disturbed func-
tion. Consequently, areas where ESM is “posi-
tive” are considered to be indispensable for nor-
mal function and are not included in the resec-
tion. However, such a straightforward inference 
is not fully justified. For example, when the pos-
terior part of the SMA (the SMA proper) is 
electrically stimulated, this will often elicit in-
voluntary motor responses in a patient. As ex-
pected, resection results in immediate postop-
erative neurological deficits (hemiparesis, aki-
nesia, mutism). However, these deficits typi-
cally resolve within several weeks or months. 
Thus, the fact that an area is tested positively 
with ESM does not necessarily imply that it is 
indispensable (i.e., eloquent) for that particular 
function (note that in this case an “eloquent 
area” is defined as an area that when damaged 
leads to permanent deficits). This questions the 
clinical usefulness and even the validity of ESM 
for its purpose, as ESM seems unable to ac-
count for functional reorganization after sur-
gery. What probably happened in the patients 
with SMA resections is that contralateral sec-
ondary motor areas partially compensated for 
the loss of function. Indeed, such unmasking of 
new motor areas has been demonstrated when 

f MRI activation patterns were compared be-
fore and after surgery [50].

It is very likely that such a redundancy of posi-
tive ESM sites not only is present in the motor 
domain but also holds for other functions. 
There is indirect evidence for this in the lan-
guage domain. For instance, several authors 
have claimed that a nontailored left anterior 
temporal lobectomy without the use of ESM 
does not worsen language functions [17, 35]. 
This conflicts with the results of ESM studies in 
similar groups of epilepsy patients where in ap-
proximately 20% of patients language areas 
were found in the dominant anterior temporal 
lobe [67]. Similar conflicting observations have 
been made for the basal temporal language 
area [58]. Again, functional compensation 
could account for this redundancy. Another ex-
planation would be that stimulation of anterior 
or basal temporal areas indirectly interferes 
with more distant critical areas via subcortical 
connections. 

Alternatively, electrical stimulation can also in-
advertently lead to false-negative results [59, 
78]. This may be caused by evaluating the 
wrong function for a targeted region (one can 
only test an a priori determined function) or 
not having a tasks available, giving the false im-
pression that resection is safe [10].

For assessment of the language-dominant 
hemisphere, f MRI language results are com-
pared to the sodium amytal (Wada) test as gold 
standard. This test temporarily disables part of 
a hemisphere, during which time the contralat-
eral hemisphere is tested for language and oth-
er cognitive functions. There are several factors 
that can confound the interpretation of this 
test. Importantly, there is no agreement on 
outcome measures between different clinical 
centers. This accounts for at least some of the 
considerable variability in the reported inci-
dences of typical (i.e., left-sided) and nontypi-
cal (i.e., right-sided or bilateral) language dom-
inance. The Wada test may underestimate the 
incidence of bilateral language dominance, as 
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inconsistencies have been reported with clini-
cal outcome or the findings of ESM [41, 49, 99]. 
In addition to that, some authors have found 
evidence for a continuous distribution of lan-
guage functions across hemispheres, instead of 
the classical dichotic model with language ei-
ther left and/or right. For instance, Springer 
et al [90] observed a Gaussian-like distribution 
of f MRI-derived LI values in both healthy vol-
unteers and epilepsy patients. This could im-
plicate a degree of equipotentiality between 
hemispheres with respect to language process-
ing that is also supported by at least some of the 
amobarbital studies [7, 73].

In conclusion, ESM and the sodium amytal test 
are currently the best techniques available to 
assess the immediate functional consequences 
of removal of a part of the brain. These tech-
niques cannot, however, predict whether or 
not perilesional or distant neural networks are 
able to compensate for any loss of function af-
ter operation (i.e., there is a risk of false-posi-
tive results). They also have limited potential to 
test more complex cognitive functions or a set 
of different functions. To develop techniques 
that can achieve these goals, the functional to-
pography of the brain needs to be better under-
stood, and in particular the dynamic behavior 
of functional networks. By studying patients 
before and after surgery, the mechanisms of 
brain plasticity can be elucidated to the extent 
that preoperative functional neuroimaging re-
sults can be used to predict long-term postop-
erative sensorimotor and cognitive functions. 
f MRI carries the potential for this, as will be 
explained in the next paragraphs.

Emerging role of fMRI in clinical 
practice 

Brain functions emerging from networks: 
neuroscience and clinical-practice perspectives

There is now overwhelming evidence that the 
classical model, even when it only serves as a 
metaphor, is insufficient on many grounds. At 

the beginning of the 20th century only few sci-
entists were in favor of the diagram-makers, 
and the dominant view tended towards holism 
(with strong proponents such as Lashley, 
Goldstein, Marie, Head, and von Monakow). 
Marie [60] reanalyzed the classic cases of Broca 
and found that the lesions extended far beyond 
the so-called area of Broca. Moutier [63] dem-
onstrated patients with Broca’ s aphasia that 
had lesions outside of Broca’ s area. Later, with 
the advent of computed tomography and MRI, 
brain damage could be localized more precise-
ly and shown in more detail, and several other 
areas have since been discovered that are po-
tentially critical for normal language function-
ing. Bates et  al [4] used voxel-based lesion–
symptom mapping to reanalyze the relation-
ship between tissue damage and behavior on a 
voxel-by-voxel basis in aphasic patients. This 
method is comparable to that used in function-
al neuroimaging and largely overcomes the 
methodological errors that are made when pa-
tients are grouped either by lesion or by behav-
ioral deficit, as was done in the earlier studies. 
Remarkably, the areas that are usually associ-
ated with language deficits (i.e., those of Broca 
and Wernicke) were not the epicenters that 
were found in that study. Fluency was most af-
fected by lesions in the anterior part of the in-
sula and in the parietal white matter; auditory 
comprehension was most affected by lesions in 
the middle temporal gyrus, with significant 
contributions seen also in the inferior parietal 
and dorsolateral prefrontal cortex. Other dif-
ferences found in that study are that the spatial 
range of regions involved in language is much 
larger than expected, and that there is a signifi-
cant variability between patients that was nev-
er accounted for in the older models. The last 
two aspects were also recognized by neurosur-
geons early in the 20th century and were in fact 
the rationale for the use of intraoperative elec-
trocortical stimulation. Penfield and later 
Ojemann and others published overviews of 
their stimulation results for language functions 
and found that there was no single cortical area 
that is consistently involved in language func-
tions in every patient. As a consequence, they 
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calculated a probability that reflects the chance 
to find a critical language area in a particular 
brain region. This view is fundamentally differ-
ent from the classical model, where each area 
either is or is not associated with a particular 
function.

In the modern neuroscientific view, informa-
tion processing for any given function is per-
formed in a highly distributed and hierarchi-
cally organized system of multiple different 

brain areas [61]. In principle, such a model is 
not very different from the classical model, 
which has only a few areas and (sub)cortical 
connections: Still the model does not explain 
how exactly a function is represented in the 
brain but merely schematically represents the 
scientific findings. There is, however, a funda-
mental difference as compared to the older 
model: Due to the increased complex architec-
ture (large number of areas, parallel design, re-
ciprocal connections), it now becomes a prac-
tical impossibility to exactly localize a particu-
lar function [25]. The function itself seems 
somehow distributed over the network. This 
indeterminism is already present at a cellular 
level, where information is diffusely stored in 
neuronal networks (Fig. 4).

Hebb [34] was one of the first researchers to 
propose that the stored information can be al-
tered via modifications in synaptic transmis-
sions in neural networks (although quite simi-
lar ideas on this mechanism for plasticity had 
been formulated much earlier by Wernicke, 
James, and Cajal [6, 29]). Continuous modifi-
cations in neuronal networks are a sine qua 
non for the brain to store and update informa-
tion, to acquire new skills, to optimize and au-
tomate information processing, and to adapt to 
structural changes (e.g., normal aging or a 
brain tumor). These dynamic networks, even 
the more simple ones, have several interesting 
properties that are also thought to be funda-
mental underlying principles for brain func-
tion. An important property is that informa-
tion is stored diffusely and nonlocally, which 
makes the networks very robust (Fig. 4). Also, 
neural networks process information in a re-
ciprocal and parallel manner; some networks 
are able to learn without the need for explicit 
rules (unsupervised learning). 

Several issues are to be incorporated in the 
new views on functional topography based on 
dynamic networks: (1) a function is performed 
by a complex and distributed network of brain 
areas and therefore cannot simply be anatomi-
cally reduced to a one or a few brain areas and 

Fig. 4. (A, B) The mathematical Hopfield model for associa-
tive memory can be used as simple metaphor to illustrate 
some of the properties of neural networks (reproduced from 
ref. 13). In this particular example there are n = 400 binary 
neurons that are all interconnected (i.e., 400 by 399 connec-
tions) [39]. Each neuron is either in an “active” state or “in 
rest”; this is visualized with a white or a black voxel. The state 
of every neuron is continuously updated and is determined 
by its local input. This input is the mathematical sum of all 
other neurons modulated by the strenght of the (synaptic) 
connection. (A) Information can be stored in the network by 
use of a learning rule. Hopfield used Hebb’ s rule, where the 
strenght of the connection between neurons increases when 
the two neurons are in the same state and decreases when 
they are in different states [34]. In this example, the network 
has “learned” ten different patterns. (B) Simulation experi-
ment where one of the patterns is mutilated by randomly 
changing 20% of the state of the neurons. By randomly up-
dating the neurons the pattern is gradually recovered, illus-
trating the robustness of this “holistic” form of information 
storage
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their connections, (2) there is a significant in-
tersubject variation in anatomy and functional 
topography, (3) the structure and functional 
dynamics of brain networks are constantly 
modified under the influence of physiological 
or pathophysiological circumstances.

Network properties relevant for neurosurgery

Thinking in terms of large-scale networks has 
major implications for clinical practice. First of 
all, these networks connect remote areas across 
the brain, stressing the importance of both cor-
tical and subcortical structures in surgical plan-
ning. Mesulam [61] postulated that cognitive 
functions are represented by at least five differ-
ent networks: for spatial attention, language, 
memory and emotion, working memory and 
executive function, and face and object recog-

nition (note that these functions were never 
represented in the classical models). Most brain 
functions are supported by interactions be-
tween multiple regions and this will probably 
increase their resistance to damage and im-
prove the potential for reorganization.

What is also relevant for surgical planning is 
that a particular brain area can have functional 
subdivisions and can participate in different 
functions. This has been repeatedtly shown 
with ESM, for instance, for auditory and visual 
naming [33], reading and naming [77], writing 
and naming [57], or different languages sites in 
bilingual patients [32]. Overlap in activation 
between different brain functions is frequently 
seen in functional neuroimaging studies 
(Fig. 5). There is evidence that areas that par-
ticipate in multiple functions are more criti-

Fig. 5. Differences in regional brain activity between different f MRI language tasks. Red 
voxels are active in tasks that involve the processing of single words or pictures (combined 
results from classic language tasks: verb generation, verbal fluency, and picture naming). 
Green voxels represent activity that reflects processing of sentences. Yellow voxels are ac-
tive in sentence processing and in one or more of the other tasks (i.e., red merged with 
green). The patient had left hemispheric dominance according to a sodium amytal test, in 
agreement with the activity that is seen from the classical language tasks that is predomi-
nantly seen in left inferior and middle frontal gyrus and left temporoparietal areas. The 
sentence comprehension task yielded strong bilateral activity in the temporal lobes and 
inferior frontal and orbitofrontal areas. (A) Cortical representation of f MRI activity; (B) 
activation has been made visible beneath the cortical surface (<10–15 mm)
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cally involved and better correlate with the re-
sults of the clinical gold standard techniques. 
For instance, a conjoined analysis of different 
language tasks better predicts hemispheric lan-
guage dominance than individual f MRI lan-
guage tasks [30, 80].

The relevant clinical question is what the small-
est unit is that can have clinical consequences 
when damaged, and whether other areas are 
able to compensate for any loss of function. 
ESM and f MRI studies suggest that this is 
about 1  cm2 of cortical surface but this ques-
tion is by no means resolved. To answer this 
question, new imaging tools need to be (fur-
ther) developed that can inform us how func-
tional networks behave and evolve under the 
influence of surgery or tumor growth. f MRI is 
the best candidate for this purpose. ESM is in-
sufficient as it can provide us with only a static 
map of part of the brain and cannot be used to 
follow-up patients after surgery. One of the 
very few examples available is the landmark pa-
per of Krainik et al [51]. They were able to show 
that resection of an area with f MRI activation 
in the posterior part of the SMA (the SMA 
proper) predicted an immediate but tempo-
rary functional deficit after surgery. In a follow-
up paper [50] this group showed that in these 
low-grade glioma patients there was already 
preoperative reorganization in ipsilateral and 
contralateral premotor cortex areas (including 
the SMA). Although this reorganization could 
not prevent temporary deficits after surgery, 
recovery was faster and associated with in-
creased activity in secondary motor areas in 
the healthy hemisphere.

fMRI methods to study network behavior

As f MRI can measure a large part or all of the 
brain, it is possible to assess all of the regions 
that are involved in the function of interest. As 
discussed earlier, these maps of activity do not 
reveal which regions are indispensable and 
which are involved but not indispensable. For 
instance, although various language f MRI 
studies have shown involvement of the bilateral 

temporal pole in prosodic aspects of language 
processing, removal of either pole in epilepsy 
patients fails to affect performance on prosodic 
comprehension tasks (Fig. 5) [40, 47]. One of 
the challenges in f MRI is to assign significance 
to each region within a network, but it is un-
likely that this can be done with f MRI alone. 
Instead, systematic assessment of the effects of 
loss or removal of particular regions on perfor-
mance and brain activity in the other regions of 
the network is required. Some studies have 
used transcranial magnetic stimulation to es-
tablish whether or not a region that was found 
with f MRI is critically involved in motor or 
language functions [81, 97]. However, tran-
scranial magnetic stimulation may suffer from 
the same limitation as ESM for precise localiza-
tion of function, namely, that it can disrupt dis-
tant (critical) brain areas via connections with 
the stimulated area. It is also unable to selec-
tively map subcortical structures. 

Extensive work has been conducted on plastic-
ity in stroke patients with longitudinal f MRI 
studies. Lesions of primary motor regions have 
been shown to result in changes in brain activi-
ty patterns which to some extent predict recov-
ery of motor function and which change in the 
course of months after the insult [96]. As of yet, 
it is not quite clear how reorganization contrib-
utes to motor recovery, other than a general in-
dication that perilesional areas are important in 
this [96]. Damage to the M1 is associated with 
limited function recovery, which appears to de-
pend on bilateral secondary motor regions. 

For language function, aphasic stroke patients, 
or those that have recovered from their apha-
sia, generally show more activation in the right 
hemisphere than do healthy controls. There is 
an ongoing discussion to what extent this acti-
vation is responsible for functional improve-
ment of patients and truly reflects critical lan-
guage processing [72]. In the long run, success-
ful regeneration from stroke seems to depend 
more on recovery of available (left-sided) lan-
guage-related brain regions than on recruit-
ment of new ipsi- or contralesional areas [94, 
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97]. An additional important factor that needs 
to be considered is time. Slowly growing le-
sions induce different and, in general, more 
successful patterns of reorganization than do 
acute lesions such as stroke [18, 93]. For exam-
ple, most low-grade glioma patients have no 
obvious deficits (and only slight abnormalities 
on neuropsychological examination) despite a 
large lesion that is often found in eloquent ar-
eas [19]. These lesions can nevertheless often 
be surgically removed without new neurologi-
cal deficits (Fig. 3) [5]. Different patterns of re-
organization between patients have been de-
scribed [19]. As of yet these patterns have not 
been mapped out comprehensively, but in-

creasing use of f MRI, coupled to functional 
outcome, may prove particularly informative 
in the coming years.

One of the issues in detecting by f MRI any 
changes in function following lesions is the re-
producibility of f MRI per se. Single-subject ac-
tivity maps are moderately reproducible at 
best, with an approximate overlap of 40% of ac-
tive regions [70, 83]. This is attributed to the 
contribution of both physiological (respiration 
and heart rate) and machine noise [8]. 
However, when comparing group-averaged 
maps the overlap is much better, in the order of 
80% [70]. An example is shown in Fig. 6 (left 
column), where the match of testing a group of 
10 healthy subjects twice is shown, as well as 
that of a single subject. The match in the group 
image is good and is mainly due to the fact that 
images of individuals are smoothed. In the in-
dividual subject, overlap is also good in the pri-
mary sensorimotor cortex, but total overlap is 
limited by the variable activations in nonpri-
mary regions (which fall away in group-aver-
aged maps). Longitudinal studies in groups can 
be expected to yield a more sensitive measure 
of change than studies in individual patients. 
This constitutes a problem for lesion studies, 
where no two patients are likely to exhibit the 
exact same lesion (particularly regarding white 
matter consisting of narrow fibers), which can 
only be countered by including a large number 
of patients in a study.

When conducting longitudinal studies with 
f MRI, another factor may need to be consid-
ered, namely, the effect of learning on brain 
function. A key feature of the brain is that it 
minimizes energy expenditure while improving 
performance. Brain activity patterns typically 
change dramatically after learning of a particu-
lar task such as those that involve language, mo-
tor, or memory functions. The basis for this is 
twofold: Learning can result in a shift from one 
network to another, or it can result in an in-
creased efficiency of communication within a 
network [42]. For instance, remembering a 
wordlist will involve the cognitive control net-
work initially, but later at retesting it will in-

Fig. 6. Reproducibility of motor f MRI (left column) 
and of resting-state based motor cortex identification 
(right column). Data are shown for a group-average of 
10 healthy subjects (top row) and for a single healthy 
subject (bottom row). Activity in session one is shown 
in red, for session 2 in blue, and overlap is shown in 
purple. The resting-state data were first corrected for 
heart rate and respiration. Next, a region of interest 
was defined for the right precentral gyrus in each sub-
ject. the f MRI time-series signal in that region of inter-
est was entered as seed for subsequent correlation 
analysis with all voxels in the brain. Correlations with-
in right primary sensorimotor cortex was highest, but 
a clear left sensorimotor region emerged also (data 
from G. Kristo, G.-J. Rutten, and N. Ramsey, UMC 
Utrecht, unpubl.)
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volve a network involved in retrieving learned 
wordlists. Practice of motor and certain cogni-
tive tasks generally causes a significant change 
of activity in areas of the involved network due 
to an automatization of processes [42, 45]. 
These phenomena need to be considered in the 
design of tasks for a longitudinal study. One can 
solve this, for instance, by using different sets of 
stimuli for the follow-up f MRI scans (notably 
for language and memory tasks), or if practice 
effects are unavoidable, one can train patients 
on the task before the first scan.

Issues pertaining to tasks in f MRI can be avoid-
ed altogether. A recent approach to network 
dynamics makes use of fluctuations that are 
present in f MRI scans at rest. The origin of 
these low-frequency fluctuations (ca. 0.01–
0.1 Hz) is under debate and may, for instance, 
relate to vascular instead of neuronal processes 
(which still makes them of clinical interest). 
Resting-state f MRI is conducted with the pa-
tient at rest for about 10 minutes. The fluctua-
tions have been shown to reveal correlations 
between regions that belong to the same net-
work. Such networks have been reported for 
motor, language, and cognitive functions, but 
also for networks that are more active when a 
subject is not performing a task. The most 
prominent of the last is the default mode net-
work, and current investigations are examining 

whether features of this network can be used to 
diagnose neurological and psychiatric disor-
ders [103]. A major advantage of resting-state 
f MRI is that patients do not have to perform 
tasks they are impaired in. It is assumed that 
the derived network of interest will reveal all 
the regions that are still contributing to the 
network even if actual performance on tasks is 
impaired. However, resting-state f MRI suffers 
even more the limited reproducibility seen for 
task performance f MRI of individual patients, 
precluding the use of the derived network 
maps for neurosurgical planning (Fig. 6, right 
column). Nevertheless, the absence of perfor-
mance-related confounds, notably the effect of 
effort on brain activity maps, renders this tech-
nique a promising adjunct to functional neuro-
imaging techniques for surgical planning.

Future role of fMRI in clinical practice

With the advent of high-field MRI scanners in 
clinical settings, new techniques are becoming 
available for better imaging of structure and 
function. About 30 MRI scanners with a field 
strength of 7  T have been placed across the 
world by the three largest manufacturers. 
These scanners are regarded as experimental at 
this point, and the 7 T research centers collab-
orate with each other and with manufacturers 

Fig. 7. Comparison of motor f MRI between 3 T and 7 T field strength. Activation is 
projected onto anatomy for a single patient with epilepsy. Higher signal-to-noise rate 
at 7 T makes smaller voxels possible. At 7 T there is virtually no signal from medium 
to larger blood vessels, improving accuracy of functional mapping. Motor activity is 
shown for a voxel size of 1.5 mm isotropic at 7 T (left) and for a voxel size of 4 mm 
isotropic at 3 T (right). Note the increase in spatial detail at higher field strength (data 
from J. Siero, N. Petridou, D. Hermes, and N. Ramsey, UMC Utrecht, unpubl.)
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to expedite the development of clinically appli-
cable scans. Already, amazingly detailed ana-
tomical and functional scans have been devel-
oped and are now tested in patients with brain 
disorders. For functional MRI we expect sig-
nificant improvement in accuracy of function 
localization for two reasons. First, the high 
field causes almost complete signal loss in me-
dium to larger blood vessels, reducing the 
problem of mislocalizing brain activity due to 
signals from those vessels. Second, a signal 
from brain tissue is twice as intense as at 3 T, 
allowing for measuring brain structure and 
function at a higher resolution. For instance, 
whereas at 3 T reliable results require a voxel 
size of about 3 mm for f MRI, at 7 T, voxels can 
be as small as 1.5 mm (Fig. 7). The combination 
of these effects is expected to result in signifi-
cantly higher accuracy of activity maps.

A wealth of brain functions has been investigat-
ed in the cognitive neuroscience community. 
For many of these, the studies focus on (increas-
ingly) subtle elements of functions (e.g., pro-
cessing of faces versus houses). For neurosur-
gery, each f MRI paradigm has to be matched 
with a neuropsychological test for deficits that 
can be applied effectively within the constraints 

imposed by the surgical time frame and envi-
ronment. This is obviously not an easy task, 
given the very few functions that are tested in-
traoperatively. For language function, a multi-
tude of paradigms has been published, and the 
various awake-surgery groups also apply sever-
al different paradigms. Surgical practice would 
greatly benefit from evidence-based standard-
ized paradigms that have been demonstrated to 
fulfill the requirements best in terms of sensitiv-
ity, specificity, and association with well-de-
fined deficits (and whether deficits are tempo-
rary or not). This can be achieved only in a col-
laborative activity, as many patients are re-
quired, involving neurosurgeons who are will-
ing to invest in acquiring the necessary data. 
Currently a European network of medical spe-
cialists in the field of low-grade glioma treat-
ment (the European Low Grade Glioma 
Network, www.braintumours.eu) is developing 
standardized protocols that allow for develop-
ing and validating paradigms. Apart from motor 
and language functions, paradigms are current-
ly being tested for working memory and for 
spatial attention, deficits of which are manifest-
ed as impaired ability to process complex infor-
mation and hemi-neglect, respectively. The for-
mer can be expected to lead to more conserva-

Fig. 8. Enhanced contrast within white matter at 7 T. The picture displays enhanced con-
trast between fibers of the optic radiation and other fibers in one healthy subject. Contrast 
is enhanced by a custom-made T2*-weighted ultrahigh resolution (0.5 mm isotropic) scan 
(data from N. Petridou, UMC Utrecht, unpubl.)
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tive surgery in the prefrontal cortex given 
growing insight in this kind of deficit before and 
after resection [10, 48]. The latter may, in con-
trast, lead to more opportunities for resection 
within the parietal cortex, as it would reduce 
the present uncertainty about the whereabouts 
of regions serving spatial attention.

With the development of sophisticated tech-
niques for mapping fiber tracts comes the 
promise of pre- and intraoperative localization 
of function-critical subcortical tissue. At pres-
ent the exact course of specific tracts is not cer-
tain, due to difficulties in following them reli-
ably in DTI datasets. This is partially due to the 
fact that the resolution of DTI is not even close 
to the diameter of nerve bundles, and partially 
to the difficulty of tracking fibers at sharp bends 
(kissing versus crossing). Resolution of DTI is, 
however, constantly improving due to hard-
ware developments (notably parallel MRI 
headcoils) and new contrasts emerging from 
high-field MRI. Figure 8 shows the delineation 
of the optic radiation discovered in ultrahigh 
resolution images at 7  T. The brain shift re-
mains a major problem for using preoperative-
ly acquired fiber tract maps, but this problem 
may (at last) become resolved with the advent 
of sensitive three-dimensional ultrasound im-
aging technology.

Given the fact that patients can recover from 
functional deficits following a pathophysiolog-
ical or surgical lesion , neurosurgical practice 
would benefit greatly from knowing which re-
gions can be resected without permanent loss 
of function [22]. This can only be achieved if 
information about functional losses and their 
recovery potential would be available in a co-
herent format. Neurosurgery can play a crucial 
role in building a brain atlas of regions that can 
or cannot be resected. Such an atlas requires 
detailed registration of the pre- and postsurgi-
cal and long-term status of motor, sensory, and 
cognitive functions of patients, together with 
detailed structural and functional brain images 
before and after surgery. The European Low 
Grade Glioma Network is working towards a 
standardized multimodal protocol that enables 
building of a brain plasticity atlas. Once a pro-
tocol has been established, it will take several 
years to include and assess data from enough 
patients to start building, initially with a focus 
on motor and language functions. Ultimately, 
the long-term effects of surgery should be pre-
dicted with structural and functional neuroim-
aging techniques prior to surgery to optimize 
survival and quality of life for each individual 
patient.
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Introduction

Magnetoencephalography (MEG) refers to 
the direct recording of magnetic fields pro-
duced by the human brain and is a relatively 
novel clinical technique for preoperative map-
ping of sensory and motor cortices.  MEG is a 
complementary alternative to other functional 
brain imaging modalities such as functional 
magnetic resonance imaging (f MRI), electro-
encephalography (EEG), electrocorticogra-
phy (ECoG), and positron emission tomogra-
phy (PET). While PET and f MRI are power-
ful techniques that are able to reveal function-
ality of cortical regions, they rely on hemody-
namic changes such as blood oxygenation, 
blood flow, and glucose metabolism. 
Consequently, these functional neuroimaging 
modalities only indirectly measure electrical 
activity in the brain; although they have accu-
rate spatial resolution up to submillimeter lev-
els. Measuring changes in vascular dynamics 
is, however, a distinct disadvantage of f MRI in 
terms of temporal accuracy as the measured 
hemodynamic changes occur over seconds, 
whereas some brain activities are occurring at 
the millisecond level. 

Temporal changes in brain activity can be 
investigated more precisely with techniques 
such as EEG, ECoG, or MEG. EEG refers to 
the measurements of scalp potentials caused 
by bioelectric currents that are often distorted 

by volume conduction through heteroge-
neous tissues, including neurons, glial cells, 
meninges, skull, and scalp with different con-
ductivity, thereby making it difficult to inter-
pret the underlying brain activity. This prob-
lem is further compounded in the case of 
brain tumors wherein the conductivity of the 
tissue in and around a tumor is largely un-
known, and so is the distortion due to scalp 
potentials. ECoG refers to direct invasive re-
cordings of electric potentials on the brain’ s 
pial surface. Apart from being invasive, disad-
vantages of ECoG include limited coverage by 
the extent of the electrode arrays placed on 
the brain.

Bioelectric currents produced by neurons 
also generate magnetic fields, whose localiza-
tion, on the other hand, is not distorted by the 
heterogeneous environment. These magnetic 
fields are measured by MEG. Advances in sta-
tistical signal processing methods have en-
abled accurate reconstructions of underlying 
brain sources from MEG sensor data, often 
referred to as electromagnetic brain imaging 
or magnetic source imaging. The spatial and 
temporal resolution of such reconstructions 
of activity from the measured magnetic field 
can be determined with exceptional accuracy 
(0.1 to 1 cm and 1 ms, respectively), making 
this technology attractive for preoperative 
mapping of brain function in neurosurgery pa-
tients [41]. 

Preoperative magnetoencephalography
Edward  F. Chang, Rodney A. Gabriel, Mitchel S. Berger, Srikantan S. Nagarajan
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MEG signal processing and source modeling-
Biomagnetic fields detected by MEG are ex-
tremely small, about five orders of magnitude 
smaller than the earth’ s magnetic fields, and 
therefore appropriate data collection necessi-
tates a magnetically shielded room and highly 
sensitive detectors called superconducting 
quantum interference devices (SQUIDs). 
Signals from the brain are captured by the de-
tection coils of a biomagnetometer, which are 
positioned closely to the scalp, and SQUIDs 
act as magnetic-field-to-voltage converters 
from these detection coils. The total number of 
sensors in modern MEG systems can be about 
300, spanning the entire head surface, with 
more sensors allowing improved spatial resolu-
tion. Although, the maximum sampling rate for 
SQUID detectors can be as high as 12 kHz, in 
most systems, MEG data is usually recorded at 
a rate between 500 and 1000 Hz, and still pro-
viding excellent temporal resolution at the mil-
lisecond level.

The average of sensory activity received by 
the local sensors may be then calculated and 
evoked responses to a particular stimulus can 
be analyzed. For example, an auditory pure 
tone generates an N100m peak arising from the 
primary auditory cortex. The spatial character-
istics of evoked cortical activity may be local-
ized by calculating parameters of equivalent 
current dipoles (ECD) from sensor data. By 

locating the magnetic dipoles, the source loca-
tion of neuronal activity is estimated and cor-
related with the subject’ s MRI, thus producing 
the magnetic source image (MSI). 

With appropriate algorithms that can be 
used for time–frequency analyses of oscillatory 
activity, MEG is not only useful for analyzing 
averaged evoked potentials but also for analyses 
of the location, timing, and frequency band of 
induced oscillatory activity. Research tools 
such as NUTMEG can be used to perform five-
dimensional imaging (three spatial, time, and 
frequency dimensions) from MEG data and to 
follow the spatiotemporal pattern of oscillatory 
power fluctuations across the entire cortical 
mantle, in relation to specific tasks such as 
speech production or motor tasks [47] (Fig. 1).

Current applications in preoperative 
neurosurgery

Epilepsy surgery

Epileptic foci in patients with intractable epi-
lepsy often lack obvious anatomic correlates 
and therefore accurate localization of the epi-
leptogenic zone is essential for seizure-free 
outcomes after resection. Precise localization 
of normal functional areas is also critical when 
the surgical corridor is proximal to eloquent 

Fig. 1. Grand average reconstruction results for left index finger movement by a time–frequency beamformer, superimposed 
on the Montreal Neurological Institute template brain. The functional maps are superimposed on the template brain and are 
statistically thresholded at p < 0.05 (corrected for multiple comparisons). In each panel, the crosshairs mark the spatiotemporal 
peak for the reconstructed source, with the corresponding spectrogram shown below it. The functional map plotted on the 
MRI corresponds to the time–frequency window highlighted on the spectrogram
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cortices. The decision on the extent and loca-
tion of cortical resection for epileptic foci can 
be difficult and therefore a multimodal ap-
proach is preferred. Decisions on the extent of 
resection outside of the actual lesion must take 
into account the balance between preventing 
postoperative neurological deficits and mini-
mizing the volume of epileptic tissue. MEG is 
particularly useful for both patients with non-
lesional epilepsy and those with large lesions 
[1, 5, 27, 38], including mesial temporal lobe 
epilepsies [24]. 

Single epileptic spikes are defined as hav-
ing a duration of less than 70 ms. Localization 
of the epileptogenic zone involves manual 
identification of real interictal spikes from the 
averaged sensor data and subsequent calcula-
tion of the location and orientation of the as-
sociated ECD [43, 48–50] (Fig. 2). One study 
with 455 patients demonstrated a sensitivity of 
70% for identifying abnormal interictal activity 
[43] and several studies have also shown MEG 
localization of interictal spikes can lead to fa-
vorable surgical outcomes [4, 11, 14, 24]. 

One disadvantage of this interictal-spike lo-
calization approach is that it introduces a large 
amount of subjectivity from the manual visual 
inspection for interictal spikes (whether it is a 
real spike or nonepileptic origin). 

Using an adaptive spatial filtering method, 
power changes in frequency bands associated 
with epileptic activity may be investigated and 
possibly provide a more accurate and objective 
methodology for preoperative evaluation with 
MEG. Epileptic spikes are primarily evident in 
the alpha, beta, and gamma frequency bands of 
MEG recordings. Guggisberg et  al [17] de-
scribe a unique algorithm using an adaptive 
spatial filtering method that isolates real epi-
leptiform activity from these high frequency 
bands. This technique initially involves manual 
identification of interictal spikes for MEG re-
cordings followed by automated localization of 
the sources of the spike-locked power changes 
in the beta and gamma bands by an adaptive 
spatial filtering method. Transient increases 
seen in the beta and gamma power bands that 
were time-locked to interictal epileptic spikes 

Fig. 2. MSI and MEG with simultaneous scalp EEG showing interictal unilateral temporal spikes. Single dipole source models 
are shown as yellow triangles with vector tails proportional to dipole strength, superimposed on the anatomical MRI. MEG and 
EEG show a representative left temporal spike marked with a vertical cursors. The corresponding dipole is outlined in orange 
on the MSI
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Fig. 3. MEG results in two typical patients. (A, C) Short-time Fourier transforms reveal transient power increases 
time-locked to the peak of interictal epileptic spikes at 0 seconds in a broad frequency band ranging from delta to 
gamma rhythms, with high-frequency changes being more focal than low-frequency changes. (B, D) An adaptive 
spatial filter localizes spike-locked beta and gamma power increases (squares in upper row) to the zone that was later 
surgically resected (lower row), and, in case of patient 5, to the area of clusters of corresponding ECD (yellow dots). 
ECDss Equivalent current dipoles of single spikes; SAMsl spike-locked dual-state synthetic aperture magnetometry

may be used to reliably localize epileptogenic 
foci (Fig. 3). While still subjective, the average 
power changes in the frequency bands offer an 
alternative localization method, more robust 
than ECD models of single spikes. Furthermore, 
patients need to have a sufficient amount of in-
terictal spikes in their recordings for effective 
preoperative evaluation.

Distinguishing whether generalized epi-
leptiform discharges are from primary or sec-
ondary bilateral sources is an important deci-

sion-making factor for epilepsy surgery. 
Secondary bilateral synchrony is described as 
the rapid bilateral spread of epileptic activity 
from a focal cortical area of electrical abnor-
mality. We demonstrated the usefulness of 
MSI in the evaluation of 16 patients with sus-
pected secondary bilateral synchrony [8]. In 
this approach, interictal spikes were manually 
identified from MEG sensor recordings and 
the corresponding dipoles were fitted and vi-
sualized by MSI. This revealed a unilateral, fo-



Preoperative magnetoencephalography

233

cal area of interictal spiking in the majority of 
patients and supported the decision to pursue 
resection in half of the patients. 

While solitary anatomic lesions are highly 
prognostic of favorable seizure-free outcomes, 
the presence of multiple lesions can make de-
cision-making highly complicated especially 
when scalp EEG is not well localizing. MSI has 
been applied successfully for localization in 
patients with multiple cerebral cavernous mal-
formations [44]. One report found that MEG 
was useful in guiding the extended lesionecto-
my of surrounding abnormal cortex in cavern-
ous malformations [23]. Similar results have 
been described for seizure localization in tu-
berous sclerosis patients with multiple tubers 
[21]. Overall, MSI appears to be an important 
adjunct in presurgical decision-making for ep-
ilepsy surgery, especially when there was dis-
cordance between scalp EEG and anatomic 
findings on MRI. 

Functional mapping for preoperative planning 
for tumors

Gliomas often infiltrate eloquent brain areas, 
and it is essential to consider their proximity in 
the presurgical planning for patients with brain 
tumors. Mass lesions can frequently distort 
normal neuroanatomy, which consequently 
makes identifying eloquent cortices inaccurate 
with normal neuroanatomical landmarks. 
MEG offers reasonable accuracy for functional 
mapping in patients with brain tumors [13, 25, 
32]. This technology has been used for localiza-
tion of the sensorimotor cortex along the cen-
tral sulcus [12, 30, 36, 46], as well as mapping 
the primary auditory [31, 41] and visual corti-
ces [39].

The primary motor cortex and the sensory 
cortex are located on the anterior and posterior 
wall of the central sulcus, respectively. 
Identifying the hand region [12, 22, 30, 33, 42] 
and the mouth region [26, 42] of the primary 
sensorimotor cortex has been useful for pre-
surgical evaluation and also confirmed with in-
tracranial direct cortical stimulation mapping. 

Motor evoked fields can be recorded by 
time-locking the MEG signal corresponding to 
movement [40], and single ECD fitting of the 
corresponding evoked field generated from the 
average sensor data [22, 26, 29, 30, 42]. Using 
this approach, Schiffbauer et al [42] compared 
MSI to intraoperative mapping in tumor pa-
tients receiving painless tactile somatosensory 
stimulation to the lip, hand, and foot and found 
that both approaches had a favorable degree of 
quantitative correlation. Similarly, a favorable 
degree of quantitative correlation was also seen 
from utilizing dipole fitting with MEG versus 
f MRI [29]. Confirmed with ECoG, dipole fit-
ting of evoked magnetic fields to median nerve 
stimulation proved to be superior to f MRI for 
15 patients in identifying the sensorimotor 
cortex [30]. Following dipole fitting of the 
mouth motor cortex, electrocortical stimula-
tion sites were usually anterior and lateral to 
MEG localization of the lip somatosensory 
cortex [26].

The use of MEG spatial filtering holds 
promise for a more robust method for mapping 
the motor cortex in presurgical patients [9, 12, 
33]. The use of a spatial filter beamformer while 
subjects perform a self-paced index finger 
movement can generate high-resolution imag-
ing of the spatiotemporal patterns of premotor 
and motor cortex activity [9]. Peaks of the to-
mographic distribution of beta-band event-re-
lated desynchronization sources reliably local-
ized the hand motor cortex in a group of 66 
patients, which was confirmed with electro-
cortical stimulation [33] (Fig. 4). 

In pediatric patients as well, the premove-
ment motor field component in average brain 
response was localized. In this case, motor field 
time-locked to electromyography onset was 
successfully localized to areas corresponding 
to the hand region in 95% of cases (n = 10), 
which was confirmed with ECoG [12]. 
Furthermore, displacement of the sensorimo-
tor cortex by space-occupying brain lesions 
does not seem to interfere with localization of 
the hand motor cortex [12, 33].
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Fig. 4. (A) Localization of beta-band desynchronization preceding right index finger flexion for a subject with 
a frontal tumor. The location of hand motor cortex relative to a single dipole localization of hand somatosen-
sory cortex is also shown. (B) Localization of beta-band desynchronization due to left index finger flexion in 
the same subject, showing contralateral hand motor cortical activation in the right hemisphere

A

B



Preoperative magnetoencephalography

235

Future applications

Lateralization of language function

Identification of a patient’ s dominant hemi-
sphere is crucial when the surgical site is locat-
ed near presumed language cortex. 
Traditionally, hemispheric language domi-
nance is evaluated by the Wada test, which is 
an invasive procedure. Furthermore, crossflow 
of amobarbital to the contralateral hemisphere 
through the circle of Willis can make results in-
accurate. MEG offers a noninvasive and poten-
tially a more accurate alternative for determin-
ing hemispheric dominance.

Using MEG, language laterality can be 
measured by determining the asymmetry of 
equivalent dipole sources between both hemi-
spheres [37]. By this approach, MSI and Wada 
tests were concordant in determining the dom-
inant hemisphere in 86% of a group of 35 pa-
tients with high sensitivity and specificity [10]. 
Dipole sources of the late auditory evoked field 
components in both hemispheres can be deter-
mined while subjects undergo a recognition 
task for spoken words or listening to synthe-
sized vowel sounds [37, 45]. The laterality of 
increased suppression of MEG activity in the 
8–50 Hz range in the inferior frontal gyrus re-
gions corresponded to the dominant hemi-
sphere and was consistent with the Wada test 
among 95% of the patients [19].

Location of the language cortex (i.e., 
Broca’ s area and Wernicke’ s area) also holds 
clinical value as mass lesions can distort the 
anatomy and also because of interindividual 
anatomic variation among patients. The m100 
of auditory evoked fields reside in the supra-
temporal auditory cortex [18], which is often 
surrounded by language-related cortex [34]. 
Grummich et al [15] compared MEG to f MRI 
in locating Wernicke’ s and Broca’ s areas among 
172 patients. These language areas were local-
ized in all patients; however, 4% of cases dif-
fered in MEG and f MRI and for 19% one mo-
dality showed activation while the other did 
not. Similarly, Kober et  al [28] located 
Wernicke’ s area in the posterior part of the left 

superior temporal gyrus and the motor speech 
area in the left inferior frontal gyrus by spatially 
filtered MEG. Most recently, Hirata et  al [20] 
used synthetic aperture magnetometry (an im-
provement over MEG dipole methods) to pro-
spectively determine language lateralization 
and found high concordance with Wada testing 
and intraoperative cortical stimulation results. 
In a recent study, we have extended the ap-
proach of Hirata et  al and were able to accu-
rately characterize dynamics of language domi-
nance by MEG, during an auditory verb gen-
eration task, a semantic association task that 
activates both receptive and expressive lan-
guage networks. Our estimation of language 
lateralization based on this examination also 
correlates very highly with Wada test results.

Assessing functional connectivity

The term functional connectivity essentially de-
fines the complex functional interaction be-
tween local and more remote brain areas. This 
concept should be considered clinically as dis-
turbances in these networks as abnormalities in 
functional connecting during resting state are 
observed primarily in brain tumor patients 
when compared to healthy controls [2, 3]. 
Furthermore, neurocognitive effects are corre-
lated with functional-connectivity changes in 
brain tumor patients, especially in patients with 
low-grade gliomas [6, 7]. Therefore, the map-
ping of functional connectivity may be an im-
portant component in surgical planning [16].

Utilizing MEG, Guggisberg et  al [16] de-
scribe the changes in the time–frequency space 
of functional connectivity in 15 brain tumor 
patients compared to healthy controls (Figs. 5 
and 6). Mean imaginary coherence between 
brain voxels was calculated as an index for 
functional connectivity. When compared with 
healthy controls, all patients with brain tumors 
had diffuse brain areas with decreased alpha 
coherence. Decreased connectivity was seen 
around the lesion area in patients with lesion-
induced neurological deficits. In the resting 
connectivity in the delta and gamma frequency 
bands in patients with brain tumors, functional 
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Fig. 5. Functional maps obtained by MSI or intraoperative cortical mapping as well as two 
different kinds (L and P) of images of functional connectivity in 4 patients with brain tu-
mors superimposed over their three-dimensionally rendered individual brains. The L-
image is a lesion-specific image of connectivity and the P-image is a patient-specific image 
of connectivity. (A) Twenty-five-year-old woman with a central paresis of the right foot 
due to an astrocytoma WHO grade III that infiltrated the left medial sensorimotor cortex. 
Note that the L-image displays a corresponding decrease in functional connectivity in the 
sensorimotor cortex of the right foot. (B) The L-images of these 3 tumor patients without 
presurgical functional deficits indicate functional disconnection (in blue) of different pro-
portions of the corresponding tumor tissue (graded 0–2, with 0 indicating smallest pro-
portion with disconnection). In agreement with the L-images and the clinical status, func-
tional cortex was mapped outside of disconnected (blue) areas by MSI and cortical map-
ping in all patients. In addition, L-images predicted the functional status after radical sur-
gery: whereas patient 6 suffered from postsurgical sensible deficits in the left arm and leg, 
no deficits were observed in patients 1 and 9. P-images show diffuse or scattered areas with 
connectivity estimates significantly lower than those of a healthy control population, but 
these areas are unrelated to tumor location and brain regions with functional deficits
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connectivity was decreased in patients with 
brain tumors and further decreased in left-sid-
ed versus right-sided tumors [3, 42]. 
Specifically, there is a decrease in high-fre-
quency bands for long-distance connections 
and an increase in slower frequency bands for 
more local connections [2]. Another study 
showed that patients with low-grade gliomas 
had higher long-distance synchronization in 
the delta, theta, and lower gamma frequency 
bands compared with that of healthy controls 
[6]. The increase of relative power in the theta- 

and alpha-band correlated with impaired ex-
ecutive function, information processing, and 
working memory [6].  The delta- and theta-
band activities were more intense in the cortex 
proximal to the tumor and the surrounding 
edematous tissues, and patients with increased 
volume of enhanced delta activity exhibited 
poor recovery of function in the early postop-
erative period [35]. In a recent follow-up study, 
we have found that these measures of function-
al connectivity can potentially be used to guide 
intraoperative electrical stimulation mapping.

Conclusion

MEG is rapidly becoming an ideal method for 
preoperative evaluation of patients undergoing 
intracranial neurosurgery. The noninvasive 
ability to derive high-resolution spatial and 
temporal cortical activity will play an increas-
ingly important role in clinical decision-mak-
ing for neurosurgery.

Fig. 6. Percentage of patients without critical tissue within 
the tumor area (A) and without functional deficits after tu-
mor resection (B) in relation with the functional disconnec-
tion score derived from G-images
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Background: Evolution of TMS 
technology for pre-surgical mapping

Soon after its introduction in the mid 1980s, 
TMS found widespread use in the neurosci-
ences in general and was becoming an indis-
pensable diagnostic tool in Neurology. By con-
trast, the Neurosurgical world only published 
two scientific papers during the 1990s on the 
use of TMS for the preoperative work-up of 
motor cortex topography [2, 8]. This was partly 
due to the fact that early TMS systems were yet 
fully developed enough to be highly accurate 
and easy to use, but also because TMS as a 
method for somatotopic mapping was not well 
appreciated so instead f MRI was capturing ev-
eryone’ s attention as the exciting new technol-
ogy of the day. There are two major sets of rea-
sons why TMS is now being rediscovered for 
preoperative brain mapping: on the one hand 
the technology has been improved, and on the 
other hand the surgical community is begin-
ning to better understand its merits relative to 
other technologies.

Earlier TMS systems were already usable, 
just as computers in the 1980s and 1990s were 
already usable, but the early TMS systems were 
more demanding to use and less beneficial than 
TMS systems today, just as computers in the 
1980s and 1990s were not as useful as the lap-
tops and netbooks of today. The technological 
improvements of TMS consist of both im-

provements of the hardware and improve-
ments of the software. The two main improve-
ments of the hardware have been the refine-
ment of the stimulation coils to make them 
more precisely focused, and the development 
of more versatile navigation systems to guide 
the stimulation. The two main improvements 
of the software have been that it now takes into 
account all known physical factors that have an 
influence on the stimulation and also that it 
now has a much more intuitive user-interface, 
so the examiner can concentrate on the map-
ping rather than on deciphering the TMS sys-
tem itself. Together all these improvements of 
the hardware and software have made the tech-
nology more reliable and usable.

But as mentioned, the earlier TMS systems 
were already sufficiently accurate and usable, 
so the recent rediscovery of TMS cannot be at-
tributed only to improvements of the technol-
ogy itself. The rediscovery of TMS is also due 
to a change in the consciousness of the neuro-
surgical community. On the one hand, early 
TMS systems were mostly overlooked because 
there was a lot of preoccupation with f MRI in 
the 1990s, as the exciting new technology of 
the day. And f MRI has certainly demonstrated 
its usefulness. But in recent years there has 
been growing disappointment with its accura-
cy for preoperative motor mapping. On the 
other hand, the neurosurgical community by 
and large did not understand TMS well in the 
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1990s and simply was not ready for it. And even 
the researchers who thought it was valid for 
preoperative mapping were not really envi-
sioning all the possibilities that TMS might 
open up. But now there is a growing network 
of neurosurgeons, engineers, and other re-
searchers who understand more clearly what 
this technology could really do for neurosur-
gery and are communicating their vision much 
more clearly to the broader medical world. 
This chapter and book serves as part of that ef-
fort to explain what TMS can do to improve 
the surgical outcomes of patients with brain tu-
mors in or near the motor cortex.

Pre-surgical mapping of the motor 
cortex

When and why TMS is used for preoperative 
mapping

There are two main indications for preopera-
tive TMS in patients eligible for surgery with 
rolandic tumors. First, TMS is indicated if the 
functional anatomy (i.e., the exact spatial rela-
tionship between the tumor and the presumed 
essential motor areas) remains unclear after 
anatomical imaging. The reasons for this can be 
the mass effect of the tumor or infiltrative 
growth. Second, TMS is indicated if there is a 
discrepancy between the imaging results and 
the clinical findings (for example, a large tumor 
within M1 but no noticeable motor deficits). In 
such cases, the functional anatomy may have 
changed due to tumor-induced plasticity. In ei-
ther of these two scenarios (which may occur 
separately or together), TMS provides elucida-
tion of the functional anatomy and the state of 
the motor system preoperatively. This reduces 
the surgeon’ s uncertainty and presumably re-
duces the risk of causing a new iatrogenic mo-
tor deficit, though this has not yet been stud-
ied. This in turn improves the quality of preop-
erative decision making, in terms of patient 
counseling and planning of the surgical proce-
dure. And since the results are available imme-
diately, a TMS examination can take place, 

need be, even just shortly before the planned 
procedure.

How to map the motor cortex of a brain tumor 
patient using TMS

Essentially, TMS mapping is performed by 
stimulating multiple points on the patient’ s 
brain and recording the resulting motor out-
put. The prerequisite for navigated TMS map-
ping is an MRI navigational dataset, usually in 
1 mm slice thickness. The patient is positioned 
comfortably either in an examination chair or 
in a hospital bed (e.g., hemiparetic patients). 
Surface electrodes are attached to different 
muscle groups and connected to the EMG. 
Then the patient head and the virtual 3D navi-
gational image are co-registered. In order to 
perform valid peritumoral motor mapping, 
one must adhere to ten principles of somato-
topic mapping with TMS:
(1) The number of monitored EMG channels 

depends on the individual case. If detailed 
information on the peritumoral somato-
topy is needed, more EMG channels must 
be recorded than in cases where identifi-
cation of M1 is the only question.

(2) Stimulation spots are considered motor 
positive when the EMG recording shows 
a typically shaped MEP response at a sen-
sible latency (between 15 and 35 msec) 
and the peak-to-peak amplitude exceeds a 
predefined threshold (usually > 50µV); 
the resting activity of the recorded muscle 
must be below the amplitude threshold. 

(3) Aim for the lowest stimulation intensity. 
This achieves the highest accuracy, be-
cause the lower the intensity, the smaller 
the area of excitation.

(4) First, determine the individual resting 
motor threshold (RMT) by stimulation at 
the hand knob both on the healthy and on 
the tumorous side. Differences in the 
RMT between the hemispheres must be 
correlated to the clinical findings and the 
history of the patient. Use the RMT on 
the tumor side for peritumoral mapping. 

(5) Peritumoral mapping should always be 
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targeted and should answer specific ques-
tions; mapping should be initiated at 
120% of the RMT.

(6) When the course of the gyri is traceable, 
the stimulation (i.e., the direction of the 
induced e-field) should primarily be or-
thogonal to the gyrus, and the stimulus 
should be aimed at the dorsal bank of the 
gyrus.

(7) Stimulation controlled by neuronaviga-
tion should cover the area of the presumed 
precentral gyrus and the adjacent gyri. 
Stimulation should be performed in 
1–5mm steps with the stimulation being 
tighter closer to areas of critical interest; a 
predefined raster is optional. 

(8) M1 is usually reliably defined after 20–50 
stimuli. If the result seems inconclusive, 
M1 might have been excited even though 
the stimulation was targeted at a neighbor-
ing gyrus. In this case, two rescue strategies 
can be applied. First, lower the stimulation 
intensity to 110% RMT, 100% RMT or 
even below 100%. Second, perform map-
ping at different angles than the optimal 
angle orthogonal to the gyrus, in order to 
prevent a stimulus from “jumping” to a 
neighboring gyrus.

(9) When mapping around a tumor or within 
a tumor (especially in low-grade gliomas), 
mapping should always be performed at 
varying angles if the anatomy is distorted 
by the tumor. 

(10) Always keep in mind, that the neural rep-
resentation of motor function may have 
undergone plastic changes due to the tu-
mor with the consequence that the pat-
tern of cortical motor representation 
might differ from the classic M1 somato-
topy.

Usually the detailed functional somatotopy be-
comes clear to the examiner already during the 
examination. Nevertheless all stimulations and 
MEP responses should be stored to allow for 
offline analysis. If doubt about motor represen-
tation in specific areas persist, the respective 
MEP responses or lack of responses can be 

double-checked offline to rule out false posi-
tive or false negative stimulations.

Output and benefits of pre-surgical TMS 
mapping

There have been various TMS systems over the 
years, and Fig. 1 shows a couple examples. The 
exact form of the output depends on the TMS 
system that is being used, but generally speaking 
it consists of an MRI image of the cortex, over-
laid with spots that represent the points stimu-
lated, using various color-coding schemes to 
show what kind of response was obtained. The 
TMS responses can then be transferred to the 
neuronavigator for intraoperative orientation.

In Fig. 2, we see the 3D navigational view of 
a 64 year-old male patient suffering from a mild 
paresis of his right hand (BMRC grade 4/5). The 
MRI revealed a mass of the central region in the 
left hemisphere, most likely a meningeoma. 
Displacement of the precentral gyrus frontally 
was suspected. In Fig. 2A, the navigated TMS 
system used here applied “Line Navigation”. 
This means that the midpoint of the figure-of-
eight-coil, as the presumed spot of maximum 
TMS impulse, is projected onto the cortical sur-
face. In the left panel of Fig. 2A, the TMS im-
pulse strikes the cortex surface at an angle (blue 
and purple line visible), which is incorrect. In 
the right panel of Fig. 2A, the TMS impulse 
strikes the cortex surface orthogonally (only 
blue line visible), which is correct. The software 
monitors the tilt of the coil and displays the 
stimulation trajectory, so the examiner can aim 
the stimulation orthogonally at the cortex, to 
obtain the best mapping results. But other im-
portant physical factors, such as the rotation of 
the coil, are not accounted for in this system. In 
Fig. 2B, we see the 3D navigational view after 
stimulation has been carried out in a 5 mm ras-
ter. All stimulated spots are displayed, whereby 
white spots showed no response but yellow 
spots showed a reproducible CMAP > 50µV 
peak-to-peak amplitude on the APB recording. 
The examination clearly confirmed the location 
of the anatomical handknob immediately adja-
cent to the fronto-lateral aspect of the tumor.
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Fig. 1.  Two TMS Systems. (left panel) “Line navigation” TMS system in use. Sensors for electro-
magnetic tracking are attached to the mastoid (black arrow), allowing for free positioning of the 
head, and to the TMS coil (white arrow). In the background, the navigation unit with an imaging 
display for real time navigation of the TMS coil can be seen. (right panel) “E-field navigation” TMS 
system in use. Reflective spheres are attached to the patient’ s head (modified glasses) and to the 
TMS coil. The camera for optical tracking can be seen in the upper left. The stimulator coil is 
shown placed against the patient’ s head.  The motor output is recorded by surface electrodes at-
tached to the face, arm, and leg. The anatomical map of the patient’ s brain is shown on the com-
puter screen in the upper left, while the MEP output tracings are shown on the computer screen in 
the upper right

Fig. 2.  TMS mapping using the system in the left panel of Fig. 1, performed on a 64 year-old male 
patient with a mild paresis of his right hand. (A) Navigational views during mapping procedure. 
(B) Mapping results (See text for further explanations)
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In Fig. 3, we see the 3D navigational view of a 
63 year-old female patient suffering from a 
mild hemiparesis of her right side (BMRC 
grade 4/5). The MRI revealed a tumor in the 
central region of the left hemisphere. A high-
grade glioma or metastasis was suspected. The 
functional anatomy of the primary motor cor-
tex remained unclear after anatomical imaging. 
In Fig. 3A, the navigated TMS system used in 
this case applied “e-field navigation”. The red 
arrow indicates the direction of the induced e-
field. The color coding reflects the strength of 
the e-field (red > green > blue). The red num-
ber in the lower left corner states the maximal 
e-field value in volts per meter at the center of 
the arrow. The left yellow number states the e-
field at the crosshair. The image sequence dem-
onstrates the rapid decay of the e-field from the 
center to the periphery. In the left panel of Fig. 

3A, we see stimulation with the e-field pointing 
anteriorly and slightly angled toward the mid-
line. The e-field at the center of the arrow is 41 
V/m. In the middle panel of Fig. 3A, we see the 
crosshair has been positioned in the green area, 
and the e-field at the crosshair is less than half 
(20 V/m) of the maximum e-field. In the right 
panel of Fig. 3A, we see the crosshair has been 
positioned in the blue area, and the e-field is 
now only 1 V/m. In Fig. 3B, we see the 3D nav-
igational view showing the results after stimu-
lation has been performed. In the left panel of 
Fig. 3B, all spots stimulated on the left hemi-
sphere are displayed. The relevant area, i.e. the 
area adjacent to the tumor, has been stimulated 
in a dense raster. The premotor cortices have 
also been stimulated. In the right panel of Fig. 
3B, the image displays only the spots where a 
muscle response was observed (MEP > 50 µV 

Fig. 3.  TMS mapping using the system 
in the right panel of figure 1, per-
formed on a 63 year-old female patient 
suffering from a mild hemiparesis on 
her right side. (A) Navigational views 
during mapping procedure. (B) Map-
ping results (See text for further ex-
planations)

A

B
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peak-to-peak amplitude). Three different hand 
muscles (APB, FDI, ADM) and one leg muscle 
(TA) were recorded in this case. The color cod-
ing corresponds to the intensity of the re-
sponse, whereby red indicates small responses 
(MEP 50–500 µV), yellow indicates medium 
responses (MEP 500–1000 µV), and white in-
dicates large responses (MEP > 1000 µV). This 
mapping makes it evident that the precentral 
gyrus has been displaced frontally and that the 
center-of-gravity for the hand muscle repre-
sentation is located immediately adjacent fron-
to-laterally to the tumor. The responses close 
to the midline are from the leg (TA).  

Analysis by TMS provides further informa-
tion in addition to the motor topography. For 
example, a higher RMT on the tumor side in a 
neurologically intact patient can reflect an im-
minent risk of paresis. Or for another example, 
the activation pattern during M1 and M2 stim-
ulation might reflect motor system plasticity if 
unusual M2 activation is observed in a patient 
with an M1 tumor. The synthesis of the pa-
tient’ s clinical status, MRI findings, TMS so-
matotopy, and TMS analysis of motor system 
excitability in primary and non-primary motor 
areas can improve the surgical team’ s ability to 
make a prognosis about the risk for suffering 
permanent motor deficits.

How to construct the TMS map image

In order to make clear and useful mapping im-
ages from the TMS examination, a few points 
should be kept in mind. First it must be taken 
into account that the excitation of the motor sys-
tem takes place most probably not on the crown 
of the gyrus but rather at the dorsal bank of the 
precentral gyrus. This corresponds to a depth of 
about 20–30mm under the scalp, depending on 
individual factors such as coil-cortex-distance. 
So the results should be shown at a level of about 
20–25 mm under the coil, to obtain the neuro-
physiologically most accurate visualization. This 
also corresponds to the depth where the gyral 
anatomy is most eminent, which enables the 
surgeon to easily understand the functional 
anatomy when planning his or her operation.

Second, different modes of visualization 
are possible. Color-coding can be used to sim-
ply distinguish motor-positive from motor-
negative spots. Or it can be used to differenti-
ate which muscles responded at which stimula-
tion locations. Or color-coding can be used to 
show the strength of the motor responses. Any 
positive responses close to the tumor should 
certainly be displayed, so the surgeon does not 
resect those areas, but otherwise, positive 
spots do not necessarily all need to be shown. 
Identification of M1 should be self-evident, so 
if there are too many markers of positive re-
sponses cluttering the imaging, then some of 
them can be removed to make the brain anato-
my visible again. Negative spots located within 
the tumor or immediately adjacent to it should 
be shown, because it is important to document 
the lack of function within the tumor or close 
to the planned resection margin. Otherwise, 
negative spots (outside the tumor) should not 
normally be shown, because they clutter the 
image and obscure the underlying anatomy. 
The mapping image(s) should be accompanied 
by a text file that briefly describes the mapping 
parameters used, the results obtained, and any 
interpretations or conclusions made by the ex-
aminer.

Problems and limitations of TMS mapping

In tumor patients, the routine procedure of 
TMS can face some special obstacles. The pa-
tients can have difficulty relaxing, which can 
cause a lot of noise in the EMG signal and con-
sequently false positive responses. The patients 
might quickly become uncooperative. The 
TMS examination set-up allows for conversa-
tion with the patient before and during the 
procedure and can help to relax them and es-
tablish rapport with the examiner. These pa-
tient issues are also why it is important to have 
comfortable seating or to allow the patient to 
remain in the hospital bed during the proce-
dure. In general, the procedure must be quick, 
easy, and flexible, because the patients are of-
ten not in top condition for enduring long te-
dious work-ups.
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Single-pulse TMS is safe in terms of seizure 
induction or other adverse events. Nevertheless, 
experience in tumor patients is still limited. 
Epileptic seizures are not a contraindication for 
TMS, but these patients must be fully informed 
about the possibility of a seizure. The operator 
should also be consciously prepared to respond 
to such an eventuality.

Finally, as with all imaging modalities, re-
liable interpretation of TMS imaging requires 
an understanding of the methodology that 
produced that imaging. The maps cannot be 
viewed uncritically as the absolute truth of 
objective reality. The examiner must be aware 
of some important facts, regarding the visual-
ization of the TMS in relation to the cortex. 
Due to the individual head shape and cortical 
anatomy as well as the neurophysiology of 
TMS-induced corticospinal volleys, the exci-
tation of the pyramidal cells does not neces-
sarily happen underneath the midpoint of the 
coil. The rotation and the tilting angle of the 
coil, the strength of the magnetic field, and 
the individual anatomy all have an influence 
on the cortical site where the excitation takes 
place. TMS navigation should visualize all 
these physical factors. The best approxima-
tion of where the excitation possibly takes 
place can be reached by visualizing the result-
ing e-field in relation to the cortex. Yet one 
must keep in mind that local tissue factors 
have an influence on the resulting electrical 
current. Due to all these factors, both the ex-
aminer and anyone viewing the maps later 
must keep in mind how the imaging is pro-
duced, in terms of the device engineering and 
the patient neurophysiology.

TMS compared to other mapping 
modalities 

Other options for mapping the motor cortex

There are of course, as this book shows, sev-
eral methods available for mapping the motor 
cortex. When used for preoperative mapping, 
the aim of all these methods is to identify the 

so-called eloquent structures, which in daily 
neurosurgical practice means the areas that 
cannot be removed or damaged without caus-
ing a permanent neurological deficit. In regard 
to motor function, the precentral gyrus (also 
called the “primary motor cortex”) has, with 
its strict somatotopic order, historically been 
considered the only eloquent structure on the 
cortical level. Although this view has been 
modified by findings on overlapping motor 
representations within the precentral gyrus 
and direct corticospinal tracts originating 
from the superior frontal gyrus, the precentral 
gyrus still remains the dominant factor for as-
sessing the risk of morbidity in rolandic tumor 
surgery. Studies on brain connectivity and in-
traoperative stimulation studies have proven 
that the motor system is a dynamic network 
that is organized hierarchically around the 
cortical epicenter, i.e. the precentral gyrus 
[12]. The various brain mapping technologies 
have different ways of representing this com-
plex network, and therefore have various ad-
vantages and drawbacks.

All preoperative mapping modalities that 
have been used in recent years (f MRI, MEG, 
PET, EEG) record “brain activity” after the pa-
tient has performed certain tasks and then use 
biomathematical models to reconstruct the re-
corded data into functional information. This 
information has been successfully implement-
ed into surgical planning (see previous chap-
ters). Nevertheless, these observational meth-
ods suffer from the limitation that their bio-
mathematical models can be inadequate to reli-
ably determine which areas produce essential 
function in the vicinity of a tumor, especially 
when complex networks are activated during 
motor paradigms. There is a risk of false nega-
tives, which can increase the surgical morbidi-
ty, and also the risk of false positives, which can 
leave tumors inadequately resected. The rea-
son for this is that these observational methods 
also identify areas as “essential” that are part of 
the motor network but that are in reality mere-
ly involved in the task in inessential ways and 
therefore could be safely resected without 
causing any lasting deficit [7]. 
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TMS is the only non-invasive method that 
allows for examination by stimulation, like the 
gold standard of intraoperative DCS. The stim-
ulation of a precise cortical spot enables assess-
ment without the complex biomathematical 
modeling involved in some other methods. 
Points of the brain where TMS at 120% RMT 
evokes MEPs within normal range latencies 
can be considered as “essential” with the same 
reliability as intraoperative stimulation map-
ping.

TMS vs. fMRI

Functional magnetic resonance imaging 
(f MRI) is currently the most widely used 
method for preoperative mapping of motor 
function, and it has been discussed extensively 
in the other chapters here, as well as in a vast 
body of journal papers. But how does it com-
pare to TMS for preoperative mapping of the 
motor cortex in brain tumor patients? The first 
obvious advantage of f MRI is that it is already 
widely available at many hospitals and also that 
there is a vast scientific literature about its use 
and interpretation. Furthermore, f MRI is su-
perior to TMS for examining functional neural 
networks. f MRI enables analysis of the whole 
brain over a period of time. Although the tem-
poral resolution is low, it enables the medical 
team to distinguish between areas that are acti-
vated almost simultaneously versus areas that 
are activated separately. In other words, f MRI 
can provide information on the temporal se-
quence of all the neural areas involved in a task. 
Thus one may draw conclusions about distinct 
networks and their interconnections. 
Additionally, longitudinal f MRI data enables 
one to visualize any long-term brain plasticity, 
for example after a stroke or tumor resection.

On the down-side, f MRI involves a com-
plex methodology. There are no standardized, 
user-independent protocols. Slight changes in 
task design, task performance, or data analysis 
can have substantial impact on the activation 
maps one obtains [11]. Successful identifica-
tion of the precentral gyrus depends upon the 
quality of the data, which depends on many 

factors: the signal-to-noise ratio, motion and 
susceptibility artifacts, the chosen motor task, 
the subject’ s ability to perform the task, and an 
intact neurovascular coupling. All these factors 
can be compromised in tumor patients and 
negatively affect the accuracy of the f MRI 
mapping result. Even when the data is of good 
quality, the biomathematical analysis of the 
data requires an expert examiner who knows 
by experience which analysis threshold best re-
flects reality. And still there is a real risk of false 
negatives, especially if there is impaired neuro-
vascular coupling around the tumor. There is 
also a risk of false positives, primarily due to 
activation of non-primary motor or non-motor 
areas, since it is very difficult to selectively acti-
vate only the primary motor cortex [19].

By contrast, TMS minimizes the risk of 
false negatives and positives, because it active-
ly tests the areas that will be at risk during the 
operation. TMS can repeatedly target the area 
in doubt, in order to obtain a clear picture of 
the functional topography (see Fig. 3B). 
Furthermore, the stimulation result is obtained 
immediately; whereas, the analysis of function-
al imaging procedures requires further pro-
cessing time after data acquisition, so any lin-
gering uncertainty cannot be resolved without 
bringing the patient back in for another exami-
nation session. Moreover, TMS has, in theory, 
a high accuracy for identification of the cortical 
entry gate to the motor network. The more im-
portant the entry gate, the higher the motor 
output. For surgical planning this means that 
TMS has the benefit of reliably identifying the 
classic primary motor cortex representation. 
f MRI can also identify it, but the analysis is 
much more complex and demanding. 

f MRI and TMS findings do not necessarily 
agree completely since they use different entry 
gates to the motor system and measure differ-
ent outputs. So far, only one small (n=15) study 
from the gray literature has compared f MRI 
and TMS to DCS in the same patients; they 
found a mean (SD) distance of 10.5 (5.67) mm 
between the TMS and DCS hotspots and 15.0 
(7.6) mm between the f MRI and DCS hotspots 
[5]. Further peer-reviewed comparisons of the 
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topographic precision of f MRI vs. TMS are 
still needed, but regardless, the strong point of 
f MRI is the visualization of complex networks 
and the possible changes in brain activation 
patterns due to tumor-induced plasticity. By 
contrast, TMS is especially well-suited for clar-
ification of cortical functional anatomy. Thus 
they are complementary methods, each best 
suited for answering different kinds of ques-
tions.

TMS vs. MEG

Magnetoencephalography (MEG) has demon-
strated its ability to reliably identify the precen-
tral gyrus in healthy subjects and also in tumor 
patients [13]. Its main strong point is its superi-
or temporal resolution compared to both f MRI 
and TMS. MEG measures electromagnetic 
changes from neuronal activity on a timescale 
of milliseconds immediately before the onset of 
voluntary movement; whereas, f MRI is based 
on the measurement of hemodynamic respons-
es to neuronal activation, but these hemody-
namic responses are much longer than the un-
derlying neuronal activity, lasting up to 15 sec-
onds after a stimulus. And TMS does not mea-
sure brain activity at all, but EMG motor out-
put, which does not allow for analysis of the 
temporal activation pattern of distinct cortical 
areas. MEG’ s superior temporal resolution en-
ables the medical team to analyze each step of 
motor planning and performance in millisec-
ond steps [9]. This ultrafine temporal analysis of 
the motor network is not possible with any oth-
er mapping modality, including TMS.

But like f MRI, MEG involves biomathe-
matical analysis of the raw data that is time 
consuming and requires expert knowledge. By 
contrast, TMS does not require post-exam 
analysis, because the stimulation result is im-
mediately evident. Thus, TMS can be per-
formed easily by any trained medical person-
nel, if the guidelines mentioned above are tak-
en into account, and the results are available 
right away. Moreover, there is a major financial 
barrier to the adoption of MEG technology. Its 
very high cost – for both initial acquisition and 

ongoing maintenance – ensures that it is avail-
able only at highly specialized centers.

Preoperative mapping by both MEG and 
TMS would not necessarily agree completely, 
since they use different entry gates to the mo-
tor system and different outcome measures. 
But so far, there have been no studies compar-
ing MEG and TMS, undoubtedly because nei-
ther technology is widespread yet and only a 
few centers in the whole world have them both.

TMS vs. DCS 

Intraoperative direct cortical stimulation 
(DCS) is still considered the gold standard for 
functional mapping of the primary motor cor-
tex. When DCS is performed correctly, its sen-
sitivity for detection of eloquent structures is 
100% [10]. The major advantage of TMS over 
DCS is that TMS is conducted preoperatively. 
Clearly this allows a more timely and thorough 
examination of motor topography with TMS, 
especially if the operation is challenging (e.g., 
due to a severe tumor mass effect). Moreover, 
if intraoperative complications are encoun-
tered, these can lead to aborting DCS mapping 
altogether. 

The results currently available suggest that 
navigated TMS motor mapping has a similar ac-
curacy to DCS. In a recent study, the topo-
graphic median (range) distance between the 
APB hotspots of nTMS and DCS was 8.43 
(0.83–15.59) mm [16]. Two earlier papers also 
reported a good correspondence between 
nTMS and DCS [6, 8], though each paper was 
based on only two patient cases each, so the 
findings cannot be taken as conclusive. In a pre-
vious report, exactly the same spots were stim-
ulated with TMS and DCS in a 5 mm raster. The 
median (range) distance between nTMS and 
DCS hotspots in that study was 5 (0–7) mm 
[15]. For both TMS and DCS, the exact extent 
of the stimulated cortical area still remains un-
clear, and discrepancies between the mapping 
results reflect methodological differences rath-
er than “inaccuracies” of either method. 

For DCS, it has been demonstrated that 
during bipolar cortical stimulation the current 
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peaks in the region directly below the bipolar 
electrodes; whereas, current density decreases 
much less rapidly with depth during monopo-
lar anodal stimulation [14]. Consequently, su-
prathreshold anodic stimulation of the motor 
cortex primarily leads to direct stimulation of 
the pyramidal cells [17]; whereas, responses af-
ter bipolar stimulation are also mediated by in-
tracortical connections that conduct the stimu-
lus into adjacent neurons [4]. Single-pulse 
TMS is likely to involve both tangential corti-
cal fibers and direct corticospinal axonal bun-
dles [1, 18]. Depending on the e-field direction 
and the stimulation strength, TMS of M1 will 
preferentially activate the pyramidal cells indi-
rectly (i.e., transsynaptically) or directly at 
their axon hillock. These observations imply 
that DCS and TMS stimulate preferentially the 
same population of neurons. Nevertheless, the 
exact stimulation path remains unknown in the 
individual case, especially around a tumor with 
possible changes of conductivity.

Conclusion: the future of TMS in  
pre-surgical motor mapping

Navigated TMS has proven to be a reliable and 
accurate method for preoperative peritumoral 
motor mapping. In comparison to functional 
neuroimaging methods, TMS has the benefit 
of being the only painless preoperative method 
that establishes a causal link between the stim-
ulation of an area and the observed motor out-
put, in a fashion similar to DCS. TMS can be 
performed quickly and easily by a non-expert 
user; the results are available immediately; and 
the interpretation of the results is straight-for-
ward. Moreover, TMS can be conducted on 
patients who are not able to perform move-
ment tasks for functional imaging, due to hemi-
paresis for example.

TMS analysis will in the near future surely 
take on further roles in motor cortex neurosur-
gery, besides topographical mapping to im-

prove surgical planning and patient counsel-
ing. TMS is already starting to be used to evalu-
ate the status of the motor system, by analyzing 
the patterns of M1 and non-primary motor 
area activations, the necessary stimulation 
strengths, and the latencies and resulting MEP 
amplitudes. These and other parameters pro-
vide a detailed assessment of the status of the 
motor system that far exceeds the mere clarifi-
cation of topography. Researchers are also cur-
rently working on ways to use TMS as the basis 
for fiber-tracking, which will allow TMS to 
support surgical planning at subcortical levels. 
TMS analysis might also be useful to predict 
the outcomes of surgery in terms of potential 
brain plasticity. Similar tumors with similar 
clinical findings may call for different treat-
ment strategies if the TMS findings point to 
different potentials for plastic reorganization 
and thus different potentials for recovery after 
resection of a lesion located in an area that 
would normally be regarded as a surgical no-
touch area. Postoperative TMS examinations 
can help to further specify the individual prog-
nosis in regard to motor function and can im-
prove the planning of patient-specific rehabili-
tation. Indeed, TMS even has the potential to 
promote rehabilitation by induction of brain 
plasticity [3]. The use of TMS mapping in neu-
rosurgery is just beginning to take off now in 
the 21st century. Undoubtedly many new dis-
coveries and applications for TMS in neurosur-
gery will be found as more medical teams adopt 
the technology, spend time exploring its po-
tential, and sharing their findings with the rest 
of the scientific and medical community.
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Introduction

When a resection in dominant perisylvian ar-
eas is needed, language function is a major con-
cern [1, 2, 3, 4]. Different methods, both inva-
sive and non-invasive, have been used to ad-
dress this issue, such as functional MRI (f MRI), 
MEG (magnetoencephalography), event relat-
ed potentials, PET scanning, cortico-cortical 
potentials and DCS (direct cortical stimula-
tion) – the latest considered up to now as the 
gold standard both for cortical and subcortical 
mapping as well as for intraoperative monitor-
ing [5, 6, 7, 8]. Furthermore, different specific 
language tasks have been used to segment lan-
guage function into distinct subsets of cerebral 
organizational resources for all the methods 
previously mentioned.

FMRI is the non invasive method the most 
frequently used, with an exponentially in-
creasing number of papers published in the 
last years [ 9, 10, 11, 12, 13]. There is also ex-
tensive literature concerning the use of this 
tool for presurgical language planning and the 
correlation between f MRI and DCS [14]. This 
issues are more extensively discussed in other 
chapters in this book, but the core idea is that 
f MRI is defining participating areas in a given 
language task, but do not elucidate which of 
them are actually essential and therefore 
should not be resected. In spite of this dubi-
ous intrahemispheric localization, it is consid-

ered a useful tool for language lateralization, 
with a good correlation with the Wada test. 
Anyhow f MRI discloses important informa-
tion about related cortical areas for a given 
task and thus leads to information on anato-
mo-functional connectivity that can be at-
tained by using these areas as ROIs for DTI 
tractography. Furthermore, longitudinal 
f MRI gives insight to neural plasticity of lan-
guage function [7].

Interestingly, navigated TMS (nTMS) 
uses a quite similar concept than DCS for lan-
guage function localization. When a patient is 
performing a language task, an electrical 
(DCS) or a magnetic (nTMS) current can in-
terfere with the test by synchronously altering 
the neurons included in the field. Indeed, if 
these neurons are crucial for the specific task, 
the function being studied will show an altera-
tion such as speech arrest, paraphasia, ano-
mia, etc. Thus, it can be considered that the 
method simulates a situation in which the cor-
tical areas and subcortical connecting tracts 
are virtually and transitorily damaged. 
Therefore nTMS arises as an alternative non 
invasive method for presurgical language 
mapping and may play an important role in 
designing tailored surgical strategies.

Speech arrest induced by repetitive TMS 
(rTMS) has been previously reported [15–21]. 
The use of a navigation system allows precise 
location of the stimulus delivered by TMS in 
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the cortex of the individual by showing it onto 
a 3D model rendered from an MRI previously 
loaded into the system. As shown in the previ-
ous chapter, nTMS with a single stimulus has 
been used to perform primary motor cortical 
maps by recording responses from the muscles 
[22]. In this setting the estimated accuracy of 
the cortical area stimulated is less than 10 mm 
[22–24]. 

Papers studying the correlation of nTMS 
with DCS language mappings are scarce. In our 
experience, we have explored language using 
nTMS in 18 patients with a different subset of 
lesions such as gliomas, cavernomas, AVMs, 
meningiomas and also for epilepsy surgery cas-
es. DCS has been correlated in all of these pa-
tients. Here, we will show some illustrative 
cases of this series.

In addition, diffusion tensor imaging (DTI) 
tractography allows the visualization of sub-
cortical pathways both in healthy volunteers 
and in patients. Different methods have been 
applied to define these tracts and all of them 
have several limitations. Therefore, they have 
to be addressed carefully for case planning, es-
pecially in relation to false positives and false 
negatives with regard to the different possible 
tract interpretations provided by distinct soft-
wares. Nevertheless DTI tractography is cur-
rently used in surgical planning and translated 
to the operating room in neuronavigation sys-
tems. There is also a recent literature which at-
tempted to correlate data obtained during in-
traoperative DCS of the subcortical language 
pathways with data provided by DTI tractogra-
phy [25–29]. A different and appealing ap-
proach may consist to use the nTMS language 
mapping areas as ROIs for DTI tract localiza-
tion in order to further understand connectivi-
ty at the individual level and therefore to delin-
eate safer surgical resections. This has also been 
done in our series.

Finally, since 2004, we use an augmented 
reality stereoscopic planning system, namely 
Dextroscope® (Volume Interactions). It has a 
full range of visualization, segmentation, regis-
tration and reporting tools, and all of non 
emergent cases are previously planned in this 

setting. We can include data on tumour metab-
olism with methionine PET scanning as well as 
information on neural function with MEG, 
f MRI and nTMS, allowing the performance of 
a 5D stereoscopic tool (3D stereoscopic + 
physiology + function). In this stereoscopic 
setting, the more complex is the image, the 
more advantage for easier understanding is 
provided by a 3D system. This is particularly 
true for DTI and functional interpretation. 
Indeed, it is difficult to interpret the data put 
into a statistical analysis, but it is very easy to 
see them just by pressing the monoscopic or 
stereoscopic button in the virtual keyboard 
with the natural stereoscopic human vision. 
This system may also be helpful in longitudinal 
analysis for neural plasticity studies and as a 
neuroimaging database tool.

Methodology

We have used two repetitive butterfly stimula-
tion coils, MagPro Series Magstim (Medtronic, 
USA) and Nexstim TMS (Nexstim, eXimia, 
Finland), coupled to a nTMS system (NBS: 
Navigation Brain System, Nexstim, eXimia, 
Finland) to perform the presurgical language 
mapping. Two kinds of localizing glasses have 
been used in order to be able to fully explore 
the temporal, parietal and frontal areas. 

For the mapping of speech areas, we use re-
petitive nTMS (rnTMS). After setting the 
threshold of tenar muscles at rest, we raise the 
rnTMS to a 110 to 120% over this motor thresh-
old and rnTMS train of 20 pulses at 10 Hz dur-
ing 2 seconds is delivered while the subject or 
patient is performing a language task. 

Counting, reading and naming tasks have 
been used in these patients. No synchroniza-
tion device between object presentation and 
stimulation has been used. Some other tasks 
such as verb generation and spontaneous 
speech have also been used in specific patients. 
A language area has been assigned onto the 3D 
MRI model when a language disturbance has 
been produced at least three times at the same 
location.
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The aim has always been to explore a wide 
perisylvian area, comprising the inferior-pos-
terior frontal cortex, first and second temporal 
gyri, supramarginal and angular gyri. When a 
patient has experienced pain or has not been 
comfortable with the magnetic stimulation, 
the area causing this problem has not been ex-
plored. 

A language map has been depicted with 
language areas shown as cubic volumes of 5 
mm sides, and exported by means of a DICOM 
export program to the Dextroscope® and to the 
surgical navigation system (stealth station, 
Medtronic, USA). This is helpful for DTI trac-
tography and it also allows intraoperative DCS 
and nTMS comparison. Intraoperative pic-
tures of DCS maps have also been taken for ev-
ery patient.

DCS language mapping has been per-
formed by using square biphasic 0.2 msec stim-
uli in 50 Hz trains of 2 seconds duration at in-
creasing intensities starting at 1 mA up to 16 
mA. A stimulation area is considered crucial 
for language when eliciting a language problem 
in at least 2 out of 3 stimulations – performed 
just below the afterdischarges threshold deter-
mined by electrocorticography.

Correlation is made by comparing the co-
ordinates between DCS with nTMS in the 
Dextroscope® and by comparing intraopera-
tive pictures with 3D stereoscopic renderings. 
A good concordance is defined when the dis-
tance between both methods is under 10 mm.

A 3.0 T Philips and a 1,5 GE MR systems 
have been used for DTI sequence acquisition. 
A deterministic eigenvector paradigm and soft-
ware have been used to define tractography us-
ing the Dextroscope® planning system.

Results 

A global map of the areas of speech arrest elic-
ited by nTMS in our first 7 patients (with tu-
mours within the left fronto-temporal region), 
further confirmed by intraoperative DCS, is 
shown in Fig. 1.

Illustrative cases

Case 1
A 30-year-old bilingual right-handed female 
presented with a generalized seizure. A MRI 
showed a left extra-axial tumor, typical for a 
meningioma. The nTMS study showed differ-
ent cortical areas for Euskera and Spanish 
(Figs. 2 and 3). Being the patient a medical 
doctor and after discussion with her, it was 
agreed to operate on her with a conscious cra-
niotomy, and a language mapping was made 
both for L1 (Spanish) and L2 (Euskera) (Fig. 
4). A good correlation between both methods 
was confirmed in this case. 

Case 2 
A 35-year-old bilingual right-handed male pre-
sented with a 20 months history of increasing 
seizures. These were mainly partial (motor and 
aphasic types). He was on multiple antiepilep-
tic drugs with persistent daily crisis, and he de-
veloped at least two episodes of epilepticus 
status in the 6 months period before surgery. 
MRI showed an inferior and posterior left fron-
tal brain tumour, typical for a low grade glio-
ma. This lesion, involving the inferior motor 
strip, steadily grew in subsequent scans. 
The rnTMS study showed language areas in 
the pars opercularis and pars triangularis for 
Spanish (L2) (Fig. 5). Discomfort was elicited 
when stimulating in the first temporal gyrus 
so no further stimulations were performed in 
the rest of perisylvian areas. An intraoperative 
DCS language mapping study was performed, 
which allowed the detection of areas predicted 
by the rnTMS, that is, language sites within the 
inferior frontal gyrus and within the superior 
temporal gyrus (Fig. 6).

Discussion

From our own experience and from the litera-
ture, it has been shown that language distur-
bances and particularly speech arrest can be 
elicited by nTMS stimulation, and therefore 
depicted onto a 3D model of a patient. When 
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Fig. 1. The color triangles show the location of the language sites in the first  
7 patients of this series

Fig. 2. Cortical areas involved in Spanish detected by preoperative nTMS in  
a patient with meningioma (Case 1)
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Fig. 3. Cortical areas involved in Euskera detected by preoperative nTMS in the same patient with meningioma

Fig. 4. Intraoperative language mapping using DCS in the 
same patient with meningioma, demonstrating a good 
correlation between nTMS and DCS in this case

Fig. 5. Cortical areas crucial for Spanish detected by preopera-
tive nTMS in a patient with left low-grade glioma involving the 
rolandic operculum (Case 2)
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finding these nTMS areas and comparing them 
to the DCS intraoperative mapping, we have 
found a good agreement with DCS language 
mapping. Although a comprehensive report is 
not yet given here, some positive trends are 
clearly shown in our preliminary analysis. 
Therefore, these first data deserve further dis-
cussion, especially with regard to the sensibili-
ty, specificity and accuracy of the method, but 
also disclosure of present methodological 
problems and insight into further improve-
ments.

Indeed, one of the more important prob-
lems is the sensitivity of the technique. There 
are several circumstances that make difficult to 
evaluate speech arrest responses. Coil posi-
tioning can interfere with the reference local-
ization glasses of the patient, making difficult 
to achieve a correct positioning of the stimulat-
ing coil to cover all the perisylvian area. A new 
reference glasses with a different attachment to 
the patient head to free the temporal area has 
been used in the last cases, allowing minimiza-
tion of this problem. 

In addition, TMS can also induce tetanisa-
tion due to peripheral stimulation of temporal 
and masseter muscles. The facial and trigemi-
nal nerves can also be stimulated. All of these 

structures can cause pain, eliciting a stop of the 
task that can be misinterpreted as a language 
disturbance. Another cause of misinterpreta-
tion in this setting is due to direct muscle stim-
ulation without pain, which can also be inter-
preted as a positive speech arrest. The patient 
presents a muscle contraction that follows the 
rhythm of the magnetic stimulation and that 
creates a difficulty in keeping the fulfilment of 
the task. Video recording of the patient study is 
important to review these studies, and can also 
benefit of adding a later analysis by different 
specialists. All of the aforementioned problems 
are more important when trying to stimulate 
temporal rather than frontal or parietal areas, 
so the first trend is that nTMS is more compre-
hensive and useful for localizing language areas 
in these regions.

The idea to compare rnTMS with intraop-
erative DCS language mapping lead us to use 
an object naming task  as previously described 
by Berger et al [11]. For rnTMS we did not 
used a synchronizing device, starting the mag-
netic stimulation when the image was visually 
presented to the patient. We have found that a 
continuous language task such as reading or 
counting has been somewhat more efficient in 
this setting.   

Fig. 6. Intraoperative language mapping using DCS in the same patient with left glio-
ma, demonstrating a good correlation between nTMS and DCS
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Nonetheless, we have to admit that we have 
not been able to produce speech arrest in all 
the subjects studied. Furthermore, in some 
subjects, we have produced speech arrest in 
one task (reading), while it has been impossi-
ble to induce disturbances during another type 
of language task (e.g., naming). This can be 
specifically interesting for discrimination of 
different language networks.

It is clear now that speech arrest or other 
language problems elicited by DCS need a cer-
tain degree of charge density to produce a vir-
tual lesion, and that this virtual lesion is corti-
cally limited using the usual stimulation para-
digms. It is not clear however how  wide and 
deep the area of cortical and subcortical stimu-
lation is, when using a repetitive magnetic 
stimulation, since it is most probably spreading 
wider and deeper with every repetition of the 

pulse. The use of a certain intensity of the mag-
netic field is therefore also a matter of discus-
sion. A 110–120% intensity over the motor 
threshold is used on the assumption that the 
language areas have a similar threshold. This 
can be more probably the case in volunteers 
but not necessarily be the same for patients 
with different types of lesions, different lesion 
locations and different drugs such as antiepi-
leptic medications. 

In our practice, we have found efficient lan-
guage stimulation with short term (2 seconds) 
high rate frequency trains, and no more that 10 
Hz were needed. Although we have used 110–
120% intensities over the motor threshold, 
sometimes we have needed to rise up to 130% 
to obtain a speech arrest. Of note, the shape of 
the coil, and the magnetic field volume formed 
is also influencing the result of the stimulation.

Fig. 7. The step by step process of  fiber tracking acquisition using rnTMS ROIs is shown in this figure
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When finding rnTMS language area, this 
site has also been shown by DCS intraoperative 
in more than 80% of the cases. For example, it 
was the case with L1 and L2 specific tasks in 
bilingual patients, with a precision of correla-
tions less than 10 mm. So this leads us to think 
that nTMS is a precise and a specific method. 
However, once again, pain, movements, mus-
cle artefacts and the tracking glasses problems 
previously mentioned make the method much 
less sensitive for temporal language areas com-
pared to frontal and parietal ones, as also 
shown in case 2.

Finally, the use of rnTMS as volume ROIs 
for language fiber tracking may also give in-
sight into the connectivity of the depicted ar-
eas and may help to understand functional sig-
nificance for the different tracts (Fig. 7). The 
cubic volume ROIs of the system are initially 
meant for motor stimulation which uses single 
pulses. In repetitive stimulation the area will 
not be in any case smaller than showed by sin-
gle pulse cube. Although we can only speculate 
on the depth of the stimulated magnetic field in 
the brain, it can be possible that the tracts orig-
inated in the rnTMS ROIs are less numerous 
than the ones depicted in the actual image. This 
probably makes again this method more spe-
cific than sensitive. In the same sense is the de-
terministic type of DTI tracking used by our 
system, which could give us more reliable in-
formation about tractography in the near fu-
ture than probabilistic and Q-ball methods – 
even is still a matter of debate.

Conclusions

Although with certain limitations, especially in 
relation to stimulation of temporal areas, 
nTMS shows up as an accurate and specific 
method for preoperative language mapping, 
with a good agreement with the intraoperative 
DCS language mapping (even in bilingual pa-
tients) 

The link between this rnTMS data detect-
ing functional mosaics and tractography (by 
using TMS results as volume ROIs) gives a 
unique opportunity to better understand func-
tional connectivity, by providing functional 
meaning to these anatomical tracts. Indeed, 
these pathways can be further investigated 
when assigning specific language functions to 
the rnTMS ROIs, since rnTMS may discrimi-
nate “sub-functions”, such as reading and nam-
ing. Nonetheless, both magnetic stimulation 
conditions and language tasks paradigms need 
to be improved in further research for a more 
comprehensive language mapping. Finally, fur-
ther developments in coil cooling, coil design 
and knowledge on repetitive cortical and sub-
cortical magnetic field distribution are needed 
to further extend this novel technique. The ul-
timate goal is to define non-invasively at the 
individual scale the cortical and subcortical or-
ganization of language, both as a guide for im-
proving surgical planning as well as for a better 
understanding of neural plasticity mechanisms 
in longitudinal studies.
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Introduction

Surgical resection of tumors located within the 
so-called eloquent areas requires the pre- and 
intraoperative identification of cortical and sub-
cortical functional sites to achieve the goal of a 
satisfactory tumor resection associated with a 
full preservation of the patient’ s integrity.

Diffusion tensor imaging (DTI) and fiber 
tractography (FT) are magnetic resonance 
techniques based on the concept of anisotropic 
water diffusion in myelinated fibers, which en-
able three-dimensional reconstruction and visu-
alization of white-matter tracts. Three-
dimensional visualization of the functional fi-
bers and their relationship with brain lesions is 
helpful for preoperative evaluation and intraop-
erative navigation, combining DTI information 
with those of direct electrical stimulation (DES).

In this chapter, we will describe the contri-
bution of DTI-FT to surgical planning and, 
when combined with DES, to safety in the per-
formance of surgical removal of tumors involv-
ing functional brain areas.

DTI data acquisition and FT 
processing

DTI is an innovative magnetic resonance imag-
ing (MRI) technique, introduced in the mid 
1990s [37, 38], that allows to assess the axonal 

organization of the brain, using the anisotropic 
water diffusion. DTI uses the translational mo-
tion of water molecules to obtain anatomic in-
formation [1]. Water molecules are supposed 
to move more easily along the axonal bundles 
rather than perpendicular to these bundles be-
cause there are fewer obstacles to prevent 
movement along the fibers. By the character-
ization of the anisotropic diffusion of water, an 
entirely new image contrast is provided which 
is based on structural orientation [2, 12, 16].

To identify the course of white matter 
tracts, DTI tractography methods require the 
delineation of regions of interest (ROIs) as 
starting seed points for tracking [25]. ROIs can 
be delinated automatically or manually. Manual 
delineation of ROIs requires a priori anatomi-
cal knowledge and it is very helpful when the 
anatomy is distorted such as in the case of tu-
mors. In our institute we use the method de-
scribed by Catani and Thiebaut de Schotten 
[13]: a ROIs is defined around areas of white 
matter that represent “obligatory passages” 
along the course of each tract. If the ROI repre-
senting an obligatory passage contains only fi-
bers of the tract of interest, a single ROI ap-
proach is used. A one-ROI approach is used for 
the arcuate fasciculus, cingulum, corpus callo-
sum, anterior commissure, and fornix. When a 
tract shares its obligatory passages with one or 
more other tracts, a two-ROI approach is used. 
The second ROI is defined such that it contains 
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at least a section of the desired fasciculus but 
does not contain any fibers of the undesired 
fasciculi that pass through the first ROI. The 
two-ROI approach is used for the corticospinal 
tract and the uncinate, inferior longitudinal, 
and inferior fronto-occipito fasciculi. A second 
ROI can also be used to exclude undesired 
streamlines. 

At our institute, DTI data are obtained with 
a 3 T MR scanner using a single-shot echo pla-
nar imaging sequence (repetition time, 
8986 ms; echo time, 80 ms) with parallel imag-
ing (sensitivity encoding factor, R = 2.5) [3–6]. 
Diffusion gradients are applied along 32 axes, 
using a b-value of 0 and 1000 mm2/s. A field of 
view of 240 by 240 mm and a data matrix of 96 
by 96 are used and these lead to isotropic voxel 
dimensions (2.5 by 2.5 by 2.5  mm). The data 
are interpolated in-plane to a matrix of 256 by 
256 leading to a voxel size of 0.94 by 0.94 by 
2.5  mm. Fifty-six slices are obtained, with a 
thickness of 2.5 mm, with no gap. The sequence 
is repeated 2 consecutive times and data are av-
eraged off-line to increase the signal-to-noise 
ratio; thus, the total time for diffusion-tensor 
MR imaging is 646  s. Three-dimensional fast 
field echo T1-weighted imaging (repetition 
time, 8 ms; echo time, 4 ms; image resolution 
equal to DTI) was performed for anatomic 
guidance. Alternatively, a 1.5 T machine can be 
used [23]. At least 6 directions should be used.

DTI datasets are realigned off-line on a PC 
workstation by the AIR (automatic image reg-
istration) software to correct artifacts due to 
rigid-body movement during scan acquisition 
[7]. 

Usually, deterministic tractography is per-
formed for clinical use with patients [14, 33, 38], 
as well as in our series [5, 6]. Reconstruction is 
performed by various software; we use DTI 
Studio v2.4.01 software (H. Jiang, S. Mori, 
Radiology Department, Johns Hopkins 
University, Baltimore, HMD, USA), by which 
we obtain main eigenvector and fractional an-
isotropy (FA) maps [8]. Subcortical connec-
tions were reconstructed by the “fiber assign-
ment by continuous tracking” method [9, 10, 
31, 32]. An FA threshold of 0.1 and a turning 

angle of >55° are used as criteria to start and 
stop tracking. Seeding ROIs for tractography 
were defined around areas of white matter that 
represented the brain regions that all the fibers 
of each tract must pass through in order to reach 
their cortical or subcortical terminations. ROIs 
were chosen on the basis of previous anatomic 
knowledge, in sections perpendicular to the 
main course of the tracts [49], and were adapted 
to intraoperative neurophysiological findings. 

By DTI-FT we reconstructed various mo-
tor tracts, such as corticospinal tract (CST) 
and supplementary motor area (SMA) fibers, 
and language tracts, involved in the phonologic 
and semantic components of language: the su-
perior longitudinal fascicle (SLF) is the basic 
tract involved in the phonologic component of 
language, the inferior fronto-occipital fascicle 
(IFO) is the basic tract involved in the seman-
tic component of language [6]. Additional 
tracts such as the following can be reconstruct-
ed: the uncinate and inferior longitudinal (ILF) 
fascicles, which provide information on the se-
mantic and phonologic component of language 
in the frontal and temporal lobes, or the subcal-
losal fascicle, involved in the phonologic com-
ponent of language and located in the lateral 
border of the lateral ventricle [6].

To reconstruct the CST, a ROI should be 
placed on an axial section at the level of subcor-
tical white matter of the precentral gyri. For 
the IFOF, ILF, and uncinate fascicle, a ROI is 
placed on a coronal section at the level of the 
anterior part of the external capsule at the junc-
tion of the frontal and temporal lobes, where 
the two tracts run in contiguity. 

To reconstruct the SLF, a first ROI should 
be placed on a coronal section at the level of a 
high-anisotropy region laterally to the central 
part of the lateral ventricle; a second ROI is 
placed in a peritrigonal site at the level of the 
descending branch of the fascicle. For all the 
tracts reconstructed, any contaminating fibers 
have to be removed. 

After tract reconstruction, the following 
step is to superimpose the reconstruction to 
volumetric morphological MR images. 
Volumetric precontrast T1-weighted or FLAIR 



Preoperative DTI

265

(fluid attenuated inversion recovery) images 
are usually coregistered to the mean of all diffu-
sion-weighted images by the SPM2 software to 
obtain the superimposition of the white-matter 
tracts on T1-weighted anatomical images. This 
allows to compare the trajectories of the tracts 
in the involved hemisphere with those of the 
controlateral unaffected hemisphere and to 
evaluate the anatomical relationship between 
the tract and the tumor mass as well as the ef-
fect exerted by the tumor on the tract of inter-
est. Finally, DTI-FT data are saved as a com-
patible format (DICOM) to be transferred to 
the neuronavigation system, to be loaded and 
being available for surgical planning and intra-
operative guidance.

DTI-FT techniques allow to depict the 
functional white-matter fibers around and in-
side a tumor [24], producing an impressive 
amount information concerning the anatomi-
cal and functional boundaries of the lesion to 
be resected. In the following section, we will 
report our experience on the combined use of 
DTI-FT and direct electrical stimulation dur-
ing surgical removal of gliomas.

Use of DTI during surgery of gliomas: 
pitfalls

DTI-FT images are fused with morphologic 
volumetric postcontrast T1-weighted and 
FLAIR images and f MRI images [7, 11, 21]. 
These images are loaded into the neuronaviga-
tion system and are used preoperatively for 
surgical planning by localizing the tumor and 
defining its relationship with subcortical and 
cortical functional areas and the main vascula-
ture [11, 15]. In addition, the same images, be-
ing loaded into the neuronavigation system, 
are available during surgery for guidance.

Two critical points appear as important for 
the correct use of DTI-FT data in glioma sur-
gery: the transfer of the data to the neuronavi-
gation system [40] and the use of technical ad-
justments during surgery to maintain a global 
accuracy of the information and to reduce the 
problem of brain shift [9, 10, 26, 39].

We save DTI data as a compatible format 
(DICOM) by the Medx software (Medical 
Numerics, Inc., Germantown, MD, USA). This 
allows the images to be transferred and loaded 
into the neuronavigational system. The neuro-
navigational system (Brain Lab, Munich, 
Germany, in our experience) performs an auto-
matic coregistration between DTI-FT datasets 
and the preoperative MR images acquired with 
references applied on the skull of the patient by 
a voxel-by-voxel intensity matching nonlinear 
algorithm. 

As estimate for the clinical navigation accu-
racy, the target registration error localizing a 
separate fiducial, which is not used for registra-
tion, is usually performed at the beginning of 
surgery. The target registration error should be 
less than 2 mm to be considered as acceptable. 

The brain shift is the main limitation of the 
use of neuronavigation, particularly in case of 
large tumors; it occurs already at the beginning 
of surgery, when the dura is opened, and in-
creases with the progress of tumor removal.

In order to reduce the problem of brain 
shift, it is critical that the resection is per-
formed with repeated landmark checks during 
surgery, the craniotomy is restricted to the 
minimum necessary to expose the tumor area 
and a limited portion of the surrounding brain, 
resection should proceed so that the mainte-
nance of accuracy of the information is maxi-
mally ensured. For frontal tumors located close 
to CST, the resection should be started from 
the posterior border where the CST is located, 
and after its identification, the tract is followed 
inside the tumor mass. Afterwards the remain-
ing anterior part of the tumor is removed. 
Similarly, for parietal tumors, the resection is 
started from the anterior border following the 
same principle. 

Another way to overcome these problems 
is to update the preoperative images intraop-
eratively. The use of intraoperative MR is the 
gold standard [34, 35], but its main limitation is 
the cost of the system. Ultrasound is another 
imaging option used for intraoperative visual-
ization of low-grade gliomas. Advances in ul-
trasound technology have made the image 
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quality of the ultrasound comparable to intra-
operative MR. Recent studies [39] showed that 
the integration of intraoperative ultrasound 
with neuronavigation represents an efficient 
and inexpensive tool for intraoperative imag-
ing and surgical guidance. Brain shift detected 
with intraoperative ultrasound could be used 
to update preoperative image data such as 
f MRI and DTI-FT in order to increase the val-
ue of this information throughout the opera-
tion. Unfortunately, the ability of these meth-
ods to reveal overlooked tumor remnants is 
lower than that of intraoperative MR systems.

Correlation between DES and  
DTI-FT: intraoperative use of DTI-FT

DTI-FT data allow depicting the relationship of 
subcortical tracts with the neoplastic mass: the 
tract can be unchanged, dislocated, infiltrated, 
or interrupted by the tumor mass and its effect 
[1]. This information can be influenced by some 
technical factors, linked to the tract reconstruc-
tion, such as the FA threshold used to com-
mence and cease tracking [32] or the character-
istics of the tumor (histology, edema, location) 
or the location of ROI placement [20, 46 ,48]. 
To better define the intraoperative use of DTI-
FT information, we have routinely correlated 
DTI-FT data with subcortical DES data during 
surgery [6]. This correlation has been per-
formed for more than 350 cases, in which motor 
(CST) or language (IFOF or SLF) tracts were 
reconstructed and their images were loaded 
into the neuronavigation system and available 
during surgery for correlation with DES data. 
At the time of surgery, the correlation was per-
formed by registering the location of each posi-
tive or negative motor or language response 
into the neuronavigation system in which the 
DTI-FT data were loaded and fused with mor-
phological MR images. In addition, the correla-
tion was also performed postoperatively, by 
transferring postoperative MR images on a 
workstation and fusing them with preoperative 
MR images and DTI-FT ones. The distance be-
tween the point of response at DES and the 

tract border was measured on transverse navi-
gation images and was graded as corresponding 
(at the tract border or within the tract), close 
(within 1 cm), or distant (>1 cm). In addition, 
each subcortical site identified during subcorti-
cal mapping was marked with a sterile num-
bered tag and a digital picture of the surgical 
cavity was taken at the end of the resection. The 
anatomical location of the subcortical path-
ways, i.e., the periphery of the surgical cavity, 
where the resection was stopped according to 
the functional responses elicited by intraopera-
tive stimulation [18], was evaluated on an im-
mediate postoperative MR scan. Technically 
this was accomplished by transferring immedi-
ate postoperative MR images of each patient to 
a Brain Lab workstation and fusing them with 
preoperative MR images on which DTI-FT for 
each fascicle were merged. The existence of a 
correspondence between the location of a sub-
cortical site identified by DES and that of the 
tract in DTI-FT images was considered only 
when the distance between the location of the 
subcortical site evoked by DES and identified 
intraoperatively by the use of neuronavigation 
system was graded as adjacent to the tract in 
transverse neuronavigation images. In all the 
other cases, the correspondence was consid-
ered null. 

DES for cortical and subcortical mapping 
[6, 7, 30] is usually performed with a bipolar 
hand-held stimulator equipped with 1  mm 
electrodes, tips 5  mm apart, connected to an 
Ojemann cortical stimulator (Integra, 
Plainsboro, NJ, USA) or an Osiris or Isis stimu-
lator (Inomed, Emmendingen, Germany), 
which is delivering biphasic square wave puls-
es, each phase lasting 1 ms, at 60 Hz in trains 
lasting 1–2 s for cortical mapping and 1–4 s for 
subcortical mapping. Subcortical mapping is 
alternated with the resection in a back and 
forth fashion. Subcortical mapping is per-
formed with the same current threshold as ap-
plied for cortical mapping. Alternatively, a mo-
nopolar stimulation can be used, either corti-
cally or subcortically, by delivering a single- or 
double-pulse stimulus, according to the train-
of-five technique. 
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For motor mapping, the patient is connect-
ed to a multichannel electromyography system 
which allows simultaneous monitoring of dif-
ferent and distant muscles. Once determined, 
the same intensity of the current for stimula-
tion is used in most of the cases throughout the 
procedure. Initially, a low current intensity 
(2 mA) is used, which then is progressively in-
creased till a movement is induced. A stimulus 
duration of 1 or 2 s is usually enough to gener-
ate a motor response. At this point, it is good 
practice to stimulate the areas close to that in 
which the current induced the movement, to 
map them, and to check if the current is able to 
evoke motor responses also in these zones. If 
not, the current intensity may be increased and 
adjusted to evoke appreciable motor respons-
es. When a response was induced at a subcorti-
cal level, it is recommended to generate an in-
tensity–response curve, to assess the mainte-
nance of the response either at very low cur-
rent intensity levels. This can help in estimating 
the distance between the point of stimulation 
and the functional tract. Usually, if a response 
is maintained till the intensity is decreased to 
5–3 mA, the location of the stimulation is very 
close or can be considered as being in the tract. 

For language mapping [6], counting is used 
as initial test. The current is usually applied 
onto the premotor cortex related to the face, 
and the test aims to check if the current is able 
to stop the patient’ s counting. In order to be 
reliable, this has to be repeated several times 
and the counting to be stopped at least three 
times. Then, the same current is applied during 
the other testing (object, verb naming, word or 
sentences comprehension) to locate the site in-
volved in the semantic and phonologic compo-
nent of language. As before, when a response is 
found at subcortical level, a intensity–curve is 
also generated to assess the distance between 
the site of stimulation and the tract. 

During surgery and all the time of stimula-
tion, it is also recommended to check by elec-
trocorticography if the applied current may 
induce afterdischarges in the nearby brain ar-
eas. Only a current which is immediately below 
that which is inducing afterdischarges has to be 

used for mapping. If afterdischarges are seen, 
the current should be set up at an intensity of at 
least 0.5 mA less than the previous one. By do-
ing so, electrocorticography recording is used 
to keep the test reliable. In fact, only the re-
sponses evoked in absence of afterdischarges 
are considered to be trustworthy.

We will present data according to motor or 
language tracts. Motor tracts were reconstruct-
ed in 294 patients with lesions involving motor 
pathways and language tracts in 305 patients 
with lesions involving language pathways.

Motor tracts

For routine clinical use, the CST should be al-
ways reconstructed [22, 27]. For selected pa-
tients, additional tracts running in the premo-
tor areas can be also reconstructed. For pa-
tients with frontal tumors on the dominant 
side, the course of the motor fibers belonging 
to the premotor face areas should be also re-
constructed. For reason of simplicity, their 
findings have been reported in the language 
tract section. 

In all the cases of precentral tumors, the 
CST was shown either as unchanged (66% of 
cases) or as dislocated posteriorly (34% of tu-
mors, in case of large lesions). In both cases, 
subcortical stimulation located the tract at the 
posterior border of the tumor mass. Motor re-
sponses appeared as focal (few muscles) when 
the tract was stimulated in close vicinity to the 
surface, while multiple muscle groups were af-
fected by deep stimulation. The cortical or 
near-cortical stimulation always induced evi-
dent movements, while subcortical stimulation 
frequently induced at the beginning some mus-
cle activations which were detected only by 
amplified electromyography while the resec-
tion was approaching the subcortical tracts and 
which became overt movements when the 
CST was reached. In all cases, subcortical DES 
located the CST where it was shown by DTI-
FT and therefore it was graded as correspond-
ing. 

In cases of rolandic tumors, DTI recon-
structed the CST mainly inside the tumor mass 
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(98% of cases). In the majority of bulky tumors 
(92%), the tract was displaced either anteriorly 
(22%) or more frequently posteriorly (78%) 
and highly infiltrated by the tumor mass 
(Fig. 1). Less frequently, and in case of highly 
infiltrating and diffuse low-grade gliomas, the 
tract was shown inside the tumor mass and as 
highly infiltrated. In the first group of tumor, 
subcortical DES located the tract in the same 
position where it was shown by DTI-FT 
(Fig.  1). Some discrepancies were observed 
only in the superior portion of the tract, close 
to the cortical surface, where DTI-FT failed to 
reconstruct fibers but DES located motor re-
sponses. As we previously reported, even the 
placement of additional ROI in those regions 
did not improve the fiber reconstruction [5]. 
More problematic are the cases of highly dif-
fuse low-grade gliomas, where DTI-FT usually 
reconstructed the tract as highly infiltrated and 
inside the tumor mass. Particularly in those 
cases with a long history of seizures, and at the 
beginning of the resection, when 60 Hz stimu-
lation was applied over the regions of the tu-

mor where DTI-FT depicted the location of 
the upper portion of tract, it usually failed to 
locate overt motor responses. When the cur-
rent intensity was progressively increased to 
induce responses, this usually resulted in sei-
zures, without overt movements. In these cas-
es, the electrical identification of the CST re-
quired the use of different modalities of stimu-
lation, such as the monopolar one, or alterna-
tively, the initial resection could be performed 
under DTI-FT guidance. However, as in the 
previous cases, DTI-FT failed to show fibers 
close to the more lateral portion of the homun-
culus, probably due to the presence of crossing 
fibers that cannot be visualized by the simple 
tensor model here used for tractography [48], 
where DES (generally with monopolar stimu-
lation) induced laryngeal or upper or lower 
face responses. When a portion of the tumor 
was removed, and the CST partially decom-
pressed, the 60 Hz stimulation started again to 
identify motor responses, usually in the same 
location where DTI-FT reconstructed the 
deeper portion of the CST. 

Fig. 1. (A–D). CST reconstruction in a case of right parietal low-grade oligodendroglioma. (A) The CST (white bundle) was 
reconstructed by DTI-FT and superimposed on morphologic T1-weighted images; the CST was dislocated and infiltrated by 
the tumor mass. (C) The CST was identified intraoperatively by DES where the CST was located by DTI FT. (D) Example of 
motor response at subcortical level (hand). (B) Postoperative FLAIR images show that the margin of resection was coincident 
with the CST
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In the cases of parietal tumors, DTI-FT 
usually located the CST at the anterior border 
of the tumor and showed it as either unchanged 
when the tumor volume was small (16.7% of 
cases) or dislocated anteriorly when the tumor 
was larger (83.3%). DES located the tract in a 
similar position. 

In cases of insular or temporal tumors, the 
CST was located at the medial and posterior 
border of the tumor and shown as either un-
changed or dislocated. The concordance was 
tested in a subgroup of patients in which the 
tract was located close to the border of the tu-
mor, where DES during surgery identified mo-
tor responses. 

Globally considered, these data indicate 
that there is usually a very high concordance 
between DTI-FT data for CST and subcortical 
mapping, the CST being located in the same 
position where it was shown by DTI FT. Some 
pitfalls may occur in a limited subgroup of 
highly diffuse low-grade gliomas located in the 
rolandic areas, in which DTI-FT may fail in re-
constructing portions of CST, particularly in 

the areas of extensive infiltration. In addition, 
in these particular cases, also the electrical 
identification of the CST may be problematic 
and require the use of alternative modalities of 
stimulation [7, 11].

Language tracts

The SLF and IFOF were reconstructed in all 
patients with either temporal or frontal domi-
nant tumors, these two tracts being essential 
for the functional preservation of language [17, 
19]. 

The SLF is a large tract [28] running from 
the parietal to the frontal lobe, mediating the 
phonemic component of language. It was 
shown by DTI-FT as dislocated or infiltrated 
by the tumor, generally depending on histolo-
gy, size, and location of the tumor mass (Fig. 2). 
The tract was usually unchanged or dislocated 
in high-grade tumors, and infiltrated in case of 
low-grade gliomas. Large tumors dislocated or 
infiltrated the tract, smaller ones left the tract 
unchanged. When the SLF was found during 

Fig. 2. (A, B). IFOF reconstruction in a case of left frontal recurrent low-grade 
oligodendroglioma. The IFOF (white bundle) was reconstructed by DTI-FT 
and superimposed on morphologic T1-weighted images; the tract was dislo-
cated and infiltrated by the tumor mass (A); the tract was identified intraopera-
tively by DES (onset of semantic paraphasia) in the same position where it was 
located by DTI-FT, as demonstrated by the postoperative postcontrast T1-
weighted images (B)
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surgery and stimulated with 60 Hz current, its 
stimulation induced phonemic paraphasias in 
the same places where the SLF was located by 
DTI FT. As previously reported, the anatomic 
extension of this tract is usually considerably 
larger than the functional one when subcorti-
cal language mapping is performed. Therefore, 
a large part of the tract can be safely resected 
because it is not functional in terms of lan-
guage. This is particular so for frontal and tem-
poral tumors. In addition, in case of low-grade 
gliomas involving the F3 gyrus, an additional 
ROI should be placed in the subcortical area of 
F3 to visualize the portion of the SLF tract 
whose stimulation induced phonemic para-
phasia. This portion usually constituted the an-
terior and superior border of the tumor. 

The IFOF is a discrete tract running from 
the occipital to the frontal lobe and mediating 
the semantic component of language [5–7]. 
The relationship between the tract and a tumor 
depends on the tumor’ s location, size, and his-

tology. The IFOF was shown as unchanged or 
dislocated in case of high-grade tumors, or as 
dislocated and/or infiltrated in case of low-
grade gliomas. Again, large tumors dislocated 
or infiltrated the tract, small tumors left the 
tract unchanged. It is to be stressed that the 
anatomic extension of this tract is small and 
usually corresponds to the functional one 
shown by subcortical mapping (Fig. 3). In fact, 
DES evoked no language disturbances in areas 
of lacking fibers when the tract was shown as 
interrupted inside the tumor mass. Only in a 
few occasional cases of frontal low-grade glio-
mas (11 cases out of 96), where the tract was 
located inside the more anterior portion of the 
tumor mass and shown as highly dislocated and 
infiltrated, a limited portion of tract can be 
safely removed because it is not functional. In 
addition, some problems may occur for F3 
low-grade gliomas in which DTI-FT may fail in 
reconstructing the more superior part of the 
tract at the inferior border of the tumor when 

Fig. 3. (A, B). SLF reconstruction in case of left frontoparietal low-grade oli-
godendroglioma. The SLF (white bundle) was reconstructed by DTI-FT and 
superimposed on morphologic T1-weighted images; the tract was dislocated 
and slightly infiltrated by the tumor mass (A); the tract was identified intra-
operatively by DES (onset of phonemic paraphasia) in the same position 
where it was located by DTI-FT, as shown by the postoperative postcontrast 
T1-weighted images, where the margin of resection was coincident with the 
location of the SLF (B). Part of the tract was removed at the time of surgery 
because found not functional
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Fig. 4. (A) Importance of correct placement of ROI for a correct reconstruction of tracts. In the initial set of images, 
the upper ROI for the CST was located just behind M1, and the resulting reconstruction of CST is reported in the 
first row of images as a red bundle superimposed on T1-weighted images. The tract apparently is not in relationship 
with the tumor mass (left frontal oligodendroglioma). These images were loaded into the neruonavigation system 
and available during surgery for correlation. The patient was operated in awake anesthesia. Motor reponses (face 
and hand) were located at the posterior border of the tumor and the location of the responses registered into the 
neuronavigation system (intraoperative screenshots, second row of images), indicating a null concordance with 
DTI-FT reconstruction of CST. Postoperatively, the ROI was located more inferiorly to the previous position, and 
the resultant CST tract (visualized as a green bundle, fused with T1-weighted images, lower row) was then cor-
rectly reconstructed and being in relationship with the posterior portion of the tumor mass, where motor responses 
were induced intraoperatively by DES. (B) Reconstruction of tract depends on choice FA level. In a case of left 
frontal recurrent oligodendroglioma, the CST was reconstructed with two different FA (0.1 for upper left image, and 
0.2 for lower left image). These images were both loaded into the neuronavigation system and available during sur-
gery for correlation with DES data. The intraoperative screenshot shows the location where motor (pharynx) re-
sponse was induced by DES. A good concordance was found only with the tract reconstructed with the FA of 0.1 
(upper left image), whereas the tract reconstructed with the FA of 0.2 failed to show fibers in this position
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the tumor infiltration in this area is quite exten-
sive. 

Globally considered, these data indicate 
that the reconstruction of the IFOF by DTI-FT 
is of particular use, because it strictly was cor-
related with the functional mapping by DES. In 
contrast, the anatomic extension of the SLF 
shown by DTI-FT is quite large, and particu-
larly inside the tumor mass, a large part of the 
tract can be safely resected. 

In case of F3 or F2 frontal or insular tu-
mors, we found it useful to reconstruct the 
course of the face premotor fibers. These are 
fibers running from the dorsal premotor cortex 
toward the Broca area, and functionally their 
stimulation during surgery induced anarthrya. 
As for IFOF and SLF, the maintenance of these 
fibers is essential for the preservation of lan-
guage. DTI-FT showed the course of these fi-
bers at the posterior border of F3, F2, or insu-
lar tumors, where they were identified by DES.

Factors critical for tract reconstruction

As previously stated, the reconstruction of the 
tracts by DTI-FT is also influenced by some 
technical factors such as the FA threshold used 
to commence and cease tracking or the charac-
teristics of the tumor (histology, edema, loca-
tion) or the location of ROI placement. The 
characteristics of the tumor, specifically the 
degree of infiltration and edema, strongly influ-
enced the ability to reconstruct fibers. The 
ability to reconstruct fibers depends on the FA. 
In a tumor setting, particularly for low-grade 
gliomas or those with a high level of edema, the 
preferential FA to reconstruct fibers is 0.1. 
When this is done, a good concordance be-
tween DTI-FT data and DES findings is usually 
found. Unfortunately, also in this setting, DTI 
may fail to show fibers in the regions of highly 
infiltrating tumors where DES induces re-
sponses. In addition, DTI-FT may show fibers 
in some areas of a tumor which during surgery 
turned out to be not functional as determined 
by DES. Furthermore, a small change in the FA 
may significantly alter the reconstruction of 
tracts. In a series of preliminary cases with 

CST, we showed that small variations in the FA 
may significantly change the reconstruction of 
the CST particularly at the upper part of the 
tract. When these data were combined with 
those of DES at the time of surgery, it turned 
out that in the upper portion of the tract, 
changes in the FA may result in significant 
changes for adjacent areas, and that these 
changes were not clearly predictable by the de-
gree of tumor infiltration or edema. However, 
in the lower portion of the tract, no significant 
differences were observed according to the 
various FA used. Finally, a correct ROI place-
ment is also important to obtain a good tract 
reconstruction (Fig. 4).

Significance of the use of DTI in 
surgery of gliomas

As a whole, the data presented in the previous 
section indicate that the reconstruction of spe-
cific tracts, such as CST, IFOF, SLF and face 
premotor fibers, by DTI-FT and its availability 
at the time of surgery are of particular help, es-
pecially for resection of low-grade gliomas. 
Our experience with a large number of patients 
showed that the combined use of DTI-FT and 
DES is a feasible approach that can be effec-
tively and safely applied in routine clinical ac-
tivity. DTI-FT, when available and loaded into 
the neuronavigation system, can allow to de-
crease the time of surgery, by helping the sur-
geon in designing the surgical approach and in 
finding at the time of the resection the location 
of the tract where to start the subcortical stim-
ulation and proceed with a careful resection. 
This may result in a reduction of the number of 
stimulations needed to safely locate a tract, of 
the occurrence of seizures, and of patient fa-
tigue. In some cases, such as in diffuse low-
grade gliomas, this combined approach may 
help at the beginning of the resection when the 
use of 60 Hz current may be problematic. In ad-
dition, in our experience it also helped in a few 
cases of surgery performed under awake anes-
thesia, when at the end of a long procedure the 
level of collaboration of the patient became 
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suboptimal, making direct language guidance 
not useful. In these few cases, the resection was 
improved under the guidance of DTI-FT im-
ages till the position of subcortical tracts was 
encountered, in order to maintain the patient’ s 
functional integrity. 

Identification of subcortical tracts during 
surgery by the combined use of DTI-FT and 
DES resulted in the appearance of immediate 
postoperative deficits in 72.2% and 84% of pa-
tients with lesions involving motor or language 
pathways, respectively, which lasted for one 
week on average. Most of deficits were most 
likely to develop in those cases in which preop-
erative DTI showed the tracts as dislocated or 
infiltrated. At one-month follow-up, 94% of pa-
tients with a motor lesion had a normal motor 
exam and 96.8% of those with lesions involving 
speech areas or pathways had a normal lan-
guage.

Conclusions

Globally considered, our data indicate the usel-
fulness of the routine combined use of DTI-FT 
and subcortical mapping, particularly in pa-
tients with low-grade gliomas. These tumors 
display an infiltrative modality of growth, along 
short and long connecting fibers and in which 
visualizing the trajectory of the tracts is impor-
tant for planning and performing surgery. When 
used in combination with subcortical mapping, 
DTI-FT offers the opportunity to quickly find 
the fibers associated with motor or language 
functions during surgery. The clinical relevance 
of this combined approach comes from the fact 
that it further enhances surgical safety, main-
taining a high rate of functional preservation. A 
careful use requires the knowledge of its limita-
tions, mainly the occurrence of brain shift, the 
dependence of tract reconstruction on FA 
changes, and correct ROI placement. 
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Introduction

Neurosurgical resection techniques in glioma 
surgery have evolved from simple tumor deb-
ulking to a holistic concept which includes 
anatomy, function and metabolism both of tu-
mor and adjacent brain parenchyma. Driven by 
the dichotomic aim not to induce neurological 
deterioration while attempting to achieve gross 
tumor resection, neurosurgeons have sought to 
improve surgical outcome with the help of 
modern image guided techniques. In this chap-
ter the implementation of multimodal func-
tional neuronavigation and intraoperative im-
aging in glioma surgery is described.

Multimodal neuronavigation

While electrical stimulation is still regarded as 
the “gold standard” for neurosurgical functional 
brain localization this invasive technique is not 
available for preoperative decision making and 
surgical planning. A different approach to make 
brain function accessible for the neurosurgeon 
is the use of brain imaging techniques and its 
implementation into the neurosurgical work-
space. In recent years, two noninvasive tech-
niques have been found especially suitable for 
the presurgical localization of the eloquent 
 cortex: magnetoencephalography (MEG) and 
functional magnetic resonance imaging (fMRI). 

Studies using these techniques successfully lo-
calized functional activity. One of the most in-
teresting applications was the merge of func-
tional brain imaging with frame-based and fra-
meless stereotaxy, also known as functional 
neuronavigation. There is initial evidence that 
the use of functional neuronavigation for lesions 
adjacent to eloquent brain areas may favour 
clinical outcome [10].

If surgery near eloquent brain areas is 
planned, a detailed knowledge about the topo-
graphic relation of a lesion to the adjacent 
functional brain area is crucial to avoid postop-
erative neurological deficits. In neurosurgery, 
the primary sensorimotor cortex and the corti-
cal areas subserving language comprehension 
and production are considered to be the main 
risk structures. These structures can usually 
not be depicted from conventional structural 
imaging techniques. Other reasons that war-
rant a detailed evaluation are the individual 
representation of these eloquent areas and the 
phenomenon of cortical reorganization of 
these areas from their original positions [6]. 
Furthermore, normal sulcal anatomy is often 
not discernible because of a space occupying 
lesion. These situations require methods for lo-
calizing functional areas prior to surgery for 
decision making, planning and avoiding crip-
pling postoperative results.

Functional MRI has become indispensable 
in neurosurgery to easily gain knowledge about 
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the topographic relation of a given lesion to the 
functional brain area at risk and thus to plan the 
surgical approach. Furthermore, f MRI-derived 
information about the extent of cortical in-
volvement in function can be used in conjunc-
tion with image-guided surgery during resec-
tion of lesions adjacent to eloquent brain areas 
under general anesthesia for navigation. In ad-
dition, its non-invasiveness gives the opportu-
nity to repeat the examinations and conduct 
follow-up studies on reorganization of cortical 
function. Advances in MRI technology, such as 
the introduction of higher field strengths or the 
development of multi-channel coils, have un-
doubtedly improved signal acquisition and pro-
cessing. Over the last years, a substantial num-
ber of publications have described the useful-
ness of clinical f MRI for neurosurgical applica-
tions [43]. The use of f MRI for the presurgical 
localization of the sensorimotor cortex is now 
widely appreciated and has been investigated 
by several groups, which also performed com-
parisons with direct motor stimulation. 
Language f MRI has been found to be an alter-
native to the invasive Wada test for language lat-
eralization [4, 40]. Furthermore, f MRI has been 
used to predict memory localization. 
Concerning the reliability of f MRI-localization 
of speech areas in the fronto-temporal cortex, 
as compared to direct electrical stimulation, 
there is not enough data that support its appli-
cation as a substitute for electrical stimulation 
[34]. However, more studies are needed to fully 
understand the mechanisms of language activa-
tion and the use of f MRI adds complementary 
information that is essential for neurosurgeons. 
Besides advances in f MRI-techniques another 
MRI based modality has been established in 
neurosurgery to visualize subcortical white 
matter fibers: Diffusion tensor imaging (DTI) 
and fiber tracking. Fiber tracking is a recon-
struction technique of diffusion tensor (DT) 
imaging data to visualize neuronal pathways in 
the human brain. This technique is increasingly 
used to plan and guide neurosurgical resection 
of intracranial tumors close to functionally im-
portant brain areas [32]. The ability to recon-
struct fiber bundles out of MRI diffusion pa-

rameters has opened new possibilities in sur-
gery of deep seated gliomas. 

Functional imaging

In surgery close to functional brain areas it is 
critical to have information about the relation 
of eloquent cortex or important white matter 
tracts and the lesion. 
Problems may be:
(1)  Individual localization of functional brain 

areas (in particular language areas)
(2)  Gyral displacement caused by the lesion
(3)  Transfer of functions in new brain areas 

caused by the lesion may have occurred 
(brain plasticity)

(4)  Knowledge about hemispheric dominance

Functional imaging serves in this situation in 
two ways:
(1)  Determination of the risk of surgery and 

presurgical planning of approach and ex-
tent of surgery.

(2)  Use of functional imaging during surgery 
with neuronavigation (functional neuro-
navigation.

Methods of functional imaging

In our department we perform MEG (Magneto-
encephalography) measurements simultane-
ously over both hemispheres with a dual-sensor 
74-channel (2 x 37 channels) biomagnetometer 
system (Magnes II, 4-D Neuroimaging, San 
Diego, CA, USA). For source localization we 
use a single equivalent-current dipole fit algo-
rithm based on a least-square search, when 
there is a single focal predominant pattern of ac-
tivity. We discard dipole localizations with a cor-
relation smaller than a minimum value of 0.94. 

If results of the single moving dipole algo-
rithm for the assumpted language area (Broca or 
Wernicke) has low correlation values of the cal-
culated field distribution compared to the mea-
sured field distribution of less than 0.94 we apply 
a current-density reconstruction approach. 
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Fig. 1. First row: FMRI activity during language task (build sentence from a given noun). Sec-
ond row: microscopic view with Wernicke area in light green on the left, DTI-reconstruction 
of the fasciculus occipito-frontalis (purple) during navigation. Third row left: Focus of micro-
scope shown during surgery in coronal slice.  Right: Final MR showing resection result with 
overlaid preoperative fiber tract of Fasciculus occipito- frontalis showing resection touching 
the fiber tract. The patient was operated upon a glioblastoma

Our current-density reconstruction ap-
proach is a minimum variance beamformer us-
ing a spatial filter algorithm [8, 9]. A detailed 
description of the methods is found elsewhere 
[10].

MEG results are superimposed on T1-
weighted three-dimensional MR images (3D 
MPRAGE, FOV 256 mm x 256 mm with a 256 x 
256 matrix, slice thickness 1 mm). To obtain the 
transformation matrix, we digitize the surface of 
the patient’ s head with an electromagnetic 3D 

digitizer (Polhemus Navigation Sciences Inc., 
Colchester, VT, USA), both before and after 
data acquisition and fitting it to the head shape 
reconstructed from the patient’ s MR data set us-
ing an edge detection algorithm [19] (co-regis-
tration accuracy better than 2 mm).

FMRI (Functional Magnetic Resonance 
Imaging) measurements are acquired on a 1.5 
T MR scanner (Magnetom Sonata, Siemens, 
Erlangen, Germany) using an echo-planar im-
aging (EPI) sequence.
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Comparison FMRI-MEG

There are several differences between f MRI 
and MEG. MEG shows the brain activity at a 
certain time after the stimulus. FMRI shows the 
activity during the whole task. So it enhances 
those activities, which are active the most time, 
whereas MEG enhances the activity, which oc-
curs at a certain time after the stimulus.

FMRI measures brain function not directly 
but by changes in the blood supply of the active 
cortex areas. There may occur errors if this 
coupling of brain activity to blood supply, the 
hemodynamic response, is not working nor-
mally. This seems to happen especially in f MRI 
studies of glioblastoma. Schreiber described a 
reduction of the BOLD effect in the vicinity of 
gliomas but not in the vicinity of non-glial tu-
mors [35].

In our own series we found in 53 % of pa-
tients with high grade glioma, the language ar-
eas are not clearly detectable by f MRI [10]. 
Therefore we find it useful to compare MEG 
and f MRI measurements to increase reliability 
of language mapping (Fig. 2).

Outcome of surgery 

54 (24%) of the 225 patients who underwent 
surgery close to language centers experienced 
transient language disorders, which resolved 
after few weeks. Slight permanent postopera-
tive deterioration of speech was observed in 
only one patient. No patient suffered from per-
manent global aphasia after surgery. Distance 
of the resection to the functional areas and fi-
ber tracts were 5 mm to 20 mm.

Two of our patients showed an ameliora-
tion of language function after surgery. One pa-
tient, who was not able to talk before surgery, 
was able to talk afterwards. Another patient, 
who had severe naming problems, showed an 
improvement after surgery.

Marked transient language disorders oc-
curred, when surgery was done in the medial 
temporal lobe close to the fasciculus occipito-
frontalis inferior.

Measurements for language are done with 
25 slices of 3mm thickness, a TR= 2470, a TE= 
60. Stimulation is done in a block paradigm 
(“boxcar”) with 180 stimulus presentations in 6 
blocks. We present 30 visual stimuli in an acti-
vation condition during which the patient is 
instructed to perform a language task; we alter-
nate these with 30 presentations in a resting 
condition 

Motion correction is performed by an im-
age-based prospective acquisition correction 
applying interpolation in the k-space [44]. 
Activation maps are calculated by the correla-
tion between signal intensity and a square wave 
reference function for each pixel according to 
the course of stimulation. Pixels exceeding a 
significance threshold (typical correlations 
above a threshold of 0.4 are displayed, if at least 
6 contiguous voxels constitute a cluster, to 
eliminate isolated voxels. We align the func-
tional slices to magnetization prepared rapid 
acquisition gradient echo (MPRAGE) images 
using 160 slices of 1mm slice thickness.

Functional imaging of language 
functions

So far we localized language activity in 283 pa-
tients. Of these patients 225 underwent sur-
gery (196 resections, 29 biopsies).

In Fig. 1, a typical distribution of activated 
areas during a silent sentence building task is 
displayed, which includes receptive and ex-
pressive language functions. Activity is found 
in the Wernicke area in the supratemporal sul-
cus and at the end of the Sylvian fissure in the 
supramarginal gyrus or the planum temporale. 
In the frontal lobe activity can be found at the 
bottom and top of the inferior frontal gyrus, 
operculum frontale, at the pars triangularis of 
the inferior frontal gyrus and at the upper fron-
tal corner of the insula (not visible in the fig-
ure). Further activity is found in the premotor 
cortex. 
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Fig. 2. Comparison of MEG beamformer localization with FMRI during picture naming in a 
patient with glioblastoma. The bold effect is suppressed so that FMRI does not show clear 
activity of language areas

The fact of having no severe permanent 
speech disorder in our patients indicates that 
our language mapping protocol is reliable. The 
transitory language deficits indicate that resec-
tion was conducted very close to the boundar-
ies of functional areas.

It should be mentioned that we found that 
certain functional areas can be compensated 
for, if they are resected. These were the supple-
mentary motor area (SMA) and the area in the 
fusiform gyrus for word recognition.

DTI navigation

While f MRI and MEG enables identification 
of cortical eloquent brain areas also major 
white matter tracts have to be preserved to 
avoid neurological sequelae when resecting a 
brain tumor. Major white matter tracts can be 
identified by diffusion weighted imaging visu-
alizing differences in tissue anisotropy by 
measuring the self-diffusion properties, i.e. 
the Brownian motion of water molecules. 

Diffusion is anisotropic, i.e. orientation-de-
pendent, in areas with a strong aligned micro-
structure, including cell membranes and the 
myelin sheath surrounding myelinated white 
matter, causing a slight impediment of the wa-
ter motion, so that a differentiation between 
white and grey matter becomes possible [1]. 
DTI is based on measuring multiple diffusion 
weighted images in different gradient direc-
tions to resolve the orientation of the white 
matter tracts. The dominant fiber orientation 
in each voxel element is resolved by DTI, rep-
resenting the mean longitudinal direction of 
axons in major white matter tracts. DTI pro-
vides information about the normal course, 
the displacement, or interruption of white 
matter tracts around a tumor, as well as a wid-
ening of fiber bundles due to edema or tumor 
infiltration can be measured. Fiber tracking is 
probably the most appealing and understand-
able technique for representing major white 
matter tracts and has been investigated by 
various groups. Fiber tracking algorithms 
which compare local tensor field orientations 
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measured by DTI from voxel to voxel have 
been implemented, allowing a non-invasive 
tracing of large fiber tract bundles in the hu-
man brain [2, 20, 21, 39]. The first applications 
integrating tractography data into a stereotac-
tic coordinate system were standalone appli-
cations developed for individual clinical sites 
[15, 18, 42, 46]. A broad application for rou-
tine clinical use, as well as a standardization 
was possible by the implementation of a fiber 
tracking algorithm into a standard navigation 
system, allowing routine usage and broad 
availability [24]. Registration with standard 
anatomical image data greatly facilitates the 
generation and selection of the fibers of inter-
est. The implemented approach allows a 
straightforward definition of volumes of inter-
est for selection of the fiber tracts of interest. 
Only two parameters, the FA (fractional an-
isotropy) threshold and the minimum length 
of the fibers that will be computed have to be 
selected by the user. The total generation of 
the fiber tracts, including image transfer, reg-
istration of the diffusion data with the stan-
dard anatomical image data, tensor calcula-
tion, fiber tracking, and the final generation of 
a 3D object needs less than 10 minutes, de-
pending to some extent on the individual 
strategy how the different seed volumes of in-
terest during initiation of the tracking algo-
rithm are selected.

Clinical data applying pyramidal tract navi-
gation in a routine setting for glioma resection 
proved that the occurrence of unwanted neuro-

logical sequelae could be reduced. In 11% of a 
series of 70 patients where the pyramidal tract 
was visualized in the surgical field a new or ag-
gravated postoperative paresis could be ob-
served, which was transient in 6.8% of them. 
Thus, only in 3 patients (4.2%) there was a new 
permanent neurological deficit [31]. These data 
clearly support the concept of functional neu-
ronavigation, i.e. adding functional information 
to 3D anatomical datasets to reduce postopera-
tive morbidity in surgery close to eloquent 
brain areas (Fig. 3). Maximal safety may require 
combining electrophysiological brain mapping 
with functional navigation that integrates 
f MRI/MEG-data and DTI-based fibertracking 
acquired before or during surgery. Like cortical 
eloquent brain areas can be identified by intra-
operative electrophysiological mapping, sub-
cortical electrical stimulation helps to identify 
major white matter tracts intraoperatively [5, 
47]. It should be emphasized that functional 
neuronavigation and subcortical stimulation 
are complementary methods that facilitate the 
preservation of pyramidal tracts. 

Integrating DTI data into a neuronaviga-
tion environment offers the possibility to cor-
relate DTI findings in a multimodal setup, e.g. 
correlations with MR spectroscopy and PET 
become possible. Besides preservation of neu-
rological deficits DTI neuronavigation also en-
ables to directly correlate histological findings 
with DTI results, so tumor invasion of major 
white matter tracts can be detected and quanti-
fied [7, 17, 36–38].

Fig. 3. Left: Microscopic view showing the pyramidal fibers overlaid on the exposed brain  surface. 
Right: Resection result with pyramidal tract reconstructed by DTI images. Patient with glioblas-
toma
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Intraoperative imaging

Neuronavigation systems have a decreasing ac-
curacy during the course of a surgical proce-
dure if the system is based on preoperative data 
only. This is due to brain shift, i.e. an intraopera-
tive deformation of the brain, caused by tumor 
removal, brain swelling, the use of brain retrac-
tors, and cerebrospinal-fluid drainage [13, 22]. 
The introduction of intraoperative imaging of-
fers a possibility to compensate for the effects of 
brain shift. Intraoperative imaging depicts a vir-
tual reproduction of the actual intraoperative 
physical reality, on how the brain is deformed 
and on the extent of tumor removal [14, 22, 25, 
45]. The ability to objectively determine the ex-
tent of tumor removal during surgery is of great 
value. If a resection is incomplete, tumour resi-
dues that were initially missed can be further 
removed during the same operation. 
Intraoperative imaging allows an objective 
evaluation of the actual intraoperative situa-
tion, thus serving as quality control during sur-
gery [3, 11, 12, 23, 30, 41] (Fig. 4).

Intraoperative high-field MRI [28] is the 
most sophisticated possibility for intraopera-
tive imaging compared to the alternatives such 
as intraoperative computed tomography and 
intraoperative ultrasound. Combining high-
field MRI and microscope-based navigation 
enables an intraoperative possibility to com-
pensate for the effects of brain shift by intraop-
ertive updating the image information [30]. For 
the update procedure the intraoperative imag-
es have to be registered either by a calibrated 
registration matrix that can be attached to the 
upper part of the imaging coil and tracked by 
the navigation system [33], or by direct regis-
tration of pre- and intraoperative images, as-
suming hat there was no positional shift, i.e. 
that the initial patient registration was not er-
roneous, so that the coordinate system of the 
initial patient registration can be also applied 
for the intraoperative images. The third alter-
native, applying bone fiducial markers, which 
was used in low-field MRI setups, is a cumber-
some procedure and does no longer play a role 
in clinical routine. Neuronavigation with up-

dated intraoperative image data allows a reli-
able identification of tumor remnants. 
Microscope-based heads-up displays with the 
direct visualization of the segmented tumor 
remnant in the surgical field play a crucial role 
in the precise localization and orientation in 
the resection cavity.

Intraoperative high-field MRI does not 
only allow for standard anatomical imaging 
such as T1- and T2-weighted sequences, how-
ever, also intraoperative f MRI and more im-
portant clinically intraoperative DTI is feasi-
ble. Still intraoperative MRS has its limitations 
due to the brain air interface, so that there re-
main some distinct challenges for updating 
also MRS information intraoperatively. 
Intraoperative DTI depicted a great variability 
in fiber tract shifting [26, 27, 29], emphasizing 
the need for an intraoperative update also re-
garding fiber tract data. Reports comparing 
subcortical electrical stimulation investiga-
tions and preoperative DTI data showed some 
inconsistencies, which were probably due to 
the effects of brain shift [16, 18]. An update vi-
sualizing the actual course of major white mat-
ter tracts based on intraoperative DTI data, is 
a prerequisite for a reliable electrophysiologi-
cal validation of these data. 

Conclusion

Multimodal functional navigation enables re-
moving a tumor close to eloquent brain areas 
with low postoperative deficits, while addition-
al intraoperative imaging ensures that the maxi-
mum extent of the resection can be achieved, as 
well as it allows to update the image data com-
pensating for the effects of brain shift.

While these methods are basically used to 
render information where not to resect tumor 
tissue to avoid postoperative neurological defi-
cits another approach is to seek information 
where to resect tumor tissue that can not be 
seen in conventional MRI imaging or by micro-
scope vision. We use proton MR spectroscopy 
and FET-PET to better delineate tumor infil-
tration otherwise not to be seen in convention-
al MR imaging. 
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Introduction

The early steps in determining cortical func-
tional organization during neurosurgical pro-
cedures were performed in awake patients and 
date back into the early 1930s [12, 30]. At that 
time, the identification and assessment of cor-
tical functional organization within the vicinity 
of a brain pathology (e.g., tumor, epileptic 
foci) was possible only by direct electrical 
stimulation of the cerebral cortex. The obser-
vation of the elicited interference with the 
awake patient’ s behavior, movement, and lan-
guage performance served as guidance for the 
surgical tumor resection. Only in the late 1970s 
monitoring of somatosensory evoked poten-
tials (SEP) and in the early 1990s monitoring of 
motor evoked potentials (MEPs) were intro-
duced into the operating room. It was utilized 
in spine and spinal cord surgery and then for 
neurovascular procedures, before it was finally 
implemented into brain tumor surgery.

Overall, the development of reliable appli-
cation of anesthetics, microsurgical tools and 
commercially available neuromonitoring 
equipment did allow for routine and standard-
ized intraoperative neurophysiological moni-
toring in the anesthetized patient. The intraop-
erative methods should help to achieve the aim 
of a maximal tumor resection and a minimal – 
if any – permanent morbidity. The neurophysi-
ological methods should be sensitive and spe-

cific towards the neuronal pathways assessed 
and easy and safe to perform and should pro-
vide real-time information and online analysis. 
An essential prerequisite for successful neuro-
physiological monitoring is the potential to re-
verse changes indicating neurological injury 
and thereby to prevent injury to the nervous 
tissue, as well as high re-test reliability.

Methods

In the anesthetized patient, intraoperative 
neurophysiological monitoring for brain tumor 
surgery combines localizing and monitoring 
methods. For localization, the phenomenon of 
phase-reversed SEP – recorded across the cen-
tral sulcus – and direct cortical stimulation 
(DCS) with low-intensity electrical pulses to 
elicit MEPs are being used. Monitoring meth-
ods are SEPs and MEPs, as well as – for brain-
stem surgery – auditory evoked potentials . 
The complementary use of the quoted poten-
tials allows for safe tumor surgery in the vicin-
ity of the central and insular region. 

Somatosensory evoked potentials

Somatosensory evoked potentials were first de-
scribed in 1947 [6], but it took about 30 years of 
further technical development before successful 
intraoperative utilization was reported [26].

Intraoperative neurophysiological monitoring under 
general anesthesia
Andrea Szelényi
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To elicit SEPs, a peripheral nerve, com-
monly the median nerve at the wrist and the 
posterior tibial nerve at the medial malleolus 
are stimulated at a frequency of 3.1 to 5.8 Hz. 
The response is recorded either directly at ex-
posed cortex or at the scalp of the primary so-
matosensory cortex at C3’, Cz’, and C4’ (ac-
cording to the international 10-20 EEG sys-
tem). The simultaneous recording of the re-
sponses generated at the upper cervical level 
allows for excluding general effects to the SEPs 
such as temperature, peripheral nerve conduc-
tion block due to malpositioning of a limb, or 
anesthesia. 

Because of the near linear correlation be-
tween the cortical SEP amplitudes and the ce-
rebral perfusion when decreased below 15 ml 
per 100 g of brain parenchyma, SEPs are used 
in neurovascular procedures. The loss of SEP 
amplitude correlates to cortical infarcts in the 
territories of the middle cerebral artery and the 
internal carotid artery [17]. In contrast, the 
relative insensitivity of SEPs to subcortical 
ischemia gave rise to concerns and might limit 
the use of SEPs in indicating ischemia resulting 
from injury of perforating arteries supplying 
the internal capsule. The lack of publications 
about pure SEP losses in intracranial surgery 
should be seen in the light of the introduction 
of MEPs.

As the SEPs reflect the activity of the le-
minscal pathways and somatosensory cortex, 
reports of false-negative SEPs – i.e., not pre-
dicting motor deficit – have been driven by the 
expectation to monitor the motor pathways 
alike. As neurosurgical outcome assessment 
tends to focus on postoperative motor status, 
even studies analyzing the predictive value of 
SEPs relate postoperative motor deficits in-
stead of sensory deficits with intraoperative 
SEP alterations. In intracranial neurosurgical 
procedures, the sensitivity of SEPs to predict 
minor postoperative deficits was 64% and the 
negative predictive value was 95%; regarding 
severe postoperative deficits, the sensitivity 
was 81% and the negative predictive value 98% 
[39].

Motor evoked potentials

Transcranial electric stimulation (TES) and 
transcranial magnetic stimulation (TMS) be-
came routinely used clinically in the 1980s. 
Those devices generated single-pulse outputs 
and did not reliably elicit MEPs intraoperative-
ly. The breakthrough was the technical modifi-
cation towards a short train of stimuli in 1993 
[38]. The applied train contains a short series of 
pulses at high frequency (mostly five pulses 
with a duration of 0.5  ms each, 250–500  Hz). 
The pulses activate preferentially fast-conduct-
ing axons of the corticospinal tract. Those fast-
conducting neurons are essential for executing 
voluntary movements. Studies of monkeys 
with direct recordings from the corticospinal 
tract demonstrated that the direct activation of 
the corticospinal tract (D-wave) occurred after 
a single pulse was applied to the motor cortex. 
Those results were later confirmed with human 
patients during intramedullary tumor surgery 
[4, 8, 9, 29]. The multipulse stimulation acti-
vates a series of descending volleys which acti-
vate spinal alpha-motoneurons and thus evoke 
muscle responses. When the stimulation is ap-
plied transcranially, the site of neuronal activa-
tion within the white matter is critical (Fig. 1). 
With increasing stimulation intensity a shorter 
latency of the D-wave is recorded, indicating 
an activation of fibers with increasing depth 
within the white matter. Only when high-volt-
age stimulation (1000 V) is used, current pen-
etrates as deep as to the level of the foramen 
magnum [18, 31]. On the other hand, there is 
evidence that moderate anodal suprathreshold 
TES, as well as anodal direct cortial stimula-
tion, activates the corticospinal tract close to 
the axon hillock [10]. Thus, MEPs are elicited 
within the white matter, in contrast to the cor-
tical SEPs, which are generated within the grey 
matter.

This knowledge and the distribution of the 
vascular territories are of importance for the 
intraoperative interpretation of SEP and MEP 
data. In the absence of a preexisting motor def-
icit and after establishing the reliable MEP 
technique, monitorability is achieved in 95–
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99% of the patients. In insular glioma and cen-
tral-region tumor surgery, MEP alteration 
might occur in up to 44% of the patients [27, 
28]. Unaltered MEPs with regard to MEP con-
figuration, amplitude, and stimulation thresh-
old correlated with no new motor deficit. This 
has to be distinguished from lesions of the sup-
plementary motor area, for which the intraop-
erative preservation of MEPs predicts the full 
or nearly complete recovery of a patient’ s vol-
untary-movement abilities [32, 42]. The irre-
versible loss of MEPs is always followed by a 
severe motor deficit, disabling 42% of the pa-

tients severely and permanently (Fig. 2 shows 
an exemplary MEP loss). MEP alterations 
ranging from reversible deterioration over re-
versible loss to irreversible deterioration are 
followed by a range of unchanged, transiently 
deteriorated to moderate permanent motor 
deficits [27, 28, 32]. A critical approach to the 
value of MEPs might therefore conclude that 
intraoperative MEP alteration is not sensitive 
enough to predict postoperative motor out-
come. Whereas for spine surgery, the presence 
or disappearance of MEP amplitude criteria is 
commonly accepted, it became evident soon 

Fig. 1. Top left: Current flow during TES and direct brain stimulation via grid electrode are presented schematically. During 
strong TES, current penetrates deep in the brain, activating both corticospinal tracts. During direct brain stimulation, using a 
grid electrode current flow is restricted to a single corticospinal tract if one uses low current intensity and activates only re-
stricted motoneuron pools from selective cortical areas (upper or lower extremities depending on the position of the stimulat-
ing electrode). Top right: Difference in amplitude and latencies of the D-waves record epidurally over the upper thoracic spinal 
cord in a patient undergoing surgery for a spinal cord tumor. Note the 1.9 ms difference between latencies of the D-waves when 
elicited with low intensity of current and stimulating montage C1/C2 versus high intensity of current and montage C3/C4. 
Note the higher amplitude of the D-wave when more axons of the corticospinal tract are recruited and current penetrates deep 
in the brain (C3/C4 montage and 240 mA stimulating current). Bottom: D- and I-waves recorded after single electrical stimulus 
delivered transcranially (anode at Cz, cathode 6 cm anterior) in a 14-year-old patient with idiopathic scoliosis. As a result of 
increasing the intensity of the stimulus, the electrical current activates the corticospinal tract deeper within the brain and the 
latency of the D-wave becomes shorter. As current becomes stronger, more I-waves are induced (100% corresponds to 750 V of 
stimulator output). Note that at the bottom, the three traces of D-waves have a double peak as a result of corticospinal tract 
activation at different depths within the brain. (Reproduced from [7] with permission, © Elsevier)
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after the first experiences that this has to be re-
fined for supratentorial surgery [25]. Even am-
plitude deterioration and prolonged transient 
losses were related with postoperative motor 
deficit. This empirical experience has led to a 
50% amplitude decrement criterion, also being 
used for SEPs. This is supported by a data anal-
ysis of 29 patients experiencing only MEP al-
teration during the course of intracranial tu-
mor resection. Irreversible MEP alteration was 
significantly more often correlated with post-
operative motor deficit than was reversible 

MEP alteration (p < 0.0001) [35]. In those pa-
tients, irreversible MEP alteration was more 
often associated with postoperative new signal 
alteration in MRI than was reversible MEP al-
teration (p = 0.018). Further, MEP loss was 
significantly more often associated with sub-
cortically located new signal alteration (p = 
0.006). MEP deterioration was significantly 
more often followed by new signal alterations 
located in the precentral gyrus (p = 0.036). 
This supports the findings of previous studies 
by Neuloh et al [27]. 

Fig. 2. In the course of a resection of an insular glioma, a subsequent MEP loss was observed, which was followed by a dense 
hemiplegia and a capsular infarct in this patient. The MEPs of the unaffected hemisphere remained unchanged, thus serving as 
control. (Reproduced from [35] with permission, © Lippincott Williams & Wilkins)
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Visual evoked potentials

Despite some enthusiastic reports about the 
intraoperative monitoring of VEPs and good 
correlation with postoperative visual function 
in surgery around the orbita, the method is 
not widely used [15, 34]. For surgeries adja-
cent to the visual pathways and occipital lobe, 
there is no strong evidence for a correlation 
between amplitude or latency changes and 
postoperative visual field defects. The flash 
stimulation method to elicit VEPs does not 
seem to be appropriate with regard to the 
functional organization of the visual path-
ways. This, in combination with the sensitivi-
ty of VEPs to anesthetics, remains a problem 
to be solved. 

Intraoperative mapping in the anesthetized 
patient

Due to tumor-related distorted anatomy, ana-
tomical landmarks for the identification of the 
central sulcus are not always helpful. Imaging 
data such as 3 T MRI, special projection tech-
niques (Mercator projection [16]), and f MRI 
enable the identification of the precentral gy-
rus. But studies of anatomy and function may 
demonstrate differing results [22]. This under-
lines that intraoperative DCS remains the gold 
standard for intraoperative verification of the 
motor cortex. 

Phase reversal
The phenomenon of a phase-reversed cortical 
SEP potential recorded over the precentral gy-
rus has been implemented in epilepsy surgery 
[13] and was transferred to brain tumor sur-
gery. A strip or grid electrode consisting of 
plane or spherical electrodes is placed tangen-
tially over the hand knob and presumably the 
central sulcus. The reliability to identify the 
central sulcus at the hand knob ranges from 90 
to 94% [5, 20, 40]. In the absence of a somato-
sensory deficit, the method is reliable, but it 
may encounter problems in the presence of so-
matosensory deficits. It further might be diffi-
cult to obtain a phase-reversed potential from 

tibial nerve SEPs, which is of importance in 
parasagittally located tumors.

Direct cortical stimulation
DCS subsumes two techniques. First, the 60 Hz 
technique was introduced to the broader neu-
rosurgical community by Penfield in 1937 [30]. 
For this, a stimulation at 50 to 60 Hz is applied 
with a bipolar probe. The technique is com-
monly performed for mapping of cortical areas 
representing motor and language function in 
surgery of awake patients. In 1991, LeRoux 
et al [23] demonstrated its application in anes-
thetized patients. As minimal movement re-
mains easily unrecognized in anesthetized pa-
tients, the additional recording of evoked mus-
cle activity with a multichannel electromyo-
gram proved advantageous [41].

Second, the technique with a train of five 
stimuli, a technical modification as described 
by Taniguchi et al in 1993 [38], can be applied 
for mapping and continuous monitoring of 
cortical and subcortical motor pathways. This 
method is predominantly applied with a mo-
nopolar anodal stimulation cortically and cath-
odal stimulation subcortically. Just recently the 
application for language testing was described, 
although the routine clinical application will 
need further development [2]. Performing 
DCS according to Taniguchi with a short series 
of high-frequency pulses, the stimulation pa-
rameters are the same as for TES except the 
limitation of the maximum stimulation inten-
sity to 25 mA (see below for side effects).

In a comparison of the two methods, three 
major differences have to be highlighted: (1) 
the duration of stimulation, (2) the frequency 
of stimulation, and (3) the type of probe being 
used. The 50 Hz technique has to be applied for 
more than 0.5 s in order to observe an effect of 
the stimulation and thus it is commonly ap-
plied for 1–4 s. The resulting charge (stimulus) 
exceeds the one necessary to elicit MEPs by 
the train of five pulses. This might well explain 
the higher incidence of seizures compared to 
that with the train of five pulses [36]. The in-
duced tonic movement and the high probabili-
ty of seizures limit the use the 50 Hz technique 
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as a continuous monitoring method and thus it 
is used only for mapping. Stimulation with a 
bipolar probe creates a more focal electric field 
compared to that with a monopolar probe. It is 
thought that the stimulation with the bipolar 
probe provides more precise results in localiz-
ing. With the monopolar probe 69% of all mo-
tor responses were elicited by DCS in the pre-
central gyrus and 23% in the premotor area 
compared to 54% and 38%, respectively, when 
stimulation was done with the bipolar probe. 
By stimulation of the motor cortex with the 
monopolar probe, 96% of all stimulation sites 
elicited MEPs compared to 95% with the bipo-
lar probe; when the premotor cortex was stim-
ulated with the monopolar probe, that rate was 
only 15%, whereas it was 27% when the bipolar 
probe was used [21].

Side effects and safety

TES has a low incidence of side effects. For 
about 1% of patients, seizures are reported 
[37]. With the application of bite blocks and 
moderate stimulation techniques, serious 
tongue bite injuries and airway obstruction can 
easily be avoided [24]. 

When directly applying electric current to 
the brain, side effects and safety have to be ad-
dressed. The most likely side effect is the oc-
currence of a focal or secondary generalized 
seizure. This is usually self-terminating. As the 
bolus administration of sedatives reduces the 
excitability of the nervous system, this alters 
the further mapping and monitoring proce-
dure. This is avoided by the administration of 
cold Ringer solution directly onto the cortex, 
which will terminate the seizure [33]. Long-
term stimulation in animal experiments re-
vealed that the application of a charge of 40 µC 
per phase is safe without introducing kindling 
or lesioning of brain tissue [1]. There are no re-
ports for humans which relate intraoperative 
DCS with histopathological findings or kin-
dling, although in daily practice the applied 
charge per phase exceeds 40  µC [14]. This 
might well be explained by the fact that intra-

operatively the duration and frequency of stim-
ulation is timely limited.

Principles of clinical application

The intraoperative workflow in functional-
monitoring-guided resection of central-region 
tumors utilizes intraoperative monitoring with 
transcranially elicited MEPs and recorded 
SEPs. The unaffected hemisphere serves as 
control and helps to judge intraoperative signal 
alteration. Comparable to testing in awake pro-
cedures, the first step after dura opening is the 
localization. The central sulcus is determined 
by the phase reversal, which is followed by a 
targeted mapping of the motor cortex. A strip 
electrode (disc electrodes embedded in sili-
cone) is placed over the cortex for a stimula-
tion at the intensity of the lowest motor thresh-
old. The selection of muscles is determined by 
the tumor location and should cover the area 
with the greatest risk of damage. Electrodes 
not being used for stimulation might be used 
for electrocorticography or SEP. Alternatively, 
the exposed motor cortex is mapped first with 
a stimulating probe, and the strip electrode is 
being placed parallel over the precentral gyrus 
thereafter. 

During tumor resection, SEPs and MEPs 
are recorded in an alternating fashion, provid-
ing real-time information in less than a minute 
about the functional integrity of the somato-
sensory and motor cortex and their related 
pathways. In the Frankfurt setting, for dissec-
tions close to the pyramidal tract any deterio-
ration of MEPs is indicated. Comparable to 
those groups using only mapping methods, tu-
mor resection is further guided by intermittent 
cortical and subcortical stimulation to delin-
eate the extension of the resection. The deci-
sion when to stop resection in the presence of 
MEPs is highly dependent on the stimulation 
parameters being used, the aspect of the resec-
tion cavity, and the surgeon’ s experience. 
When clinical outcome and imaging results of 
experienced groups are compared, especially 
lesions resulting from subcortical ischemia due 
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to perforator injury appear to contribute to 
permanent morbidity [3, 11, 19, 27, 28].

Conclusion

The combined use of mapping and monitoring 
techniques in supratentorial surgery and espe-
cially in tumor surgery in the vicinity of the 

motor cortex, corticospinal tract, somatosen-
sory cortex, and lemniscal pathway allows for 
tumor resection in brain areas previously being 
considered unresectable. Further studies ana-
lyzing not only functional outcome but also tu-
mor recurrence and progression in compari-
son with their history in patients not being op-
erated on will help for treatment decision.
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Introduction

The planning of surgical resections for medi-
cally refractory epilepsy is based primarily on 
two sets of data: One set indicates what ideally 
would be resected to provide a high probability 
of postoperative seizure control. This data set 
includes electrophysiologic findings of epilep-
tiform activity, from preoperative interictal 
and ictal onset electroencephalograms (EEG), 
but may be supplemented by direct brain map-
ping of epileptic abnormalities in the electro-
corticogram (ECoG), through chronic intra-
cranial electrode or intraoperative recordings. 
Also included is preoperative imaging evidence 
of any structural lesion, usually derived from 
magnetic resonance imaging (MRI). It is the 
convergence of the electrophysiologic abnor-
malities with any imaging findings, supple-
mented by neuropsychologic assessment of 
cognitive function and the clinical features of 
the patient’ s seizures, to one brain region that 
provides the indication for this type of surgery 
and the extent of “epileptogenic” zone (focus) 
likely generating the seizures. The greater the 
convergence the more likely is postoperative 
seizure control. What constitutes an adequate 
amount of preoperative converging data, par-
ticularly when there is an electrophysiologi-
cally identified focus without imaging changes, 
is beyond the scope of this chapter but has been 
addressed by the author elsewhere [1].

The other data set indicates what can be 
safely resected without a risk of a major func-
tional deficit. The extent of any such assessment 
depends on the location of the focus. Whether 
the resection is in the language-dominant hemi-
sphere is usually established by the preoperative 
evaluation, based on intracarotid amobarbital 
perfusion testing [2] or functional MRI (fMRI) 
[3], if there are any unusual preoperative clinical 
features such as left handed, or language deficits 
with right hemisphere focus. One common lo-
cation for the focus is in the anterior temporal 
lobe. Whether any functional mapping is indi-
cated in those resections is controversial. One 
comparative study indicated that language map-
ping in the language- dominant hemisphere was 
not necessary [4] although the conclusions of 
that study have been questioned [5–6]. On the 
other hand, functional mapping of language 
with the electrical stimulation mapping tech-
nique is standard in resections of foci in posteri-
or frontal or temporal lobe of dominant hemi-
sphere, as it is the general consensus that fMRI 
localization of language does not identify the 
crucial language areas to be avoided in resec-
tions there [7–8]. Mapping of Rolandic cortex is 
usually performed only in cases with evidence 
of a focus there, usually based on a clinical pat-
tern of simple partial motor or sensory seizures 
or the presence of a structural lesion. Except in 
research settings, mapping of other functions is 
not usually done.

Brain mapping in epilepsy surgery
George Ojemann
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Techniques of brain mapping in 
epilepsy surgery

Brain mapping for epilepsy surgery is per-
formed through either acutely placed intraop-
erative electrodes or chronic subdural or intra-
cerebral electrodes. The major limitations of 
the acute intraoperative approach are the reli-
ance on interictal epileptiform discharges to 
identify the focus, and that the patient needs to 
be awake for a portion of the operation if lan-
guage is to be mapped. With the chronic ap-
proach, ECoG patterns associated with seizure 
onsets can be recorded, as well as interictal ac-
tivity and functional mapping can be per-
formed in a more leisurely extraoperative set-
ting, but this technique carries additional risks, 
including those of the extra craniotomy to 
place electrodes in addition to the one where 
they are removed and any indicated resection 
performed. Some Epilepsy Centers utilize 
chronic electrodes in all patients. Others indi-
vidualize the approach depending on whether 
the presurgical evaluation of that patient has 
defined the focus with sufficient clarity that re-
cording of seizure onsets is not indicated [9]. 
Cases with complex partial seizures, unilateral 
temporal interictal and ictal activity on scalp 
EEG recordings associated with imaging 
changes of mesial temporal sclerosis in the 
same temporal lobe often can be managed with 
the acute intraoperative approach (though 
some centers manage such cases without any 
mapping), as can many cases with refractory 
seizures associated with intrinsic brain tumors. 
Cases with extratemporal foci usually require 
ictal onset recording and thus are managed 
with the chronic approach. When the focus ap-
pears to be close to functionally important ar-
eas, the author has often used both approaches, 
as the acute intraoperative approach provides 
more detailed mapping than that obtained 
through chronic electrodes, and also allows for 
functional testing during the resection.

The extent of cortex to be mapped, wheth-
er by acute or chronic techniques, is based on 
the presurgical evaluation, usually including 
the site of the suspected focus, any structural 

lesion and any nearby areas likely to be func-
tionally significant. Language mapping during 
epilepsy surgery has usually been directed at 
establishing both where interference in the 
task occurs as well as establishing the absence 
of interference in the area of proposed resec-
tion using similar stimulation parameters. In 
contrast to what has been reported for lan-
guage mapping during tumor resections [10], it 
has not been established that an entirely nega-
tive mapping indicates cortex that can be safely 
resected during epilepsy surgery. Because pa-
tients with refractory epilepsy would seem to 
be particularly prone to evoking seizures with 
stimulation, the ECoG is usually recorded dur-
ing stimulation with currents kept below the 
threshold for afterdischarges.

Both techniques require that the lateraliza-
tion of the focus has already been determined. 
Although strips of subdural electrodes can be 
placed bilaterally, usually through burr holes, 
and are valuable for establishing lateralization 
of the focus, they tend to be of limited value for 
functional stimulation mapping due to the 
spotty coverage of cortex. The larger two-di-
mensional subdural arrays that are suitable for 
detailed electrophysiologic identification of 
the focus and functional mapping are rarely 
placed bilaterally as that requires bilateral cra-
niotomies. Although subcortical stimulation 
can be done through intracerebral electrodes, 
mapping of subcortical pathways has not been 
part of most resections for epilepsy, again in 
contrast to mapping for tumor resections.

Awake craniotomies for acute mapping in 
the epilepsy surgery population use the same 
technique as that used for acute mapping of tu-
mor patients [11]. Indeed the propofol tech-
nique for awake craniotomies was initially de-
veloped in epilepsy patients [12]. The author 
routinely maintained the patients’ on their an-
tiepileptic drugs during the surgery. Under 
that situation there was no increased risk of 
seizures in these patients. After a field block of 
0.25% lidocaine and 0.25% bupivacaine in scalp 
and along the middle meningeal artery in the 
dura and the craniotomy under propofol neu-
roleptanelgesia, the patient can be awakened 
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and be wide awake and reasonably comfort-
able for several hours of ECoG and functional 
stimulation mapping.

Electrocorticographic mapping

The intraoperative ECoG rarely records sei-
zure onsets; its value in identifying the focus 
depends on localizing interictal epileptiform 
spikes (IIS). The value of IIS in determining 
the extent of resections that control seizures is 
highly controversial. Their use to plan resec-
tions for epilepsy was initially developed by 
Penfield and his associates at the Montreal 
Neurologic Institute. Their early reports indi-
cated that in patients undergoing temporal re-
sections, the presence or absence of lateral cor-
tical IIS on the post-resection ECoG was a pre-
dictor of postoperative seizure control [13]. 
Subsequent studies have both supported this 

and found no predictive value [14]. The current 
consensus view is that lateral temporal cortical 
interictal ECoG is of little value in planning an 
anterior temporal resection. However, the dis-
tribution of IIS recorded from the surface of 
the hippocampus by intraoperative intraven-
tricular electrodes has been shown to be highly 
predictive of the extent of a medial temporal 
resection that includes variable portions of an-
terior hippocampus that must be resected to 
control seizures [15] (Fig.  1). This may be an 
important issue in dominant hemisphere tem-
poral lobe resections, where postoperative ver-
bal memory deficits remain a significant prob-
lem, as the extent of hippocampal resection has 
been shown to correlate with the severity of 
the verbal memory deficit, at least in those pa-
tients with temporal lobe foci who have imag-
ing-normal hippocampi. Use of the ECoG to 
determine extent of hippocampal resection 
then provides a mechanism to select patients 

Fig. 1. Electrocorticogram recorded from surface of the hippocampus in patient with medically refractory epilepsy and a left 
temporal focus. 1–4 are recordings from a strip electrode on the hippocampal surface, 5–8 on the parahippocampal gyrus, 9–12 
on fusiform gyrus. Interictal spikes are confined to contacts 1 and 2 in hippocampal recording with only volume conduction of 
those spikes in more posterior recordings, so that the medial resection need extend no further posterior than electrode 2. This 
resection will also include the portion of parahippocampal gyrus with interictal spikes, contacts 5 and 6 [15]



G. Ojemann

298

who are likely to be seizure free with smaller 
hippocampal resections that carry a lower risk 
to verbal memory.  

Functional mapping 

The techniques of functional mapping now 
widely used in resections of intrinsic brain tu-
mors were initially developed for epilepsy sur-
gery, particularly by Penfield and his colleagues 
[16–17]. They extended earlier studies identi-
fying primary motor and sensory cortices by 
the evoked effects of stimulation and were the 
first to report the interference effects of high-
frequency (30Hz and higher) stimulation in as-
sociation cortex on language. These observa-
tions were extended by the author and his col-
leagues to address the extent and stability of 
localization in individual patients [18–19] with 
the finding that interference effects on an ob-
ject naming measure of language were fre-
quently localized to multiple focal areas of cor-
tex both frontally and temporally, with this lo-
calization often stable over periods of years 
(Fig. 2). The relation of these sites to the effects 
of resections was examined. Anterior temporal 
resections that came within 2cm along a con-
tinuous gyrus of one of these sites were associ-
ated with a significantly greater deficit on an 
aphasia battery administered 1 month postop-
eratively than resections that avoided those 
sites by a larger margin, an effect that was not 
related to the extent of the resection, degree of 
postoperative seizure control or preoperative 
verbal ability as reflected in the verbal IQ 
(VIQ) [20]. A similar relationship to sites of 
evoked interference in naming was found for 
clinically evident aphasias in temporal resec-
tions for tumors [21]. Curiously, although the 
resections encompass both surface cortex and 
that buried in sulci, it is surface stimulation 
that predicts the effects on language. 

The variability in the localization of sites of 
stimulation interference with naming in domi-
nant hemisphere across a population of 117 
adult epilepsy surgery patients was also as-
sessed (Fig. 3), with substantial variation such 

Fig. 2. Stimulation mapping of interference effects on object 
naming in patient with medically refractory epilepsy and a 
left temporal focus. Circles are sites of stimulation. Filled 
circles sites of repeated naming errors. Errors at site identi-
fied by “A” were arrest of speech; at site without a letter, fail-
ure to name correctly with retained ability to speak. Note the 
very focal nature of the temporal site of interference with 
naming. The patient was seizure free for a decade. Seizures 
then recurred, with repeat mapping during object naming 
through a chronic subdural electrode array performed 13 
years after the initial mapping. The sites of interference at the 
repeat mapping are in the same location as those at the first 
mapping, in relation to the sylvian fissure, motor cortex and 
the cortical surface veins. The resection at the first operation 
is indicated by the crosshatched area on the second opera-
tion map. “M” identify sites with evoked movements, “S” 
sites of evoked sensation. “E” are sites of interictal spikes and 
seizure onsets recorded through the chronic subdural grid
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Fig. 3. Variability in location of sites of stimulation interference in object naming in the left hemisphere 
of 117 patients with medically refractory epilepsy with language dominance to the left hemisphere es-
tablished by preoperative intracarotid amobarbital perfusion testing. Cortex divided into arbitrary 
zones, based on central sulcus, posterior end of the sylvian fissure and the major sulci. In each zone, 
number without a circle is the number of patients with stimulation in that zone, the number in the circle 
the percentage of those patients with significant interference in naming. The substantial variability, es-
pecially in temporal cortex, is evident [19]

that the only region with interference sites in 
more than half the patients was the posterior 
inferior frontal cortex. Variability was particu-
larly great in temporal lobe, where even across 
the entire superior temporal gyrus, which en-
compasses most of the traditional Wernicke 
language area, only 65% of the patients had a 
site where stimulation interfered with naming. 
Moreover, such sites were found in a number of 
regions that are classically considered to be un-
involved with language including anterior tem-
poral cortex in front of the coronal plane 
through the central fissure. This variability is 
also evident in Penfield’ s data, but was not 
commented on [17]. It is this combination of 
localized sites of interference with language in 
an individual patient, that avoiding these sites 
reduces the chances of a postoperative lan-
guage disturbance and that these sites are in 
variable anatomic locations across patient pop-
ulations that justifies using stimulation map-

ping data to plan resections rather than relying 
only on anatomy.

The individual patterns of localization of 
the sites with interference in naming have rela-
tionships to several patient characteristics in-
cluding presurgical verbal ability as reflected in 
the VIQ and gender [19]. Patients with lower 
VIQs had significantly larger total language ar-
eas and were more likely to have sites in supe-
rior temporal gyrus than in middle temporal 
gyrus. Females were overrepresented in the 
small group of patients in whom only frontal 
sites could be identified, despite extensive tem-
poral mapping. Males with low VIQs were par-
ticularly likely to have inferior parietal sites. 
The author’ s group has mapped sites of inter-
ference with naming in epilepsy patients as 
young as 4, though extraoperatively through 
chronic subdural electrodes rather than acutely 
intraoperatively as in the above adult study. 
Children younger than 9 had fewer sites than 
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those 9–16, who in turn had fewer sites than 
were identified in the subjects of the adult 
study, suggesting that during maturation the 
area of cortex related to a language task, nam-
ing, may increase [22]. There was no relation to 
age (18–80) within the adult study.

The previous studies all were concerned 
with naming of visually presented objects. More 
recently, Hamberger et al [23–24] investigated 
naming of auditory material – oral descriptions 
of concrete items. They found some separation 
of sites where stimulation interfered with nam-
ing of the different types of material, with sites 
of interference in auditory naming generally 
more anterior in temporal lobe from sites with 
interference in visual naming. They presented 
evidence that sites of interference with auditory 
naming provided more useful information in 
planning dominant-hemisphere anterior tem-
poral resections that avoided language deficits 
than sites with interference in visual naming.

When measures of other language func-
tions have been assessed with cortical stimula-

tion mapping, the general pattern is that inter-
ference is often evoked from separate sites. 
Mapping of naming the same items in multiple 
languages in polyglot subjects has demonstrat-
ed sites in nearly all subjects where interfer-
ence in only one language was evoked (Fig. 4), 
an effect that was more prominent with tempo-
ral than frontal stimulation, but was indepen-
dent of the type of language, romance or orien-
tal [25–27]. Mapping during visual naming and 
sentence reading also shows some degree of 
dissociation of sites of interference, also more 
often seen in temporal cortex [28], with the dif-
ferent patterns of localization having a particu-
larly robust relation to high or low VIQs. These 
findings have some practical application to pre-
serving function in multiple languages and 
reading with temporal resections.  

On a research basis, the author’ s group has 
studied cortical mapping of multiple other 
functions in epilepsy patients. Within the dom-
inant hemisphere, these include mimicry of 
speech gestures and detection of speech 

Fig. 4. Stimulation mapping of naming of the same objects in two languages, English and 
Spanish, in a patient with medically refractory epilepsy and a left temporal focus, who 
taught English to native Spanish speakers. English was this patient’ s native language. Cir-
cles are sites of stimulation. Filled circles are sites of repeated interference in English but 
not Spanish naming. Circle filled with a triangle is site of repeated interference in naming 
in Spanish but not English. Circles with small symbols had single errors in English only 
(small circle) or Spanish only (small triangle) [46]
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sounds, identifying frontal and temporal peri-
sylvian cortex common to speech production 
and perception [29–30], manual communica-
tion systems [31–32], verb generation includ-
ing changes with learning [33], action and ob-
ject naming [34] and patterns of naming in pa-
tients with preexisting aphasias, a study that 
reinforces the findings from remapping after 
periods of years, that the adult cortex shows 
little plasticity for the sites of interference with 
naming [35]. Complex figure- and face match-
ing and facial emotion recognition have been 
investigated in the nondominant hemisphere 
[36].

Of particular relevance for epilepsy pa-
tients has been the mapping of temporal corti-
cal sites in the language dominant hemisphere 
related to recent verbal memory [37–40]. Our 
studies used an encoding-storage-retrieval par-
adigm, with stimulation applied during only 
one phase of the memory measure. With ob-
ject names as the material to be retained in 
memory, temporal cortical stimulation was 
significantly more likely to interfere with later 
retrieval when applied during encoding or 
storage than when retrieval occurred. Frontal 
lobe stimulation interference was more likely 
during retrieval. Identification of the object to 
be remembered was intact during encoding 
stimulation that interfered with later retrieval 
(which occurred in the absence of stimula-
tion). By contrast, temporal cortical sites 
where stimulation interfered with naming usu-
ally had no effect on memory performance 
even when the current was applied during en-
coding. Sites of stimulation interference with 
memory also show substantial individual varia-
tion in their location, but were particularly 
likely in anterior temporal cortex and supra-
marginal gyrus, surrounding sites related to 
naming. There was evidence that dominant 
hemisphere anterior temporal resections that 

encroached on the sites where stimulation dur-
ing encoding or storage interfered with memo-
ry were more likely to have postoperative 
memory disturbances than those that did not. 
This suggested that the extent of lateral cortical 
resection, as well as the medial resection might 
be another factor in the postoperative verbal 
memory deficit after dominant resections. 

What physiologically characterizes the 
sites where stimulation interferes with a lan-
guage measure? It is generally thought that 
high-frequency stimulation produces interfer-
ence effects by depolarization blockade of local 
neuron activity [41]. However, those localized 
sites do not represent the only regions of cor-
tex with neuron networks for language. For ex-
ample, single neuron activity statistically relat-
ed to object naming can be recorded widely 
through dominant temporal lobe, in areas with 
no interference effects of stimulation, as well as 
in the nondominant temporal cortex [42]. The 
proportion of neurons with significant changes 
was the same in either hemisphere, with domi-
nant activity characterized by early neuron ac-
tivity changes that are most often relative inhi-
bition. Nondominant activity was later excita-
tion. ECoG changes during object naming lo-
calized to sites where stimulation interfered 
with object naming have been identified [43–
44]. In temporal lobe this change was local “de-
synchronization”, loss of low-frequency poten-
tials with replacement by low-voltage fast ac-
tivity, which has been subsequently shown to 
be activity in the high gamma range (50–70Hz 
and above) [45]. In our study this change oc-
curred in parallel with a slow potential that 
characterized frontal sites where stimulation 
interfered with naming, electrophysiologic ev-
idence supporting the stimulation-derived evi-
dence of cortex common to both language pro-
duction and perception. 
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Introduction

The first goal of brain tumor surgery is to opti-
mize the extent of resection (EOR) of the le-
sion. Indeed, maximal resection of glioma, 
when possible, is currently the first therapeutic 
option to consider for low-grade gliomas 
(LGG) (as recommended by the European 
Guidelines [48]) as well as for high-grade glio-
mas [49]. In recent series measuring objective-
ly the EOR on repeated postoperative MRI, all 
of them supported EOR as a statistically signifi-
cant predictor of overall survival. With WHO 
grade II gliomas, when no signal abnormality 
was visible on control MRI, especially on 
FLAIR-weighted imaging (i.e., the so-called 
“complete resection”), patients had a signifi-
cantly longer overall survival compared with 
patients having any residual abnormality 
[1,8,19,41,47]. Interestingly, even in cases of 
incomplete tumor removal, patients with a 
greater percentage of resection had a signifi-
cantly longer overall survival. In addition to the 
percentage of resection, the postoperative tu-
mor volume is also a predictor of survival, with 
a significantly longer overall survival when the 
residue is less than 10 ml (“subtotal resection”) 
compared with residues greater than 10  ml 
(“partial resection”) [47]. For glioblastomas, it 
was also shown that the complete removal of 
the contrast-enhanced part of the tumor de-
tected on postsurgical MRI increased the me-

dian survival to around 17 months, instead of 
only 12 months if a residual enhancement re-
mained [49].

Therefore, the dilemma of cerebral surgery 
in neurooncology is to maximize the EOR 
while preserving brain functions. Nonetheless, 
due to the frequent location of supratentorial 
gliomas near or within the so-called eloquent 
areas, and due to their infiltrative feature 
(poorly demarcated), it was for a long time 
considered that the chances to perform an ex-
tensive glioma removal were low, whereas the 
risk to generate postoperative sequelae was 
high. Indeed, many surgical series have report-
ed a rate of permanent and severe deficit be-
tween 13 and 27.5% following removal of intra-
axial tumors (for reviews, see [9] and [19]).

As a consequence, to optimize the benefit-
to-risk ratio of surgery, an increased use of 
functional mapping methods was observed in 
the last decade. Indeed, considerable interindi-
vidual anatomo-functional variability was 
demonstrated for healthy volunteers [54] as 
well as for epileptic patients [42]. Furthermore, 
this variability is increased in cases of gliomas, 
due to cerebral plasticity, explaining why many 
patients have no or only mild deficits before 
surgery, especially with slowly growing tumor 
such as LGG [11]. Therefore, many arguments 
support the unpredictability of functional elo-
quence on the basis of anatomical features 
alone and the fact that patients should not be 
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considered ineligible for surgical intervention 
on the basis of anatomical considerations alone 
(for a review, see ref. 44). Rather, neurosur-
geons need to take advantage of modern tech-
nology and mapping techniques to create indi-
vidualized maps and management plans. 
Indeed, it is now mandatory to study for each 
patient the individual anatomo-functional or-
ganization, in order to tailor the resection ac-
cording not only to oncological but also to 
cortico-subcortical functional boundaries.

The goal of this chapter is to review how, 
in addition to functional neuroimaging, the 
method of intraoperative electrostimulation 
mapping (IEM), especially in awake patients, 
has enabled a significant improvement of the 
results of glioma surgery, with (i) an increase 
of the surgical indications for tumors located 
within eloquent areas classically considered as 
“inoperable”, (ii) an optimization of the EOR 
with an increased impact on the natural histo-
ry of the glioma, and (iii) preservation or even 
improvement of the quality of life.

Presurgical functional assessment: 
advances and limitations

Preoperative neurocognitive examination

Gliomas, especially LGG, are usually revealed 
by inaugural seizures in young patients who 
enjoy a normal social and professional life, with 
no or only mild neurological deficit. However, 
recent extensive neuropsychological examina-
tions have demonstrated that most patients 
had cognitive disturbances, especially con-
cerning working memory and executive func-
tions [51]. This is the reason why a systematic 
preoperative assessment of higher functions 
and health-related quality of life is now recom-
mended [40]: (i) to search the possible neuro-
psychological deficit not identified by a classi-
cal neurological examination, (ii) to adapt the 
surgical methodology to the results of this as-
sessment, e.g., to perform functional mapping 
under local anesthesia even in the right hemi-
sphere [22], (iii) to benefit from a presurgical 

baseline allowing a comparison with the post-
surgical evaluation, and (iv) to plan a specific 
functional rehabilitation following the resec-
tion, which can induce a transient neurological 
worsening [26]. As a consequence, standard-
ized examination of neurocognitive outcome 
has recently been proposed (see the chapter by 
Klein and de Witt Hamer). 

It is nonetheless puzzling to note that these 
deficits are not more pronounced, despite the 
frequent location of LGG in the so-called elo-
quent areas. This can be explained by mecha-
nisms of brain reshaping allowing functional 
compensation in cases of slowly growing le-
sions. Indeed, it was shown that cerebral re-
mapping was possible, with a recruitment of 
perilesional or remote areas within the ipsile-
sional hemisphere and/or recruitment of con-
trahemispheric homologous areas. The recent 
integration of these concepts into the thera-
peutic strategy has resulted in dramatic chang-
es in the surgical management of LGG patients, 
with an increase of surgical indications in func-
tional areas classically considered as inoperable 
[11]. 

Preoperative functional neuroimaging:  
a necessary baseline

In this context, advances in functional neu-
roimaging (FNI), e.g., functional MRI (f MRI), 
magnetoencephalography, and transcranial 
magnetic stimulation, have enabled to perform 
a noninvasive cortical mapping of the whole 
brain and is currently a standard before resec-
tion of gliomas. FNI gives an estimation of the 
location of the eloquent areas (e.g., regions in-
volved in sensorimotor, language, visual and 
even higher cognitive function – see the chap-
ter by Champod et al) in relation to the tumor 
and provides information with regard to the 
hemispheric language lateralization. Thus, 
these methods may be useful for (i) the surgical 
indications, partly depending on the location 
of the tumor and its relationships with eloquent 
areas detected by FNI (allowing an estimation 
of the tumor resectability), (ii) the surgical 
planning, namely, the selection of the surgical 
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approach and the delineation of the limits of 
resection, (iii) the selection of the surgical 
technique, especially the decision to wake the 
patient intraoperatively if the glioma is close to 
somatosensory, language, or cognitive areas – 
even in the right hemisphere,on the basis of the 
laterality index on FNI for language in addition 
to the handedness of the patient provided by 
the neuropsychological examination [52]. 

However, it is worth noting that FNI meth-
ods are not yet reliable enough at the individual 
scale, despite constant efforts for their im-
provement, mainly because the results depend 
on the biomathematical models used for the 
reconstruction. Concerning f MRI (see chapter 
by Ramsey and Rutten), correlations with in-
traoperative electrophysiology have recently 
demonstrated that the sensitivity of f MRI was 
currently only around 71% for movement [2], 
and from 59 to 100% for language (specificity 
from 0 to 97%) [29]. Such discrepancies can be 
explained by a neurovascular decoupling in 
cases of glioma (BOLD [blood oxygenation 
level-dependent] response in the vicinity of 
gliomas does not reflect the neuronal signal as 
accurately as it does in healthy tissue), by inad-
equate tasks (not adapted to the location of the 
glioma and/or to the neurological status of the 
patient), or to methodological problems (e.g., 
selection of the threshold). As a consequence, 
there is a risk of false-negative and then to op-
erate a patient without intraoperative map-
ping, although the glioma is actually located in 
crucial areas for the function – but not detect-
ed by preoperative FNI – thus with a high risk 
to induce a permanent deficit. Moreover, an er-
roneous interpretation of brain reshaping 
(“pseudo-reorganization”) can be made. In ad-
dition, these methods are not able to differenti-
ate the structures essential for the function, 
which should be surgically preserved, from 
those which can be functionally compensated 
and so potentially resected without permanent 
deficit.Therefore, there is a double risk (i) to 
not select a patient for surgery, although the 

tumor was operable, or (ii) to stop prematurely 
the resection with a lower impact on the natu-
ral history of the glioma. Finally, these tech-
niques allow a mapping of the grey-matter but 
not of the white-matter connectivity.

Interestingly, the recent development of 
diffusion tensor imaging (DTI) now allows the 
identification of the main bundles, that is, their 
tractography (see chapter by Catani and 
Dell’Acqua), as well as their location in relation 
to a tumor (see chapter by Bello et al). However, 
this new method needs to be validated, espe-
cially by intraoperative electrophysiological 
techniques, before it can be used routinely for 
surgical planning, especially due to the fact 
that results of DTI, as those of FNI, strongly 
depend on the biomathematical models used 
for the fiber tracking. Indeed, comparison be-
tween distinct fiber tracking software tools 
found different results, showing that neurosur-
geons have to be cautious about applying trac-
tography results intraoperatively, especially 
when dealing with an abnormal or distorted fi-
ber tract anatomy [6]. Furthermore, correla-
tions between DTI and intrasurgical subcorti-
cal stimulation demonstrated that, despite a 
good correspondence, DTI is not yet optimal 
to map language tracts in patients. Negative 
tractography does not rule out the persistence 
of a fiber tract, especially when invaded by a 
glioma [34]. Moreover, DTI enables the study 
of only the anatomy of the subcortical path-
ways, but not their function.

With the aim to overcome these pitfalls, 
one can currently consider to perform longitu-
dinal studies based on pre-, intra-, and postop-
erative mapping rather than to content oneself 
with static information based on a unique pre-
surgical functional neuroimaging analysis [28]. 

Furthermore, despite the progress in FNI, 
its current limitations make the additional use 
of invasive electrophysiological investigations 
highly recommendable for surgery in eloquent 
structures.
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Intrasurgical functional brain 
mapping

Intraoperative functional neuroimaging

Intraoperatively, the integration of multimodal 
imaging into frameless stereotactic surgery was 
extensively used in the past decade and re-
ferred to as “functional neuronavigation” (see 
the chapter by Ganslandt et al). However, the 
sole randomized trial failed to demonstrate a 
significant impact of navigation on postopera-
tive results [56]. This can be explained by the 
limitations of the presurgical FNI and DTI de-
tailed above, as well as to the high risk of intra-
operative brain shift due to surgical retraction, 
mass effect, gravity, extent of resection (espe-
cially for voluminous tumors), and cerebrospi-
nal fluid leakage. Several technical improve-
ments have been proposed to reduce the ef-
fects of this shift, but their reliability has still to 
be optimized: combination with intraopera-
tive ultrasound, producing real-time imaging; 
use of mathematical models based on data from 
ultrasonography or digital images that track 
cortical displacement; and intraoperative MRI. 
Nevertheless, their actual value on the im-
provement of EOR and preservation of quality 
of life remains to be demonstrated.

As a consequence, invasive electrophysio-
logical investigations currently remain the 
“gold standard” when operating on eloquent 
brain structures.

Evoked potentials and electrocorticography

First, the technique of somatosensory and mo-
tor evoked potentials was extensively used in 
the past decades for intraoperative identifica-
tion of the central region (see chapter by 
Szelenyi). However, its reliability regarding the 
localization of the rolandic sulcus is not opti-
mal, with accurate localization of the central 
sulcus reported for only between 91 and 94%. 
Estimation of the overall sensitivity and nega-
tive predictive value of this method were evalu-
ated at about 79 and 96%, respectively [55]. 
Moreover, phase reversal recording identifies 

only the central sulcus itself but offers no direct 
information on the particular distribution of 
motor function on the adjacent exposed cere-
bral structures. Also, although the method of 
motor evoked potentials was improved, when 
recording compound muscle action potentials, 
only the monitored muscles can be controlled, 
that is, this method does not allow detection 
and possible avoidance of motor deficits in 
nonmonitored muscles. In addition, monitor-
ing of muscle action potentials does not mean 
monitoring of complex movements, action 
adapted to the environment, and intention to 
act, which is nonetheless the ultimate goal for 
the patient [33]. Above all, intraoperative 
evoked potentials cannot currently be used to 
map langague, memory, or other higher func-
tions crucial for the quality of life of the pa-
tients (for a review, see [18]).

Numerous authors have also suggested the 
use of extraoperative electrophysiological re-
cordings (electrocorticography) and stimula-
tions through the implantation of subdural 
grids (see the chapter by Winkler). By this 
method, the patient is in optimal conditions, in 
his room, to perform the tasks, this point is 
particularly important for children. Moreover, 
recent advances in the interpretation of the 
electrophysiological signal, such as electrocor-
ticographic spectral analysis evaluating the 
event-related synchronization in specific bands 
of frequency, have allowed a better under-
standing of the organization of the functional 
cortex and the study of the connectivity, in par-
ticular by the recording of “cortico-cortical 
evoked potential”. However, extraoperative 
electrophysiological mapping usually uses 
grids with electrodes spaced 1 cm apart, thus 
with a limited accuracy. Also, it is necessary to 
perform two surgical procedures, one to im-
plant the grids and a second to remove the le-
sion. In addition, there is still a risk of infec-
tious complications due to the presence of sub-
dural grids for several days. Above all, although 
this method was extensively advocated in epi-
lepsy surgery because it also allows detection 
of the seizure foci, only the cortex can be 
mapped, it provides no information about the 
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axonal connectivity, i.e., it is not possible to 
map the subcortical structures. Thus, this tech-
nique is not suited for neurooncology, since it 
is well known that gliomas migrate along the 
white-matter bundles [35].

Intrasurgical cortical and subcortical 
electrostimulation mapping

Taking into account the advantages and the 
limits of these different mapping techniques, 
an increased number of neurosurgeons cur-
rently advocates the additional use of IEM dur-
ing surgery in eloquent areas, possibly under 
general anesthesia but more and more fre-
quently under local anesthesia [18, 23, 30, 32, 
45, 46]. Indeed, except for tumors located 
within the motor structures, the mapping is 
performed in awake patients. However, as pre-
viously mentioned, since movements and ac-
tion are more complex than single muscle con-
tractions, it is also currently proposed to map 
the motor function under local anesthesia with 
active participation of the patient [16]. The 
principle is to use IEM as a focal and transitory 
virtual lesion, to obtain an invidual functional 
mapping at both cortical and subcortical lev-
els, and to test if a structure involved by a lesion 
is still crucial for the function, which is ob-
served in 15 to 20% of cases in LGG. Stimulation 
of an essential area generates a transient dis-
ruption of the task performed by the patient, 
and this area should be preserved. An individu-
al cortical mapping is thus obtained before the 
resection, which can be tailored according to 
functional boundaries (Fig. 1). In practice, a 
bipolar electrode with tips spaced 5 mm apart 
and delivering a biphasic current (pulse fre-
quency of 60 Hz, single-pulse phase duration of 
1 ms) is applied to the brain. The current inten-
sity adapted to each patient is determined by 
progressively increasing the amplitude by 
1 mA increments from a baseline of 2 mA until 
a functional response is elicited, with 6 mA as 
the upper limit under local anesthesia, and 
with 16  mA as the upper limit under general 
anesthesia, so that the generation of seizures 
will be avoided. The patient is never informed 

when the brain is stimulated. No site is stimu-
lated twice in succession, in order to avoid sei-
zures. Each cortical site of the entire cortex ex-
posed by the bone flap is tested three times. 
Indeed, it is admitted nowadays that three tri-
als are sufficient to assure if an area is crucial 
for brain function, by generating disturbances 
during its three stimulations and with normal-
ization of the function as soon as the stimula-
tion is stopped. This limitation of trials and 
tasks is required by the timing of the surgical 
procedure because the patient is awake and 
may become tired at the end of the resection 
(see chapter by Ojemann).

Interestingly, recent series showed that the 
surgical procedure could be simplified by 
avoiding the use of intraoperative electrocorti-
cography because electrical mapping is equiva-
lently reliable and does not increase the rate of 
seizures [23]. However, in cases of stimulation-
induced seizures, the use of cold Ringer’ s lac-
tate is recommended to abrogate the seizure 
activity. Moreover, some authors emphasized 
the value of “negative mapping” (no identifica-
tion of eloquent sites) in the setting of a tai-
lored cortical exposure [32, 45]. Although such 
recommendation is acceptable for high-grade 
gliomas, since the surgical goal is mainly to re-
move the enhanced part of the tumor, a nega-
tive mapping can be dangerous in surgery of 
diffuse LGG, especially in nonexpert hands. 
Indeed, due to the fact that LGG is poorly de-
lineated, the limit of the resection will be es-
sentially guided according to functional crite-
ria. Because negative mapping can be due to 
false-negative for methodological reasons, it 
does not guarantee the absence of eloquent 
sites. In the experience reported by Sanai et al, 
all 4 of the patients with permanent postopera-
tive deficits had no positive sites detected prior 
to their resections [45]. Therefore, other au-
thors continue to recommend a wider bone 
flap, in order to obtain a systematic positive 
mapping before performing the resection [15, 
18, 23]. Moreover, a positive mapping might 
also allow an optimization of the EOR, since 
the resection can be pursued until eloquent ar-
eas are encountered, i.e., with no margin 
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Fig. 1. (A) Axial T2-weighted MRI in a right-handed young patient with inaugural seizures. No 
oncological treatment was administrated. (B) Axial FLAIR-weighted MRI four years later. The pa-
tient met several neurosurgeons who said that the tumor was stable and impossible to operate due 
to the invasion of Broca’ s area. In fact, volumetric measurement showed that the tumor had dou-
bled, then with an involvement of the corpus callosum. An awake surgery was thus proposed at our 
institution. (C) Intraoperative views before (left) and after (right) glioma resection delineated by 
letter tags. Intrasurgical electrical mapping showed a reshaping of the eloquent maps within the 
precentral gyrus (1–3), with a recruitment of perilesional language sites located behind the glioma. 
There was no crucial site within the left inferior frontal gyrus. Thus, an extensive resection of Bro-
ca’ s area was possible and the subcortical connectivity in the depth of the cavity (49 and 50, corre-
sponding to language pathways) was preserved. (D) Postoperative axial FLAIR- and coronal T2-
weighted MRI demonstrating a near-complete resection of the glioma with removal of the corpus 
callosum, in a patient with neither neurological nor neurocognitive deficit, leading a normal socio-
professional life. It is worth noting that a FLAIR-hyperintensity is visible in the depth of the cavity, 
i.e., within the deep gray nuclei and white matter tracts, still functional (Reproduced from [11])
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around the functional structures (Fig. 1). A re-
cent study demonstrated that, in a consecutive 
and homogeneous series of 115 LGG in the left 
dominant hemisphere, the rate of permanent 
deficit remained lower than 2% despite the ab-
sence of a margin around the language sites 
[23]. Indeed, Gil Robles and Duffau. [26] 
showed that the EOR could be dramatically re-
duced by avoiding the preservation of 5 to 
10 mm around the functional areas, as usually 
proposed in the classical literature (Fig. 2). 
Interestingly, Gil Robles and Duffau [26] also 
showed that it was not logical to leave a small 
amount of tumor involving the cortex when the 
resection was performed at the subcortical lev-
el in contact with white-matter pathways (see 
below), because that means that the cortical 
area not removed was in fact disconnected and 
then no longer functional.

IEM allows the mapping of motor function 
(possibly under general anesthesia, by induc-
ing unvoluntary motor response, but also in 
awake patient by eliciting a disturbance of the 
movement), somatosensory function (by elic-
iting dysesthesias described by the patient 
himself intraoperatively), visual function (by 
eliciting phosphenes and/or visual field deficit 
described by the patient), auditory-vestibular 
function (by inducing vertigo), language 
(spontaneous speech, counting, object nam-
ing, comprehension, writing, reading, bilin-
gualism, language switching from one language 
to another), and also the mapping of higher-
order functions such as calculation, memory, 
spatial cognition, cross-modal judgement or 
even emotional processing – by generating 
transient disturbances if the electrical stimula-
tion is applied at the level of a functional “epi-
center”. It is crucial that a speech therapist, 
neuropsychologist, or neurologist be present 
in the operative room, in order to interpret ac-
curately the kind of disorders induced by IEM, 
for instance, speech arrest, anarthria, speech 
apraxia, phonological disturbances, semantic 
paraphasia, perseveration, anomia, syntactic 
errors [20, 27, 53]. Thus, IEM is able to identify 
in real time the cortical sites essential for the 
function before the beginning of the resection, 

in order both to select the best surgical ap-
proach and to define the cortical limits of the 
lesion removal.

Another major issue is the use of subcorti-
cal mapping throughout the resection, in addi-
tion to the cortical mapping before the lesion 
removal [3, 10, 18, 23]. Brain lesion studies 
have taught that damage of the white-matter 
pathways generated more severe deficit than 
cortical injury. Therefore, the subcortical 
tracts subserving motor, somatosensory, visu-
al, auditory-vestibular, language, and cogni-
tive functions must be detected during the le-
sion removal, in order to preserve the anato-
mo-functional connectivity while optimizing 
the EOR, namely, to pursue the resection until 
eloquent pathways are detected. Interestingly, 
according to the same principle as that de-
scribed at the cortical level, IEM can also iden-
tify eloquent subcortical structures. It allows 
the study of the anatomo-functional connec-
tivity by directly and regularly stimulating the 
white-matter tracts and deep gray nuclei 
throughout the resection and by eliciting func-
tional response when in contact with deep 
crucial areas (Figs. 1 and 3). Furthermore, 
IEM enabled a better understanding of the 
brain connectivity, showing that dynamic ce-
rebral processing is underlain by parallel dis-
tributed and interactive networks, the so-
called hodotopy [12]. This connectionist view 
also opens the door to the concept of cerebral 
plasticity, crucial in LGG surgery.

One of the major advantages of IEM for 
brain mapping in adult patients is that they in-
trinsically do not cause any false-negatives, in 
any case if the methodology is rigorously ap-
plied, as detailed above. Indeed, IEM is highly 
sensitive for detecting the cortical and axonal 
eloquent structures, and it also provides a 
unique opportunity to study brain connectivi-
ty, since each area responsive to stimulation is 
in fact an input gate into large-scale network 
rather than an isolated discrete functional site. 
IEM, however, has also a limitation: its speci-
ficity is suboptimal. Indeed, IEM may lead to 
an interpretation of a structure as being crucial 
due to the induction of a transient functional 
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Fig. 2. Schematic drawings of exemplary resections with margin. (A) First, a tumor coming into 
contact with a sulcus removed by leaving a 10 mm security margin from the positive cortical 
stimulation site (blue +) (i.e., with no subpial dissection). If subcortical stimulation is per-
formed, the “vertical connectivity”of  projections fibers will be identified at the bottom of the 
sulcus (blue +; e.g., pyramidal tracts). The U fibers coming from the other side of the sulcus will 
also be tested throughout the resection (orange –). At the bottom of the cavity, the “horizontal 
connectivity” or long-distace assocation fibers (e.g., arcuate fascicle) will represent the deep 
functional subcortical boundary (red +).  Interestingly, the cortex invaded by the tumor (in 
grey) is functionally useless, since the resection has been pursued until the subcortical path-
ways have been encountered (blue and red +). Thus, the fibers arising from this cortex have 
been disrupted, as they do not respond to stimulation (brown –). As a consequence, this cortex 
was disconnected and can therefore be removed with no functional risk. (B) Example of an in-
tragyral dissection (Reproduced from [26])
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Fig. 3. (A) Preoperative coronal FLAIR-weighted MRI (left) and sagittal T1-weighted 
MRI (right) showing a left precentral glioma involving the middle frontal gyrus. (B) In-
traoperative cortical mapping: tags A, B, and C are tumor boundaries as shown by intra-
operative ultrasonography.  1–3 Primary motor area of the hand, 4 speech arrest with fa-
cial movements, 5 and 6 speech arrest in the ventral premotor cortex. On the right, sub-
cortical mapping shows the resection cavity with no margin between functional limits 
and tumor, thanks to a subpial dissection along the precentral sulcus (spatula). The sub-
cortical functional boundaries were: the pyramidal fiber track of the hand at the bottom 
of the sulcus (37) and fibers coming from the ventral premotor cortex inducing anarthria 
(36), both constituting the so-called “vertical connectivity” of projection fibers, as well as 
phonemic paraphasia elicited by stimulation over the arcuate fascicle, i.e., long-distance 
association pathways, or “deep connectivity” or “horizontal connectivty” (34). (C) Post-
operative axial T2-weighted MRI (left) shows surgical cavity, which is directly in contact 
with the precentral sulcus, where subpial dissection was performed with no residual tu-
mor at this level and no margin. Sagittal FLAIR-weighted MRI (right) shows inferior 
limit of the surgical cavity directly in contact with the arcuate fascicle, which lies just 
above the insula (Reproduced from [26])
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response when stimulated, whereas (i) this ef-
fect is caused by the backward spreading of the 
electrostimulation along the network to an es-
sential area and/or (ii) the stimulated region 
can be functionally compensated thanks to 
long-term brain plasticity mechanisms. In 
brief, although IEM is still the gold standard for 
brain mapping, due to the risk of false-posi-
tives, its combination with new methods such 
as perioperative FNI and biomathematical 
modeling is now mandatory, to clearly differ-
entiate those networks that are actually indis-
pensable to function from those that can be 
compensated [38] (see chapter by Mandonnet).

Functional and oncological results

A dramatic improvement of the surgical results 
was provided by advances in IEM. 

First, it has been demonstrated that the use 
of IEM has allowed to significantly increase the 
surgical indications in eloquent areas which 
were classically considered as inoperable, such 
as the central region, the insular lobe, or Broca’ s 
area [4, 11, 13, 19, 24, 28].

In addition, despite a frequent transitory 
neurological worsening in the immediate post-
operative period due to the attempt to perform 
a maximal tumor removal according to cortico-
subcortical functional limits determined by 
IEM [26], leading to a specific functional reha-
bilitation, more than 98% of patients recovered 
the same status as before glioma resection 
within eloquent brain areas guided by func-
tional mapping and returned to a normal socio-
professional life [23,45]. Even more, for pa-
tients with LGG it was observed that 15 to 20% 
can improve in comparison with their preop-
erative neurological and neuropsychological 
assessment [51], and 80% of patients with pre-
surgical intractable epilepsy can benefit from a 
relief of their seizures [5, 17]. In other words, 
LGG surgery presently not only is able to pre-
serve brain functions but also may improve the 
quality of life of patients, as demonstrated by 
extensive neurocognitive assessment per-
formed after surgical resection. These data sup-

port the existence of additional brain plasticity 
mechanisms occurring after the operation, 
likely facilitated by a systematic and adapted 
rehabilitation. Interestingly, the rate of less 
than 2% of sequelae is highy reproducible 
among the teams using IES worlwide. In com-
parison, in series which did not use IES, the 
rate of sequelae ranged from 13 to 27.5%, with 
a mean of about 19% (for a review, see [19]).

Moreover, a comparative study between 
LGG resection performed without or with 
IEM showed that the EOR was significantly in-
creased thanks to IEM, with better, rather than 
impaired; functional results following resec-
tion within eloquent areas [19]. Indeed, since 
IESM allows identification of the cortical and 
subcortical eloquent structures individually, it 
seems logical to perform a resection according 
to functional boundaries. The resection is con-
tinued until, rather than ceased before, the 
functional regions are detected by IESM, with-
out a margin, in order to optimize the EOR 
without increased risk of permanent deficit 
[26]. Interestingly, a recent study reported for 
the first time a series of patients who under-
went 2 consecutive surgeries without and with 
awake mapping. Under general anesthesia, 9 
patients underwent surgery for a low-grade 
glioma in functional sites in other institutions. 
The resection was subtotal in 3 cases and par-
tial in 6 cases. There was a postoperative wors-
ening in 3 cases. A second surgery was then 
performed in the awake condition with intra-
operative electrostimulation (resection ac-
cording to functional boundaries at both the 
cortical and subcortical levels). Postoperative 
MRI showed that the resection was complete 
in 5 cases and subtotal in 4 cases (no partial re-
moval) and that it was improved in all cases 
compared with the first surgery (p = 0.04). 
There was no permanent neurological worsen-
ing. Of the 9 patients, 3 improved compared 
with the presurgical status. All patients re-
turned to normal professional and social lives. 
These original results demonstrate that awake 
surgery, known to preserve the quality of life in 
patients with LGG, is also able to significantly 
improve the extent of resection for lesions lo-
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cated in functional regions [9]. Even more re-
cently, the Chang et al [7] demonstrated for the 
first time in a series of 281 patients that the use 
of functional-mapping-guided resection of 
LGG in presumed eloquent areas, thanks to a 
reliable delineation of true functional and non-
functional regions, allowed not only a maximi-
zation of tumor resection but also a signitifi-
cant improvement of long-term survival.

Interestingly, reoperation was also demon-
strated to have a significant impact on the over-
all survival of patients with LGG [1], including 
tumors within eloquent areas [39], without a 
higher risk to induce permanent deficit, thanks 
to mechanisms of brain plasticity which can 
occur between two surgeries [11, 28].

Conclusions and perspectives

Brain surgery may now benefit from important 
technical developments in the field of function-
al mapping, using complementary noninvasive 
methods of FNI and invasive IEM. Such recent 
advances have enabled a better understanding 
of the organization of the eloquent brain areas 
for each patient, in order to integrate the con-
cept of interindividual anatomo-functional 
variability in the surgical strategy. Indeed, in-
traoperative real-time cortical and subcortical 
stimulations make possible on-line correla-
tions between discrete and transient “virtual” 
lesions, which can be performed at each site of 
a distributed network (each cortical and sub-
cortical site being perfectly identified anatomi-
cally by three-dimensional MRI), and their 
functional consequences (accurately analyzed 
by a speech therapist or neuropychologist 
along the surgical procedure). Therefore, IEM 
allows to perform tumor resection according 
to functional boundaries, leading to an optimi-
zation of the benefit-to-risk ratio of surgical re-
moval of cerebral gliomas, as it allows (i) to 
significantly extend the indications of resection 
in eloquent areas such as Broca’ s area, the in-
sula – even in the left dominant hemisphere –, 
the central area, or the left posterior temporal 
regions, (ii) to significantly decrease the rate of 

permanent deficit at less than 2%, instead of 13 
to 27% (mean of 19%) without mapping, (iii) 
even to improve the quality of life, thanks to 
seizure control (in around 80% of cases, espe-
cially for insular and/or temporal LGG [17, 24, 
50]) and thanks to cognitive rehabilitation, and 
(iv) to significantly increase the EOR com-
pared with series without brain mapping, thus 
with a significant improvement of the overall 
survival.

The next step is now to discuss the possible 
significance of a “supercomplete” resection 
performed by continuing the resection until, 
rather than ceasing it before, functional areas 
are encountered even for LGG located within 
noneloquent areas, in order to resect a margin-
al zone around the MRI-defined abnormalities. 
Indeed, a recent study using biopsy samples 
taken within and beyond MRI signal abnor-
malities demonstrated that conventional MRI 
underestimated the actual spatial extent of 
LGG because tumor cells were present beyond 
the MRI signal abnormalities, at distances up 
to 20  mm, even when gliomas were well de-
fined in MRI [43]. As a consequence, perspec-
tives could be to select the optimal indications 
of such supercomplete resection, on the basis 
notably of MRI advances, as some LGG are 
more “invasive”, whereas some other LGG are 
more “proliferative”. To this end, it has been 
suggested that spectroscopy and perfusion 
MRI could be more efficient than conventional 
MRI to evaluate the actual LGG infiltration. 
The metabolic imaging might be more sensi-
tive than morphologic MRI and could be clos-
er to the neuropathological tumor infiltration, 
as abnormal metabolic areas exceed areas of 
MRI-defined abnormalities on T2-weighted 
sequences [25]. However, these techniques still 
lack reliability and need to be validated. 
Another way could be to use the new biomath-
ematical models of proliferation and diffusion 
with at least two MRIs recorded with an inter-
val of 3 to 6 months before any treatment [31, 
37]. Finally, a probabilistic atlas allowing pre-
operative estimation of the residual volume for 
LGG resection with intrasurgical functional 
mapping can also be built [36].
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This strong link between cognitive neuro-
sciences and neurooncology will enable to im-
prove both the overall survival and the quality 
of life, leading to a new concept of “functional 
neurooncology” [14]. Indeed, although it was 
recently noted that “the most important part of 
our work as neurosurgeons: the disease” (see 
comment on [16]), one can also suggest that 
the most important part of our work as neuro-
surgeons is the patient. In other words, neuro-
surgeons have to see the brain first but not the 

tumor. Interestingly, such philosophy based on 
a better understanding of individual dynamic 
brain organization – hodotopy and plasticity – 
not only could be applied to the treatment of 
tumors but also could be used as a paradigm in 
view of other neurological pathologies such as 
multiple sclerosis (which can be considered as 
a “disconnection syndrome” due to damages of 
the white-matter pathways), stroke, or even 
degenerative diseases.
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Introduction

Interindividual anatomo-functional variability 
of the human brain is now well demonstrated 
by both functional neuroimaging in healthy 
volunteers [108] and intraoperative brain stim-
ulation in patients with neurological diseases 
such as epilepsy [77]. As a consequence, a 
growing number of surgical series has reported 
awake mapping as a valuable tool to optimize 
the extent of resection of lesions located within 
eloquent areas [17, 31], allowing an increase of 
the surgical impact on their natural history, 
e.g., significant improvement of the survival of 
patients with low-grade gliomas [12], while 
minimizing the risk of permanent deficit and 
even improving the health-related quality of 
life (HRQoL) [32, 91]. Indeed, in contrast to 
extraoperative electrical mapping using subdu-
ral grids, awake surgery offers the opportunity 
to map not only the cortex but also the subcor-
tical structures, especially white-matter path-
ways, and thus to study the individual axonal 
connectivity [21, 22]. However, the majority of 
awake craniotomies, although demonstrated to 
be well tolerated by the patients [15, 114], have 
been performed almost exclusively in cases of 
lesions involving presumed language areas, 
that is, the perisylvian regions in the left hemi-
sphere, in order to avoid postsurgical perma-
nent oral or written language disturbances [51, 
82, 91]. Surprisingly, the use of awake mapping 

for lesions located in brain areas a priori not 
implicated in language (on the basis of single 
anatomic criteria), especially the right hemi-
sphere, is rare. Furthermore, mapping of non-
language functions received less attention, de-
spite the possible consequences of neurologi-
cal disorders other than aphasia on the daily 
life. Indeed, when objective neuropsychologi-
cal and HRQoL assessment have been per-
formed, visuospatial, memory, attention, plan-
ning, learning, emotional, motivational and 
behavioral deficits have regularly been ob-
served after brain (epilepsy and/or tumor) sur-
gery [2, 3, 8, 9, 14, 20, 35, 47, 49, 50, 52, 58, 64, 
66, 67, 69, 70, 78, 79, 81, 89, 96, 98, 101, 107, 
111]. However, in spite of these numerous re-
ports, nonlanguage disorders have largely been 
underestimated by neurosurgeons. This is ex-
plained by the fact that the identification of 
such “subtle” deficits is not possible by a single 
“standard clinical examination”. Unfortunately, 
extensive neurocognitive evaluation was very 
rarely performed after glioma surgery in the 
classical literature, especially when the lesion 
was located outside the so-called language ar-
eas. Therefore, it is likely that more patients 
than those reported in the literature experi-
enced this kind of disorders.

In this chapter, the aim is to provide new 
insights into the indications of awake cranioto-
mies to map and preserve language structures 
for lesions located outside the classical pre-

Indications of awake mapping and selection of 
intraoperative tasks
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sumed language areas and to map and preserve 
brain networks not directly involved in lan-
guage but crucial for sensorymotor, visual, and 
vestibular functions, spatial awareness, as well 
as cognitive functions such as calculation, 
memory, understanding and even judgement, 
in cases of surgery for lesions invading areas a 
priori not related to language processing. To 
this end, a wider range of tasks which could be 
used intraoperatively should be available and 
their selection should be improved, i.e., adapt-
ed to each patient according to several criteria: 
the life of the patient (job, hobby, habits), the 
results of the presurgical neuropsychological 
assessment (especially the possible existence 
of a presurgical cognitive deficit – even slight 
– due to the lesion, the handedness), the find-
ings provided by the preoperative neurofunc-
tional imaging, and the characteristics of the 
lesion (location, size, behavior). In other 
words, the optimization of intraoperative tests 
is based on the better understanding of the in-
dividual anatomy, physiology, HRQoL, and its 
interactions with the natural course of the dis-
ease.

Awake language mapping for surgery 
outside classical language areas

Since the seminal works by Ojemann et al [77], 
awake surgery is essentially performed to map 
language (generally speech, counting, picture 
naming, reading, writing and multilingualism) 
for lesions involving the lateral cortex at the 
level of the perisylvian regions within the left 
dominant hemisphere, that is, the temporal 
lobe (especially the superior and posterior 
part), the inferior parietal lobule, and the lat-
eral part of the frontal gyrus. However, many 
reports support the unpredictability of func-
tional eloquence on the basis of anatomical fea-
tures alone [84]. Thus, the surgical method 
(under general anesthesia versus local anesthe-
sia) cannot be decided with respect to anatom-
ical considerations only. Below, recent findings 
which show that language structures could be 
encountered outside the classical anatomical 

language areas will be reviewed, pleading in fa-
vor of the fact that neurosurgeons need to take 
advantage of neurocognitive evaluation and 
mapping techniques to create individualized 
maps and management plans.

Less-considered language areas in the left 
dominant hemisphere

Although the insular lobe was poorly studied 
for more than a century, recent lesion and 
functional neuroimaging works provided 
strong arguments in favor of a role of the domi-
nant insula in language fuctioning, especially in 
complex planning of speech articulation [1, 19, 
48, 75]. As a consequence, it was suggested to 
perform awake craniotomies for resection of 
lesions located within the insula, such as caver-
nomas [26] or gliomas [23, 27]. Interestingly, 
intrasurgical articulatory disturbances have 
been elicited by electrostimulation of the left 
insula in approximately 20% of patients, even 
in cases of invasion by a tumor as low-grade 
glioma. Such positive language mapping has 
enabled both a better selection of the surgical 
approach and a better delineation of the limits 
of resection, thus avoiding permanent postop-
erative speech disorders [34].

Although it is traditionally recognized that 
patients do not necessarily become perma-
nently disabled after resections in the left dom-
inant supplementary motor area done with the 
patients under general anesthesia, accurate as-
sessment showed possible persistent mild but 
objective language deficits after surgery. 
Indeed, it is well known that resection of the 
anterior part of this area induces transient 
speech disorders (possibly a complete mut-
ism) during the immediate postsurgical period, 
though with a secondary recovery [37, 60]. 
Accurate examination one year after surgery 
was able to identify mild word-finding difficul-
ties [60]. In addition, a recent study reported 
several cases of permanent agraphia after re-
section of this structure [92]. Therefore, some 
authors proposed to perform awake mapping 
for lesions involving the left supplementary 
motor area, in order to improve the accurate 
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determination of the functional (language) 
boundaries and to optimize the HRQoL [32].

It is worth noting that surgery within other 
areas classically presumed as not implicated in 
language networks may nevertheless generate 
permanent deficits, especially concerning writ-
ten language. For example, resection of the left 
superior parietal lobule can induce a definitive 
spatial agraphia [92].

Finally, neurosurgeons should keep in 
mind that the subcortical connectivity of lan-
guage can be encountered even in brain re-
gions a priori not expected to participate in 
language. For instance, during surgery near the 
left intraparietal sulcus or superior parietal lob-
ule, that is, remote from the sylvian fissure, 
even if no cortical language sites are detected, 
there is a high risk to encounter the superior 
longitudinal fascicle in the depth (lateral to the 
ventricle). If this white-matter tract is not iden-
tified and not preserved, its damage will gener-
ate permanent conduction aphasia. Therefore, 
long-association pathways should be mapped 
in a systematic manner to avoid a “disconnec-
tion syndrome”. The sole way is to test the pa-
tient on-line throughout the resection under 
local anesthesia, especially in the depth [32]; 
extraoperative mapping is not sufficient be-
cause it is only able to map the cortical surface.

Language areas in the right hemisphere

As a consequence of the seminal lesional works 
reported in the second half of the 19th century 
by Broca [10], who discovered that a damage in 
the left inferior frontal gyrus induced a reduced 
capacity for articulate speech, by Wernicke 
[112], who associated speech comprehension 
with the left superior posterior temporal gyrus, 
and by Dejerine [18], who described alexia 
with agraphia subsequent to a left angular gyral 
injury, the preeminent role of the left hemi-
sphere in language processing was definitively 
established. Moreover, in 1965, Geschwind 
[41] summarized the anatomic findings from 
aphasic patients in a model that outlined re-
gions in the left hemisphere, and in particular 
their connections, that were critical for lan-

guage. Consequently, these studies led to the 
concept of left hemispheric “dominance” or 
“specialization” for language, and for more 
than a century it was believed that the right 
hemisphere (RH) had little or no potential for 
processing language – despite a theory devel-
oped by Jackson as early as in 1874 in which the 
RH was thought to be responsible for the auto-
matic, involuntary use of words in speech [54].

However, because of the refinement of 
clinical evaluation tools which allowed the de-
tection of certain language deficits after an RH 
lesion (for a review, see [55]), the development 
of noninvasive functional imaging, which 
showed activations within the RH during lan-
guage tasks (for a recent meta-analysis, see 
[109]), and the evolution of appropriate con-
ceptual frameworks, the role of the RH in lan-
guage functioning began to be considered. 
Indeed, several studies in the last decades pro-
vided strong arguments in favor of the likely 
implication of the RH in semantic processing 
[39] and spoken language comprehension [62], 
particularly in figurative meaning of verbal ma-
terial such as metaphors [7], as well as in word 
recognition – with best processes for nouns, 
especially those for which an image can be re-
trieved [100] or with an emotional content 
[11]. RH seems also to be involved in action 
word processing [73], in lexical decision [99], 
during processing of linguistic context [59], in 
reading [100], and even in phonological pro-
cessing [104]. In summary, the RH seems to 
have a more important role in language than 
previously thought, especially in prosody, the 
semantic processing of words and discourse, 
the processing of context and in pragmatic 
abilities, in addition to its involvement in ex-
ecutive functions, in particular, attention and 
working memory.

In a clinical setting, another criterion must 
be taken into account, namely, the concept of 
hemispheric dominance. Indeed, to make the 
decision to perform an awake procedure for 
language mapping in the right hemisphere, 
three parameters are crucial: the handedness, 
the results of the neurocognitive examination, 
and the calculation of the lateralization index 
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on functional neuroimaging. Interestingly, the 
three parameters can be coherent, i.e., left-
handed patients with presurgical language dis-
turbances and right dominance on neuroimag-
ing. Dissociations are nonetheless possible. For 
instance, using the Wada intracarotid Amytal 
test, Rasmussen and Milner [85] showed that 
in non-right-handed patients, speech was rep-
resented in the left cerebral hemisphere in 
nearly a third of the group, in the right hemi-
sphere in half the group, and bilaterally in the 
remainder. They also suggested the possibility 
of a functionally asymmetric participation of 
the two hemispheres in the language processes 
of some normal left-handers. Later, Annett [4] 
offered a genetic model, the right shift theory, 
based on the existence of a gene with two al-
leles, one of which influences the distributions 
of asymmetries related to language and manual 
activities by favoring the left hemisphere. In 
homozygous subjects who do not have this al-
lele, asymmetries are distributed independent-
ly and in random fashion, leftward asymme-
tries being as frequent as rightward asymme-
tries. This would explain why right-hemispher-
ic specialization for language is far from being 
systematically associated with left manual pref-
erence [13]. By functional neuroimaging, the 
notion of interindividual variability of language 
lateralization was reinforced [105], a factor 
currently known to exert a crucial influence on 
language processing and being at least partly 
related to handedness [56]. It seems that left-
handed subjects present less asymmetrical lan-
guage lateralization [97].

On the basis of these data, some neurosur-
geons proposed to perform awake language 
mapping in non-right-handed patients, that is, 
in left-handed and ambidextrous patients [33, 
53]. In a recent study, language was mapped by 
cortico-subcortical electrostimulation in nine 
patients with a right low-grade glioma. In fron-
tal regions, cortical stimulation elicited articu-
latory disorders (ventral premotor cortex), 
anomia (dorsal premotor cortex), speech arrest 
(pars opercularis), and semantic paraphasia 
(dorsolateral prefrontal cortex). Insular stimu-
lation generated dysarthria, parietal stimula-

tion induced phonemic paraphasias, and tem-
poral stimulation generated semantic parapha-
sias. Subcortically, the superior longitudinal 
fascicle (phonological disturbances), inferior 
occipitofrontal fascicle (semantic disturbanc-
es), subcallosal fascicle (control disturbances), 
and common final pathway (articulatory disor-
ders) were identified. These structures were 
preserved, avoiding permanent aphasia. These 
results support the major role of the RH in lan-
guage in left-handers and provide new insights 
into the anatomo-functional cortico-subcorti-
cal organization of the language networks in the 
RH, suggesting a “mirror” configuration in 
comparison with the left hemisphere [33].

Even more recently, crossed aphasia, that 
is, aphasia resulting from a right-hemispheric 
lesion in right-handers, has been induced by in-
traoperative stimulation in awake patients har-
boring a right low-grade glioma [106]. These 
original findings highlight the possibility to find 
crucial cortico-subcortical language networks 
in the RH in a subgroup of atypical right-hand-
ers. Thus, the challenge is to detect the patients 
with a risk of crossed aphasia. To this end, the 
most important criterion is the existence of a 
preoperative language deficit, even if subtle. 
Such deficit means, in essence, that the RH has 
a crucial role in language in this patient at this 
moment, and therefore that intrasurgical lan-
guage mapping is mandatory to avoid postop-
erative aphasia. Therefore, in right-handed pa-
tients, if language disturbances are detected 
during seizures or on presurgical neuropsycho-
logical assessment, awake craniotomy with in-
traoperative language mapping should be con-
sidered. This is particularly true when right ac-
tivations are observed on language-functional 
MRI, independently of the lateralization index. 
Indeed, it is possible that, despite a left lateral-
ization index, a single right activation corre-
sponds to a crucial site which should be pre-
served intraoperatively as its injury could lead 
to a permanent aphasia. As a consequence, pre-
surgical functional neuroimaging is not enough 
to make the decision whether awake mapping 
should be performed: a preoperative cognitive 
examination is essential.
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Intraoperative mapping of movement 
and visuospatial cognition

For a long time, motor function was solely con-
sidered as the ability to move, i.e., to generate 
muscle contraction. However, movement is ac-
tually a more complex and integrated function, 
coordinating not only the mobilization itself 
but also the control of adapted action thanks to 
somatosensory, visual, and vestibular feed-
back, as well as the awareness and intention to 
act [61]. Consequently, even if several authors 
reported the possibility to detect and preserve 
the pyramidal structures in asleep patients by 
intraoperative monitoring (motor evoked po-
tentials) and/or direct electrostimulation at 
both cortical and subcortical levels, for lesions 
within or near motor pathways (as premotor 
and insular lesions) [57, 74], others have pro-
posed to perform awake mapping to task move-
ment throughout the resection [16, 31, 36, 93, 
94, 113]. Such strategy enables to check the 
real action, its accuracy, its adaptability, its re-
action time, and the absence of a possible oc-
currence of ataxia or apraxia, rather than only 
the muscle contraction, all along the resection. 
Furthermore, in addition to the primary motor 
area, it is possible to detect the negative motor 
area under local anesthesia, which was shown 
to play a significant role in the planning of vol-
untary movement and generated negative mo-
tor phenomena when stimulated [65].

Concerning retrocentral lesions, awake sur-
gery also enables the mapping of the somato-
sensory function with greater accuracy than do 
recordings of somatosensory evoked potentials 
under general anesthesia. Indeed, by phase re-
versal recording, somatosensory evoked poten-
tials can identify the central sulcus but they are 
unable to provide details regarding the precise 
organization of the somatosensory cortex (for a 
review, see [29]). In contrast, during an awake 
procedure, the patient can accurately describe 
both superficial (dysesthesia) and deep 
 (proprioceptive) somatoesthetic sensations 
throughout the electrical mapping and the re-
section [25]. It is therefore possible to map very 
precisely the distribution of the eloquent sites 

both within the somatoesthetic cortex and at 
the level of the thalamo-cortical pathways [29]. 
Interestingly, while new permanent deficits af-
ter glioma resection within nonlanguage pari-
etal regions under general anesthesia were re-
cently reported for 4 out of 28 patients [90], no 
permanent worsening was observed after 
awake surgery in the same regions [25, 102].

Furthermore, visual feedback is crucial for 
adapted movement and HRQoL. For example, 
with a homonymous hemianopsia driving is 
forbidden in many countries. Interestingly, for 
posterior lesions located within the temporo-
parieto-occipital junction, intraoperative stim-
ulation has been demonstrated to enable the 
detection of visual pathways during surgical 
resection in awake patients by inducing tran-
sient visual disturbances such as the percep-
tion of a shadow or phosphenes in a specific 
visual quadrant (i.e., detection of optic radia-
tion) or even the perception of visual illusion 
such as metamorphopsia (i.e., detection of as-
sociative structures involved in higher-order 
visual processing) [30]. 

Moreover, vestibular processing is also es-
sential for movement. The vestibular system is 
a part of the high-order multisensory associa-
tive system that coordinates different inputs 
(visual, somatosensory, auditory) to control 
the position of the body itself and its relation to 
the surrounding space. Neural foundations un-
derlying vestibular function, especially the 
postero-inferior parieto-insular cortex and the 
superior longitudinal fascicle within the hemi-
sphere nondominant for language, can be 
mapped and preserved during surgery for tem-
poro-parietal lesions by intraoperative cortico-
subcortical stimulation in awake patients 
which generates reproducible vertigo [95]. 
Interestingly, extraoperative electrostimula-
tion has also induced experiential responses 
such as complex vestibulo-somatosensory sen-
sations creating an out-of-body sensory illu-
sion induced by stimulation of the right angu-
lar gyrus and the superior temporal gyrus [6, 
103].

Finally, motion accurately adapted to the 
environment is not possible without awareness 
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of action. A deficit in cognition of movement 
induces hemineglect as a result of a failure of 
the coordination of all outcoming inputs into 
an egocentric reference system, which may 
have important consequences on HRQoL. 
Direct electrostimulation of the superior tem-
poral gyrus and the supramarginal gyrus in the 
RH may generate a significant deficit in visual 
search [42] or rightward deviations on line bi-
section [5] (Fig. 1). The same transient unilat-
eral spatial neglect can also be induced by stim-
ulation of the superior longitudinal fascicle be-

cause of a transient disconnection between the 
different functional units, showing that both 
the cortical areas as well as the subcortical 
pathway subserving spatial awareness can be 
identified and preserved during resection 
within the right parieto-occipital junction 
[102] (Fig. 2).

In summary, movement is a complex multi-
modal function which integrates multiple uni-
modal processings (muscle contraction, so-
matosensory, visual, and vestibular functions) 
as well as supramodal control. Preservation of 

Fig. 1. (A) Surgical field in a patient with a low-grade glioma centered on the right inferior parietal lobule who performed a line 
bisection task during electrical mapping. (B) Mean deviation with 95% confidence intervals during stimulation of the rostral 
part of the superior temporal gyrus (rSTG, label A), of the caudal part of the superior temporal gyrus (cSTG, label B), of the 
supramarginal gyrus (SMG, label 50), of the frontal eye field (FEF, label F) and of control neighboring regions. A significant 
rightward deviation during line bisection performance was elicited during direct cortical stimulation of the supramarginal gy-
rus and caudal part of the superior temporal gyrus; *p < 0.05 (two-tailed). (C) Three-dimensional reconstruction of the low-
grade glioma (in purple) and of the stimulated regions (in yellow). (D) Lateral view (From [102])
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Fig. 2. (A) Surgical field in a patient harboring a low-grade glioma centered on the right inferior parietal lobule who performed 
a line bisection task throughout the surgical resection. (B) Mean deviation with 95% confidence intervals during stimulation of 
the caudal part of the superior temporal gyrus (cSTG, label 31), of the supramarginal gyrus (SMG, label 30), of the superior 
longitudinal fascicle (part II) (label 42) during (O-FF 1) and after tumor resection (O-FF 2), and of control neighboring regions 
before resection (control 1), during resection (control 2), and after resection (control 3). Performance 5 days (day +5) after 
surgery is also shown; *p < 0.05, **p < 0.01 (two-tailed). (C) Three-dimensional reconstruction of the surgical resection (in 
red) and of the stimulated regions, showing their relationships with the superior occipito-frontal fascicle (in yellow) and the 
superior longitudinal fascicle (in blue). The head of the caudate nucleus and the putamen are shown in green. (D) Lateral view 
(From [102])

normal motor function is not adequately 
grasped by avoiding any damage of cortico-
spinal structures but also implies to better un-
derstand the anatomo-functional organization 
of this whole distributed network at the indi-
vidual scale. To this end, awake mapping can 
add valuable information to preserve a high 
level of somatosensory-vestibulo-visuo-spatial 
processing allowing awareness of the intention 
to act [61], anticipation, planning, execution, 
and on-line control of complex action, essen-
tial for a normal HRQoL.

Intraoperative mapping of higher 
cognitive functions: towards a better 
selection of tasks

In contrast to the wide use of intraoperative 
mapping for language, higher cognitive func-
tions were poorly studied before, during, and 
after brain surgery except by a few authors who 
have regularly tested memory in addition to 
language during awake procedures in the past 
decades, especially for temporal epilepsy [76]. 
Nonetheless, by more accurate neuropsycho-
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logical examination, it was recently observed 
that patients could experience postsurgical 
neurocognitive deficit, in particular concern-
ing working memory, even after surgery per-
formed under local anesthesia with language 
mapping [20, 101]. Such results mean that an 
awake procedure by itself does not prevent 
cognitive worsening if only intraoperative as-
sessment of language (e.g., speech, naming, 
reading, writing, bilinguism) and/or complex 
movement (see above) is done, but that spe-
cific testing should be added to map and pre-
serve higher-order functions. Therefore, it is 
now mandatory to select tasks adapted to the 
individual patient (according to her or his job, 
hobby, possible preoperative neurocognitive 
disturbances, results of the presurgical func-
tional neuroimaging) and to the specific lesion 
(location, side, nature), also taking into ac-
count the fact that there is a limitation of time 
for intraoperative awake mapping.

For example, mapping of calculation (e.g., 
multiplication and subtraction) was reported 
especially for a school teacher with a lesion in-
volving the left parietal lobe [28]. Identification 
and preservation of the calculation sites al-
lowed the patient to work normally after sur-
gery, without dyscalculia and anarithmetia. 
Similar results were reported by other authors, 
notably for lesions located near or within the 
left angular gyrus [86, 88]. Recently, singing 
was also tested intraoperatively in patients who 
were amateur singers and had undergone sur-
gery for brain tumors; dissociations between 
speech and singing showed that in some corti-
cal stages these two functions used different 
cerebral pathways [87]. Double dissociation 
between language tested by picture naming 
and nonverbal comprehension tested by a task 
of semantic association was also observed [38]. 
These findings support the need to incorporate 
specific tasks, e.g., the Pyramids and Palm Tree 
test, in addition to the usual naming test during 
surgery for lesions involving the left posterior 
temporal areas [38].

Concerning executive functions regularly 
disturbed after brain surgery [20, 101], recent 
memory can be tested intraoperatively by per-

forming stimulation during encoding, storage, 
or retrieval, in patients harboring a lesion with-
in temporo-parietal or frontal sites [76]. 
Indeed, short-term memory errors were ob-
served by intra- and extraoperative stimulation 
of the left temporal neocortex [80]. 
Interestingly, beyond electrical mapping, the 
hippocampus has also been cooled by rinsing 
with cold saline intraoperatively to evaluate 
memory and learning performance and to de-
termine the risk of postoperative memory dis-
order [63]. In addition, intraoperative mapping 
of the dominant frontal premotor area and an-
terior temporal lobe has identified specific ar-
eas involved in famous-face recognition [45].

Furthermore, ocular saccades, which are 
known to be closely related to attention, were 
tested in awake patients with lesions involving 
the frontal eye field by electrical stimulation 
which induced ocular deviation or saccade 
suppression [68]. Indeed, the resection of that 
premotor area was demonstrated to induce ex-
ecutive dysfunction, especially concerning 
working memory, namely, fundamental pro-
cesses which include the short-term mainte-
nance of relevant information, the mental ma-
nipulation of this information and the mental 
organization of the forthcoming sequence of 
actions [20, 110]. In the same way, performance 
of a double task throughout the resection, such 
as regular movement of the upper limb com-
bined to a language task (e.g., naming), may be 
disturbed in awake patients. It is nonetheless 
difficult to determine accurately whether such 
decline is due to damages of networks underly-
ing attention or working memory or whether it 
can be explained by the occurrence of a physi-
ological fatigue after one to two hours of intra-
surgical work.

For tumors located within the left domi-
nant prefrontal cortex, a task of crossmodal 
(visual-verbal) congruent and incongruent 
judgment has been performed by awake pa-
tients. Visual and auditory stimuli were pre-
sented simultaneously, either referring to the 
same item (congruence condition) or to differ-
ent items (semantic or phonemic incongruent 
condition). It was demonstrated that stimula-
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tion of brain areas not involved in naming pro-
cessing elicited reproducible deficits of incon-
gruent judgment, especially at the level of the 
left dorso-lateral prefrontal region – even 
though an interindividual variability was ob-
served as for other functions [83]. Preservation 
of such executive functions is essential for the 
daily life, in particular with regard to decision-
making and planning of complex strategy. 

More recently, beyond the classical intra-
operative mapping of multiple languages fre-
quently reported in the literature (for a review, 
see [44]), the neural bases of language switch-
ing have also been mapped, at both the cortical 
and the subcortical level [71]. It seems that this 
neurocognitive process of switching might be 
subserved by a large-scale cortico-subcortical 
network with an executive system (prefrontal 
cortex, anterior cingulum, caudate nucleus) 
controlling a more dedicated language subcir-
cuit which involves postero-temporal areas, 
supramarginal and angular gyri, Broca’ s area, 
and the superior longitudinal fascicle [72]. The 
involvement of such a striato-cortical execu-
tive loop in cognitive control may explain why 
perseverations are reproducibly elicited when 
the head of the left caudate nucleus is stimu-
lated [43].

Finally, concerning emotional aspects, a re-
cent study mapped the capability of recogniz-
ing the expressions of facial emotions in awake 
patients. The authors advocated offering an in-
trasurgical brain mapping of facial emotion 
recognition (“mirror of the soul”) to patients 
with right posterior perisylvian tumors [46].

Conclusions and perspectives

In the era of “functional neurosurgery”, it is 
necessary for neurosurgeons to reinforce the 
link between the improved understanding of 
the processing underlying neurocognition and 
the clinical applications of that knowledge, 
with the aim to better test the patients operat-
ed for a brain lesion before, during, and after 
the surgical resection. Although intraoperative 
language mapping under local anesthesia has 

without any doubt minimized the risk of per-
manent aphasia during surgery in so-called el-
oquent areas, other higher functions such as 
visuospatial cognition, executive functions, 
and emotional components have been neglect-
ed. Recent extensive neuropsychological stud-
ies have demonstrated a significant rate of cog-
nitive disorders following brain surgery even 
when language mapping was performed, which 
indicates a (partial) dissociation between lan-
guage and cognitive neural networks. New in-
sights provided by the present review advocate 
the more systematic use of awake procedure 
also for lesions not located within presumed 
language regions – even if some of them have 
classically been considered as noneloquent 
[24]. Clearly, the goal is to task intrasurgically 
additional high-level functions whose preser-
vation is essential for an optimal HRQoL. 
Beyond the field of cognition, perspectives 
might be to map networks involved in emotion 
and behavior, underestimated but crucial for 
the daily personal, familial, social, and profes-
sional life. Specific intraoperative tasks for 
awake patients should be elaborated to meet 
this goal. Furthermore, with the aim to make 
the results of different teams comparable, a 
common general protocol should be estab-
lished for pre-, intra-, and postoperative appli-
cation. However, in addition to a common 
core, specific tests should be tailored to the in-
dividual patients’ particular needs and preop-
erative findings, e.g., for spatial cognition in 
dancers with lesions invading the right parietal 
region [102], for calculation in school teachers 
with lesions located within the left parietal lobe 
[28], or for judgement in managers with a le-
sion involving the prefontral cortex [83].

On the other hand, it is important to keep in 
mind that the goal of brain surgery, especially 
for epilepsy and in neuro-oncology, is to opti-
mize the extent of resection. Thus, the role of 
the neurosurgeon is to find the optimal balance 
between the surgical impact on the natural his-
tory of the disease and the preservation of the 
HRQoL, namely, to adapt the tasks to the indi-
viadual patient rather than to perform a stan-
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dardized resection according exclusively to 
anatomical boundaries in a localisationist view 
of cerebral organization. Most importantly, 
whatever the lesion, the surgical modalities 
have to be adapted to the individual benefit-to-
risk ratio of the surgery. While neurosurgeons 
must not neglect the main goal of surgery, 
which is to increase the median survival, they 
also have to preserve or even to improve the 
functional status. The matter of deliberation is 
no longer one of median survival versus 
HRQoL but of both median survival and 
HRQoL. To this end, awake mapping has been 
demonstrated to allow both a significant in-
crease of the extent of resection and a signifi-
cant decrease of the rate of permanent deficit 
[17, 31]. Regarding preoperative neurofunc-
tional imaging, even if these noninvasive meth-
ods can be valuable for surgical planning, they 
are not yet reliable enough at the individual 
scale. These techniques can be very useful to 

select the optimal intraoperative tasks for the 
individual patient and to better understand 
mechanisms of plasticity by performing longi-
tudinal f MRI after surgery, but awake mapping 
is still the gold standard and should be more 
developed in clinical practice. Only an interac-
tive work between neurosurgeons, neurolo-
gists, neuropsychologists, speech therapists, 
neurophysiologists, and neuroscientists would 
improve our understanding of the neural basis 
of cognition and emotion and the benefit-to-
risk ratio of surgery tailored to the individual 
patient, that is, with intraoperative tasks adapt-
ed to the individual HRQoL, for which the cri-
teria can change from patient to patient. New 
specific programs of cognitive rehabilitation 
have also to be built, not only to allow a func-
tional recovery after surgery but also to try to 
improve the quality of life in comparison to the 
presurgical status [40].

References

[1] Ackermann H, Riecker A (2004) The contribution of the 
insula to motor aspects of speech production: a review 
and a hypothesis. Brain Lang 89: 320–328

[2] Anderson SI, Taylor R, Whittle IR (1999) Mood disor-
ders in patients after treatment for primary intracranial 
tumours. Br J Neurosurg 13: 480–485

[3] Andrewes DG, Kaye A, Murphy M, Harris B, Aitken S, 
Parr C, Bates L (2003) Emotional and social dysfunction 
in patients following surgical treatment for brain tu-
mour. J Clin Neurosci 10: 428–433

[4] Annett M (1996) In defence of the right shift theory. 
Percept Mot Skills 82: 115–137

[5] Bartolomeo P, Thiebaut de Schotten M, Duffau H (2007) 
Mapping of visuospatial functions during brain surgery: 
a new tool to prevent unilateral spatial neglect. Neuro-
surgery 61: E1340, DOI 10.1227/01.neu. 0000306126. 
46657.79

[6] Blanke O, Ortigue S, Landis T, Seeck M (2002) Stimulat-
ing illusory own-body perceptions. Nature 419: 269–270

[7] Bottini G, Corcoran R, Sterzi R, Paulesu E, Schenone P, 
Scarpa P et al (1994) The role of the right hemisphere in 
the interpretation of the figurative aspects of language. 
A positron emission tomography activation study. Brain 
117: 1241–1253

[8] Braun CM, Denault C, Cohen H, Rouleau I (1994) Dis-
crimination of facial identity and facial affect by tempo-
ral and frontal lobectomy patients. Brain Cogn 24: 198-
212

[9] Braun V, Albrecht A, Kretschmer T, Richter HP, Wun-
derlich A (2006) Brain tumour surgery in the vicinity of 
short-term memory representation – results of neuro-
navigation using f MRI images. Acta Neurochir (Wien) 
148: 733–739

[10] Broca P (1861) Nouvelle observation d’aphémie par 
une lésion de la moitié postérieure des deuxième et troi-
sième circonvolutions frontales gauches. Bull Soc Anat 
36: 398–407

[11] Buchanan TW, Lutz K, Mirzazade S, Specht K, Shah NJ, 
Zilles K, Jäncke L (2000) Recognition of emotional 
prosody and verbal components of spoken language: an 
f MRI study. Brain Res Cogn Brain Res 9: 227–238

[12] Chang EF, Clark A, Smith JS, Polley MY, Chang SM, 
Barbaro NM et al (2011) Functional mapping-guided 
resection of low-grade gliomas in eloquent areas of the 
brain: improvement of long-term survival. J Neurosurg 
114: 566–573

[13] Corballis MC (2003) From mouth to hand: gesture, 
speech, and the evolution of right-handedness. Behav 
Brain Sci 26: 199–208

[14] D’Angelo C, Mirijello A, Leggio L, Ferrulli A, Carotenu-
to V, Icolaro N et al (2008) State and trait anxiety and 
depression in patients with primary brain tumors before 
and after surgery: 1-year longitudinal study. J Neurosurg 
108: 281–286

[15] Danks RA, Rogers M, Aglio LS, Gugino LD, Black PM 
(1998) Patient tolerance of craniotomy performed with 



Indications of awake mapping and selection of intraoperative tasks

331

the patient under local anesthesia and monitored con-
scious sedation. Neurosurgery 42: 28–36

[16] Danks RA, Aglio LS, Gugino LD, Black PM (2000) Cra-
niotomy under local anesthesia and monitored con-
scious sedation for the resection of tumors involving el-
oquent cortex. J Neurooncol 49: 131–139

[17] de Benedictis A, Moritz-Gasser S, Duffau H (2010) 
Awake mapping optimizes the extent of resection for 
low-grade gliomas in eloquent areas. Neurosurgery 66: 
1074–1084

[18] Déjerine J (1891) Sur un cas de cécité verbale avec agra-
phie, suivi d’autopsie. C R Soc Biol 43: 197–201

[19] Dronkers NF (1996) A new region for coordinating 
speech articulation. Nature 384: 159–161

[20] du Boisgueheneuc F, Levy R, Volle E, Seassau M, Duf-
fau H, Kinkingnehun S et al (2006) Functions of the left 
superior frontal gyrus in humans: a lesion study. Brain 
129: 3315–3328

[21] Duffau H (2005) Intraoperative cortico-subcortical 
stimulations in surgery of low-grade gliomas. Expert 
Rev Neurother 5: 473–485

[22] Duffau H (2007) Contribution of cortical and subcorti-
cal electrostimulation in brain glioma surgery: method-
ological and functional considerations. Neurophysiol 
Clin 37: 373–382

[23] Duffau H (2009) A personal consecutive series of surgi-
cally treated 51 cases of insular WHO Grade II glioma: 
advances and limitations. J Neurosurg 110: 696–708

[24] Duffau H (2010) Awake surgery for non-language map-
ping. Neurosurgery 66: 523–528

[25] Duffau H, Capelle L (2001) Functional recuperation af-
ter resection of gliomas infiltrating primary somatosen-
sory fields. Study of perioperative electrical stimulation. 
Neurochirurgie 47: 534–541

[26] Duffau H, Fontaine D (2005) Successful resection of a 
left insular cavernous angioma using neuronavigation 
and intraoperative language mapping. Acta Neurochir 
(Wien) 147: 205–208

[27] Duffau H, Capelle L, Lopes M, Faillot T, Sichez JP, Fo-
hanno D (2000) The insular lobe: physiopathological 
and surgical considerations. Neurosurgery 47: 801–811

[28] Duffau H, Denvil D, Lopes M, Gasparini F, Cohen L, 
Capelle L, Van Effenterre R (2002) Intraoperative map-
ping of the cortical areas involved in multiplication and 
subtraction: an electrostimulation study in a patient 
with a left parietal glioma. J Neurol Neurosurg Psychia-
try 73: 733–738

[29] Duffau H, Capelle L, Denvil D, Sichez N, Gatignol P, 
Taillandier L et al (2003) Usefulness of intraoperative 
electrical subcortical mapping in surgery of low grade 
gliomas located within eloquent regions functional re-
sults in a consecutive series of 103 patients. J Neurosurg 
98: 764–778

[30] Duffau H, Velut S, Mitchell MC, Gatignol P, Capelle L 
(2004) Intra-operative mapping of the subcortical visual 
pathways using direct electrical stimulations. Acta Neu-
rochir (Wien) 146: 265–269

[31] Duffau H, Lopes M, Arthuis F, Bitar A, Sichez JP, Van 
Effenterre R, Capelle L (2005) Contribution of intraop-
erative electrical stimulations in surgery of low grade 
gliomas: a comparative study between two series with-
out (1985–96) and with (1996–2003) functional map-
ping in the same institution. J Neurol Neurosurg Psy-
chiatry 76: 845–851

[32] Duffau H, Gatignol P, Mandonnet E, Capelle L, Tail-
landier L (2008) Intraoperative subcortical stimulation 
mapping of language pathways in a consecutive series of 
115 patients with grade II glioma in the left dominant 
hemisphere. J Neurosurg 109: 461–471

[33] Duffau H, Leroy M, Gatignol P (2008) Cortico-subcor-
tical organization of language networks in the right 
hemisphere: an electrostimulation study in left-hand-
ers. Neuropsychologia 46: 3197–3209

[34] Duffau H, Moritz-Gasser S, Gatignol P (2009) Function-
al outcome after language mapping for insular World 
Health Organization grade II gliomas in the dominant 
hemisphere: experience with 24 patients. Neurosurg 
Focus 27(2): E7

[35] Dulay MF, Levin HS, York MK, Mizrahi EM, Verma A, 
Goldsmith I et al (2009) Predictors of individual visual 
memory decline after unilateral anterior temporal lobe 
resection. Neurology 72: 1837–1842

[36] Ebel H, Ebel M, Schillinger G, Klimek M, Sobesky J, 
Klug N (2000) Surgery of intrinsic cerebral neoplasms 
in eloquent areas under local anesthesia. Minim Invasive 
Neurosurg 43: 192–196

[37] Fontaine D, Capelle L, Duffau H (2002) Somatotopy of 
the supplementary motor area: evidence from correla-
tion of the extent of surgical resection with the clinical 
patterns of deficit. Neurosurgery 50: 297–303

[38] Gatignol P, Capelle L, Le Bihan R, Duffau H (2004) 
Double dissociation between picture naming and com-
prehension: an electrostimulation study. Neuroreport 
15: 191–195

[39] Gazzaniga MS, Hillyard SA (1971) Language and speech 
capacity of the right hemisphere. Neuropsychologia 9: 
273–280

[40] Gehring K, Sitskoorn MM, Aaronson NK, Taphoorn 
MJ (2008) Interventions for cognitive deficits in adults 
with brain tumours. Lancet Neurol 7: 548–560

[41] Geschwind N (1965) Disconnection syndromes in ani-
mals and man. Part 1. Brain 88: 237–294

[42] Gharabaghi A, Fruhmann Berger M, Tatagiba M, Kar-
nath HO (2006) The role of the right superior temporal 
gyrus in visual search – insights from intraoperative 
electrical stimulation. Neuropsychologia 44: 2578–2581

[43] Gil Robles S, Gatignol P, Capelle L, Mitchell MC, Duf-
fau H (2005) The role of dominant striatum in language: 
a study using intraoperative electrical stimulations. 
J Neurol Neurosurg Psychiatry 76: 940–946

[44] Giussani C, Roux FE, Lubrano V, Gaini SM, Bello L 
(2007) Review of language organisation in bilingual pa-
tients: what can we learn from direct brain mapping? 
Acta Neurochir (Wien) 149: 1109–1116



H. Duffau

332

[45] Giussani C, Roux FE, Bello L, Lauwers-Cances V, Pap-
agno C, Gaini SM et al (2009) Who is who: areas of the 
brain associated with recognizing and naming famous 
faces. J Neurosurg 110: 2898–299

[46] Giussani C, Pirillo D, Roux FE (2010) Mirror of the 
soul: a cortical stimulation study on recognition of facial 
emotions. J Neurosurg 112: 520–527

[47] Goldstein B, Armstrong CL, John C, Tallent EM (2003) 
Attention in adult intracranial tumors patients. J Clin 
Exp Neuropsychol 25: 66–78

[48] Hillis AE, Work M, Barker PB, Jacobs MA, Breese EL, 
Maurer K (2004) Re-examining the brain regions cru-
cial for orchestrating speech articulation. Brain 127: 
1479–1487

[49] Hornak J, Bramham J, Rolls ET, Morris RG, O’Doherty 
J, Bullock PR, Polkey CE (2003) Changes in emotion 
after circumscribed surgical lesions of the orbitofrontal 
and cingulate cortices. Brain 126: 1691–1712

[50] Hornak J, O’Doherty J, Bramham J, Rolls ET, Morris 
RG, Bullock PR, Polkey CE (2004) Reward-related re-
versal learning after surgical excisions in orbito-frontal 
or dorsolateral prefrontal cortex in humans. J Cogn 
Neurosci 16: 463–478

[51] Ilmberger J, Ruge M, Kreth FW, Briegel J, Reulen HJ, 
Tonn JC (2008) Intraoperative mapping of language 
functions: a longitudinal neurolinguistic analysis. J 
Neurosurg 109: 583–592

[52] Irle E, Peper M, Wowra B, Kunze S (1994) Mood 
changes after surgery for tumors of the cerebral cortex. 
Arch Neurol 51: 164–174

[53] Jabbour RA, Hempel A, Gates JR, Zhang W, Risse GL 
(2005) Right hemisphere language mapping in patients 
with bilateral language. Epilepsy Behav 6: 587–592

[54] Jackson HJ (1874) On the nature of the duality of the 
brain. Med Press Circ New Ser 17: 19–21, 41–44, 63–
66; reprinted in Brain 38: 80–103, 1915

[55] Joanette Y, Ansaldo AI, Kahlaoui K, Côté H, Abusam-
ra V, Ferreres A, Roch-Lecours A (2008) The impact of 
lesions in the right hemisphere on linguistic skills: 
theoretical and clinical perspectives. Rev Neurol 46: 
481–488

[56] Josse G, Tzourio-Mazoyer N (2004) Hemispheric spe-
cialization for language. Brain Res Brain Res Rev 44: 
1–12

[57] Keles GE, Lundin DA, Lamborn KR, Chang EF, Oje-
mann G, Berger MS (2004) Intraoperative subcortical 
stimulation mapping for hemispherical perirolandic 
gliomas located within or adjacent to the descending 
motor pathways: evaluation of morbidity and assess-
ment of functional outcome in 294 patients. J Neuro-
surg 100: 369–375

[58] Kessels RP, Postma A, Kappelle LJ, de Haan EH (2000) 
Spatial memory impairment in patients after tumour 
resection: evidence for a double dissociation. J Neurol 
Neurosurg Psychiatry 69: 389–391

[59] Kircher TT, Brammer M, Tous AN, Williams SC, Mc-
Guire PK (2001) Engagement of right temporal cortex 

during processing of linguistic context. Neuropsycholo-
gia 39: 798–809

[60] Krainik A, Lehéricy S, Duffau H, Capelle L, Chainay H, 
Cornu P et al (2003) Postoperative speech disorder after 
medial frontal surgery: role of the supplementary motor 
area. Neurology 60: 587–594

[61] Lafargue G, Duffau H (2008) Awareness of intending to 
act following parietal cortex resection. Neuropsycholo-
gia 46: 2662–2667

[62] Lattner S, Meyer ME, Friederici AD (2005) Voice per-
ception: sex, pitch and the right hemisphere. Hum 
Brain Mapp 24: 11–-20

[63] Lee GP, Smith JR, Loring DW, Flanigin HF (1995) In-
traoperative thermal inactivation of the hippocampus in 
an effort to prevent global amnesia after temporal lobec-
tomy. Epilepsia 36: 892–898

[64] Litofsky NS, Resnick AG (2009) The relationships be-
tween depression and brain tumors. J Neurooncol 94: 
153–161

[65] Lüders HO, Dinner DS, Morris HH, Wyllie E, Comair 
YG (1995) Cortical electrical stimulation in humans. 
The negative motor areas. Adv Neurol 67: 115–129

[66] Mainio A, Hakko H, Niemelä A, Koivukangas J, Räsänen 
P (2005) Depression and functional outcome in patients 
with brain tumors: a population-based 1-year follow-up 
study. J Neurosurg 103: 841–847

[67] Mainio A, Tuunanen S, Hakko H, Niemelä A, Koivu-
kangas J, Räsänen P (2006) Decreased quality of life 
and depression as predictors for shorter survival 
among patients with low-grade gliomas: a follow-up 
from 1990 to 2003. Eur Arch Psychiatry Clin Neurosci 
256: 516–521

[68] Milea D, Lobel E, Lehericy S, Duffau H, Rivaud-
Péchoux S, Berthoz A, Pierrot-Deseilligny C (2002) In-
traoperative frontal eye field stimulation elicits ocular 
deviation and saccade suppression. Neuroreport 13: 
1359–1364

[69] Miller LA (1992) Impulsivity, risk-taking, and the abili-
ty to synthesize fragmented information after frontal 
lobectomy. Neuropsychologia 30: 69–79

[70] Miotto EC, Morris RG (1998) Virtual planning in pa-
tients with frontal lobe lesions. Cortex 34: 639–657

[71] Moritz-Gasser S, Duffau H (2009) Evidence of a large-
scale network underlying language switching: a brain 
stimulation study. J Neurosurg 111: 729–732

[72] Moritz-Gasser S, Duffau H (2009) Cognitive processes 
and neural basis of language switching: proposal of a 
new model. Neuroreport 20: 1577–1580

[73] Neininger B, Pulvermüller F (2001) The right hemi-
sphere’ s role in action word processing: a double case 
study. Neurocase 7: 303–317

[74] Neuloh G, Pechstein U, Schramm J (2007) Motor tract 
monitoring during insular glioma surgery. J Neurosurg 
106: 582–592

[75] Ogar J, Willock S, Baldo J, Wilkins D, Ludy C, Dronkers 
N (2006) Clinical and anatomical correlates of apraxia of 
speech. Brain Lang 97: 343–350



Indications of awake mapping and selection of intraoperative tasks

333

[76] Ojemann GA (2003) The neurobiology of language and 
verbal memory: observations from awake neurosur-
gery. Int J Psychophysiol 48: 141-146

[77] Ojemann G, Ojemann J, Lettich E, Berger MS (1989) 
Cortical language localization in left, dominant hemi-
sphere. An electrical stimulation mapping investigation 
in 117 patients. J Neurosurg 71: 316–326

[78] Owen AM, Downes JJ, Sahakian BJ, Polkey CE, Rob-
bins TW (1990) Planning and spatial working memory 
following frontal lobe lesions in man. Neuropsychologia 
28: 1021–1034

[79] Peper M, Irle E (1997) Categorical and dimensional de-
coding of emotional intonations in patients with focal 
brain lesions. Brain Lang 58: 233–264

[80] Perrine K, Devinsky O, Uysal S, Luciano DJ, Dogali M 
(1994) Left temporal neocortex mediation of verbal 
memory: evidence from functional mapping with corti-
cal stimulation. Neurology 44: 1845–1850

[81] Petrides M (1997) Visuo-motor conditional associative 
learning after frontal and temporal lesions in the human 
brain. Neuropsychologia 35: 989–997

[82] Picht T, Kombos T, Gramm HJ, Brock M, Suess O 
(2006) Multimodal protocol for awake craniotomy in 
language cortex tumour surgery. Acta Neurochir (Wien) 
148: 127–137

[83] Plaza M, Gatignol P, Cohen H, Berger B, Duffau H 
(2008) A discrete area within the left dorsolateral pre-
frontal cortex involved in visual-verbal incongruence 
judgment. Cereb Cortex 18: 1253–1259

[84] Pouratian N, Bookheimer SY (2010) The reliability of 
neuroanatomy as a predictor of eloquence: a review. 
Neurosurg Focus 28(2): E3

[85] Rasmussen T, Milner B (1977) The role of early left-
brain injury in determining lateralization of cerebral 
speech functions. Ann N Y Acad Sci 299: 355–369

[86] Roux FE, Boetto S, Sacko O, Chollet F, Trémoulet M 
(2003) Writing, calculating, and finger recognition in 
the region of the angular gyrus: a cortical stimulation 
study of Gerstmann syndrome. J Neurosurg 99: 716–727

[87] Roux FE, Borsa S, Démonet JF (2009) “The mute who 
can sing”: a cortical stimulation study on singing. J Neu-
rosurg 110: 282–288

[88] Roux FE, Boukhatem L, Draper L, Sacko O, Démonet 
JF (2009) Cortical calculation localization using electro-
stimulation. J Neurosurg 110: 1291–1299

[89] Rowe AD, Bullock PR, Polkey CE, Morris RG (2001) 
“Theory of mind” impairments and their relationship to 
executive functioning following frontal lobe excisions. 
Brain 124: 600–616

[90] Russel SM, Elliott R, Forshaw D, Kelly PJ, Golfinos JG 
(2005) Resection of parietal lobe gliomas: incidence and 
evolution of neurological deficits in 28 consecutive pa-
tients correlated to the location and morphological 
characteristics of the tumor. J Neurosurg 103: 1010–
1017

[91] Sanai N, Mirzadeh Z, Berger MS (2008) Functional out-
come after language mapping for glioma resection. N 
Engl J Med 358: 18–27

[92] Scarone P, Gatignol P, Guillaume S, Denvil D, Capelle 
L, Duffau H (2009) Agraphia after awake surgery for 
brain tumor: new insights into the anatomo-functional 
network of writing. Surg Neurol 72: 223–241

[93] Serletis D, Bernstein M (2007) Prospective study of 
awake craniotomy used routinely and nonselectively for 
supratentorial tumors. J Neurosurg 107: 1–6

[94] Shinoura N, Yamada R, Kodama T, Suzuki Y, Takahashi 
M, Yagi K (2005) Preoperative f MRI, tractography and 
continuous task during awake surgery for maintenance 
of motor function following surgical resection of meta-
static tumor spread to the primary motor area. Minim 
Invasive Neurosurg 48: 85–90

[95] Spena G, Gatignol P, Capelle L, Duffau H (2006) Supe-
rior longitudinal fasciculus subserves vestibular net-
work in humans. Neuroreport 17: 1403–1406

[96] Spiers HJ, Burgess N, Maguire EA, Baxendale SA, Hart-
ley T, Thompson PJ, O’Keefe J (2001) Unilateral tempo-
ral lobectomy patients show lateralized topographical 
and episodic memory deficits in a virtual town. Brain 
124: 2476–2489

[97] Szaflarski JP, Binder JR, Possing ET, McKiernan KA, 
Ward BD, Hammeke TA (2002) Language lateralization 
in left-handed and ambidextrous people: f MRI data. 
Neurology 59: 238–244

[98] Taphoorn MJB, Klein M (2004) Cognitive deficits in 
adult patients with brain tumours. Lancet Neurol 3: 
159–168

[99] Taylor KI, Crelier G, Alkadhi H, Brugger P, Kollias SS, 
Weniger D (2001) A f MRI study of hemispheric compe-
tency for lexical and semantic processes in reading. 
Neuroimage 13 (Suppl 1): 615

[100] Taylor KI, Regard M (2003) Language in the right ce-
rebral hemisphere: contributions from reading stud-
ies. News Physiol Sci 18: 257–261

[101] Teixidor P, Gatignol P, Leroy M, Masuet-Aumatell C, 
Capelle L, Duffau H (2007) Assessment of verbal 
working memory before and after surgery for low-
grade glioma. J Neurooncol 81: 305–313

[102] Thiebaut de Schotten M, Urbanski M, Duffau H, Volle 
E, Lévy R, Dubois B, Bartolomeo P (2005) Direct evi-
dence for a parietal-frontal pathway subserving spatial 
awareness in humans. Science 309: 2226–2228

[103] Tong F (2003) Out-of-body experiences: from Pen-
field to present. Trends Cogn Sci 7: 104–106

[104] Tremblay T, Monetta L, Joanette Y (2004) Phonologi-
cal processing of words in right- and left-handers. 
Brain Cogn 55: 427–432

[105] Tzourio-Mazoyer N, Josse G, Crivello F, Mazoyer B 
(2004) Interindividual variability in the hemispheric 
organizatin for speech. Neuroimage 21: 422–435



H. Duffau

334

[106] Vassal M, Le Bars E, Moritz-Gasser S, Menjot N, Duf-
fau H (2010) Crossed aphasia elicited by intraopera-
tive cortical and subcortical stimulation in awake pa-
tients. J Neurosurg 113: 1251–1258

[107] Vendrell P, Junque C, Pujol J, Jurado MA, Molet J, 
Grafman J (1995) The role of prefrontal regions in the 
Stroop task. Neuropsychologia 33: 341–352

[108] Vigneau M, Beaucousin V, Herve PY, Duffau H, Criv-
ello F, Houdé O et al (2006) Meta-analyzing left hemi-
sphere language areas: phonology, semantics, and 
sentence processing. Neuroimage 30: 1414–1432

[109] Vigneau M, Beaucousin V, Hervé PY, Jobard G, Petit 
L, Crivello F et al (2011) What is right-hemisphere 
contribution to phonological, lexico-semantic, and 
sentence processing? Insights from a meta-analysis. 
Neuroimage 54: 577–593

[110] Volle E, Kinkingnéhun S, Pochon JB, Mondon K, 
Thiebaut de Schotten M, Seassau M et al (2008) The 
functional architecture of the left posterior and lateral 
prefrontal cortex in humans. Cereb Cortex 18: 2460–
2469

[111] Weniger G, Irle E (2002) Impaired facial affect recog-
nition and emotional changes in subjects with trans-
modal cortical lesions. Cereb Cortex 12: 258–268

[112] Wernicke C (1874) Der aphasische Symptomenkom-
plex: eine psychologische Studie auf anatomischer Ba-
sis. Max Cohn und Wegert, Breslau

[113] Whittle IR, Borthwick S, Haq N (2003) Brain dysfunc-
tion following “awake” craniotomy, brain mapping 
and resection of glioma. Br J Neurosurg 17: 130–137

[114] Whittle IR, Midgley S, Georges H, Pringle AM, Taylor 
R (2005) Patient perceptions of “awake” brain tumour 
surgery. Acta Neurochir (Wien) 147: 275–277



335

Introduction

The dilemma of cerebral surgery is to opti-
mize the extent of resection while preserving 
brain function [18]. This is particularly chal-
lenging when the lesion is located within elo-
quent areas, which is quite frequently the 
case, for example, for low-grade gliomas [19]. 
Since anatomical landmarks are crucial but 
definitely not sufficient to understand the in-
dividual anatomo-functional organization, 
brain mapping methods should now be used 
in a systematic manner in both the periopera-
tive and the intraoperative period. Functional 
cortical mapping is the first step, as regularly 
reported in the recent literature. However, al-
though detection and preserveration of the 
axonal connectivity are also essential, the sub-
cortical structures have yet received little at-
tention. 

The study of both cortical and subcortical 
organization is mandatory to avoid postsurgi-
cal permanent deficit. Indeed, lessons from 
stoke studies have thaught that a damage of 
the white-matter pathways generated a more 
severe neurological worsening than lesions of 
the cortex. By combining cortical function 
and axonal connectivity, an updated model of 
cerebral processing has recently been pro-
posed, moving from a classical “localization-
ist” view to a “hodotopical” framework [4]. In 
pathology, according to this new concept, a 

topological mechanism (from Greek topos, 
place) refers to a dysfunction of the cortex 
(deficit, hyperfunction of a combination of 
the two), whereas a hodological mechanism 
(from Greek hodos, road or path) refers to a 
dysfunction related to connecting pathways 
(disconnection, hyperconnection, or a com-
bination of the two) [5]. In other words, it is 
mandatory to take into account the complex 
functioning of a large-scale distributed corti-
co-subcortical network to understand both 
the physiology and the functional conse-
quences of a lesion of this circuit, with possi-
bly different deficits depending on the loca-
tion and the extent of the damage (e.g., purely 
cortical or purely subcortical or both).

In contrast to extraoperative electrical 
mapping, intraoperative direct brain stimula-
tion enables to map not only the cortex before 
any surgical resection but also the white-mat-
ter bundles. Such data are very important to 
tailor the resection according to functional 
boundaries and thus to optimize the benefit-
to-risk ratio of the surgery. In addition, they 
provide new insights into brain’ s processing, 
with fundamental implications in the field of 
cognitive neurosciences. The aim is to review 
the new findings brought by intrasurgical cor-
tical and subcortical electrical mapping, 
which, in combination with functional neuro-
imaging, open the door to a “connectionist” 
view of cerebral functioning [13, 15].

Brain hodotopy: new insights provided by 
intrasurgical mapping
Hugues Duffau
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Intraoperative electrostimulation: 
new insights into the anatomo-
functional cortical organization 
(topos)

Anatomo-functional organization of the 
supplementary motor area

The supplementary motor area (SMA) – the 
frontomesial area located in front of the prima-
ry motor area of the inferior limb – is involved 
in the planning of movement. Its resection in-
duces the classical SMA syndrome. This syn-
drome is characterized by a complete akinesia 
and even mutism in cases of lesions of the left 
dominant SMA and occurs approximately thir-
ty minutes after the end of the resection as ob-
served in awake patients [22]. It suddenly and 
spontaneously resolves around the tenth day 
after surgery, even if some rehabilitation for 1 
to 3 months is often needed in order to allow a 
better recovery. By preoperative f MRI, it has 
been shown that the occurrence of this syn-
drome was not related to the volume of the 
frontal resection but was directly related to the 
removal of a specific structure called the SMA 
proper, detectable on the preoperative imag-
ing. Thus, on the basis of the presurgical f MRI, 
it is now possible to predict before surgery if an 
SMA syndrome will or will not occur postop-
eratively and to inform the patient and his fam-
ily [41, 42]. Moreover, by coupling preopera-
tive f MRI, the pattern of clinical deficit after 
surgery, and the extent of resection on the 
postoperative MRI, the existence of a somato-
topy within the SMA proper has been demon-
strated, namely (from anterior to posterior), 
the representation of language (at least in the 
dominant hemisphere), of the face, then the 
superior limb, and then the inferior limb (im-
mediately in front of the paracentral lobule) 
[37]. As a consequence, it is also possible to 
predict before SMA resection the severity and 
the pattern of the postoperative transient defi-
cit (e.g., only mutism, mutism and akinesia of 
the superior limb, or akinesia of the entire 
hemibody). This has an important impact on 
the planning of a specific rehabilitation.

Role of the insular lobe in language and 
swallowing

Although tumors, particularly low-grade glio-
mas, frequently involve the insular lobe, this 
structure has long been poorly studied for 
technical reasons. The insula is an anatomical, 
cytoarchitectonic, and functional interface be-
tween the allocortex and neocortex. Recent 
studies have enabled to better understand the 
implication of this multimodal lobe in many 
functions (for a recent review, see [7]), partic-
ularly for language. Indeed, preoperative f MRI 
has regularly showed an activation of the ante-
rior insular cortex in the dominant hemisphere 
during language tasks as reported for healthy 
volunteers. Moreover, these results were con-
firmed by intraoperative electrical mapping 
(IEM), which induced language disorders 
and, more specifically, articulatory distur-
bances when applied on the insular cortex, 
supporting a role of this structure in the com-
plex planning of speech [16,20, 21, 36] as pre-
viously suggested in stroke studies [9]. These 
data have important implications for the neu-
rosurgeon, since for a left dominant (fronto-
temporo-)insular lesion, resection carries a 
high risk to be incomplete. Moreover, follow-
ing resection of gliomas involving the right 
nondominant insulo-opercular structures, the 
induction of a transient Foix-Chavany-Marie 
syndrome can be observed, that is, a bilateral 
facio-linguo-pharyngo-laryngal palsy with a 
reversible inability of the patient to speak and 
swallow [25].

Anatomo-functional organization of the left 
inferior frontal gyrus

IEM showed that the classical “Broca area” was 
not basically involved in speech production, 
but in high-level language processing (such as 
language switching [51, 52]), with its posterior 
part (pars opercularis) being more involved in 
phonological processing, its superior part 
(pars triangularis) implied in syntatic process-
ing [60], and its anterior part (pars orbitaris) 
more involved in a large semantic network un-
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derlain by the inferior fronto-occipital fascicle 
[31] (see below). Interestingly, these data pro-
vided by IEM are in agreement with those ob-
tained by f MRI, as shown in a recent meta-
analysis of the literature [61].

Role of the left premotor cortex in language

Although many studies have allowed a better 
clarification of the implication of this structure 
in motor function, its participation in language 
remains poorly understood. Interestingly, it 
has demonstrated by IEM that stimulation of 
the dominant dorsal premotor area (namely, 
the structure lateral to the SMA, in front of the 
primary motor area of the hand) induced ano-
mia. On the other hand, stimulation of the 
dominant ventral premotor cortex regularly 
elicited anarthria [27]. These results give strong 
arguments in favor of (i) the involvement of the 
dorsal premotor cortex in the naming network, 
in accordance with f MRI studies which have 
suggested that this region could participate to 
lexical retrieval and that its engagement might 
be related to conceptual category, and (ii) the 
involvement of the ventral premotor cortex in 
the planification of articulation, explaining 
why lesion studies have reported that damage 
of the “lower motor cortex” induced speech 
apraxia (i.e., aphemia).

Role of the left supramarginalis gyrus in 
speech and language

In epilepsy surgery, IEM showed that the left 
supramarinal gyrus was involved in picture 
naming [53]. More recently, it was demonstrat-
ed that stimulation of this structure can also 
induce speech apraxia [26]. These findings are 
in agreement with tractography studies which 
propose that the supramarginal gyrus is a relay 
between frontal and temporal language sites – 
the so-called Geschwind territory within the 
“indirect pathway” [5, 6]. Interestingly, in his 
model of working memory, Baddeley [1] de-
scribed an articulatory loop consisting of two 
parts: a short-term phonological store and an 
articulatory rehearsal component that can re-

vitalize memorized information. Functional 
neuroimaging studies suggest that the phono-
logical store involved the left supramarginal 
cortex, while the subvocal rehearsal system 
was associated to the left inferior frontal cortex 
and the ventral premotor cortex [54]. Such 
knowledge is important during surgery within 
the supramarginal gyrus and the fronto-pari-
etal loop, in order to avoid postoperative ver-
bal working memory disorders which are still 
very frequent [10, 57].

Anatomo-functional organization of 
Wernicke’ s ar ea

For lesions located in the dominant temporal 
posterior areas, tasks adapted to test compre-
hension during IEM have been developped. 
For instance, a triad of pictures is shown and 
the patient is asked to pair them by naming two 
pictures with conceptual links, e.g., a pyramid-
and-palm tree test. Interestingly, during stimu-
lation, several sites within the posterior part of 
the superior temporal gyrus specifically elicit-
ed an anomia without comprehension disor-
ders, although other sites within the same gy-
rus elicited only comprehension disorders with 
preservation of the ability to name, and other 
areas generated only phonological disturbanc-
es [38]. These results support the complexity of 
the functional organization of Wernicke’ s area 
(in accordance with f MRI results), with its 
participation, but also with possible dissocia-
tion, between comprehension, naming, and 
phonological processing [61]. In addition, it 
was recently shown by IEM that the posterior 
part of the middle temporal gyrus in the left 
dominant hemisphere was involved in syntac-
tic processing, by eliciting errors of grammati-
cal gender [60]. Furthermore, the posterior 
part of the superior temporal gyrus seems also 
to participate in language switching [51, 52].

Role of the right hemisphere in language

This point is extensively discussed in the chap-
ter “Indications of awake mapping and selec-
tion of intraoperative tasks”.
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Role of angular gyrus in calculation

The angular gyrus in the left dominant hemi-
sphere is known to participate in complex cog-
nitive functions, such as calculation. In pa-
tients with a left posterior parietal lesion, both 
multiplication and subtraction can be tested 
by IEM. Interestingly, functional epicenters 
more involved in arithmetic facts such as rote 
multiplication, with tables learned by heart, 
were found to be located immediately above 
the posterior end of the sylvian fissure, thus 
very close to the language sites. On the other 
hand, actual calculation such as subtraction 
recruited functional sites located in the supe-
rior part of the angular gyrus immediately be-
low the intraparietal sulcus, namely, close to 
the areas involved in working memory. These 
results support the existence of a “calculoto-
py” within the angular gyrus. There was a tran-
sient dyscalculia following surgery, but the 
patients recovered. In addition, these results 
helped corroborate the “triple code theory” 
[24].

Involvement of frontal eye field and cingulate 
eye field in oculumotor behavior

The functional anatomy of the frontal eye field 
was studied both by preoperative f MRI and by 
IEM. This region, located laterally and in front 
of the primary motor area of the face, is im-
plied in the regulation of the voluntary and un-
voluntary ocular saccades. Indeed, IEM over 
this area evoked contraversive smooth eye 
movements recorded electro-oculographically. 
In addition, stimulation of an anterior subre-
gion of this electrically determined frontal eye 
field both disclosed smooth eye movement and 
interfered with oculomotor behavior, supress-
ing self-paced saccades in awake patient [49]. It 
is worth noting that the posterior part of the 
anterior cingulum, namely, the cingulate eye 
field, also plays a role in suppression of un-
wanted saccades (antisaccades), thus in atten-
tional processing [50].

Role of the right supramarginal gyrus and 
posterior temporal areas in spatial awareness

The use of a line bisection task during awake 
surgery in patients with a lesion involving the 
right parieto-temporal junction enables the 
mapping of the areas involved in spatial aware-
ness. A significant rightward deviation is usu-
ally observed during the stimulation of the an-
tero-inferior part of the supramarginal gyrus 
and the caudal part of the superior temporal 
gyrus [2]. In other words, a transient and re-
producible left neglect is induced by electrical 
inactivation of cortical sites essential for the vi-
suospatial integration, over the right parieto-
temporal junction. If these eloquent areas are 
preserved, the patients show no signs of ne-
glect a few days after surgery. These findings 
demonstrate that the supramarginal gyrus and 
the caudal part of the superior temporal gyrus, 
at least in the right hemisphere, are critical for 
the symmetrical processing of the visual scene 
in humans [58].

Role of the left prefrontal dorsolateral cortex 
in judgment

For lesions located within the left dominant 
prefrontal cortex, a task of crossmodal (visual-
verbal) congruent and incongruent judgment 
has been performed in awake patient. Visual 
and auditory stimuli were presented simulta-
neously, referring to either the same item (con-
gruence condition) or to different items (se-
mantically or phonologically incongruent con-
dition). It was shown that stimulation of brain 
areas not involved in naming processing elicit-
ed reproducible deficit of incongruent judg-
ment, especially at the level of the left dorsolat-
eral prefrontal region, even though an interin-
dividual variability was observed, as for other 
functions [55]. Preservation of such executive 
functions is essential for the daily life, in par-
ticular regarding the decision-making and 
planning of complex strategy.

Interestingly, other anatomo-functional 
correlations can also be made by IEM in awake 
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patients, in particular with regard to writing, 
reading, memory, emotional processing, or 
even control of micturition. Thefore, the neu-
rosurgeon must adapt his strategy, particularly 
the surgical technique (e.g., the selection of the 
functional tasks to optimize the reliability of 
the intrasurgical mapping), so as to apply the 
better knowledge of the functional anatomy to 
the individual patient.

Intrasurgical stimulation: a new door 
to the axonal connectivity (hodos)

Beyond cortical mapping, the study of individ-
ual anatomo-functional connectivity underly-
ing the eloquent networks is mandatory in 
brain surgery, in order to avoid postoperative 
permanent neurological deficit [3, 12, 14, 17].

Motor pathways

For precentral lesions, after detection and pres-
ervation of the primary motor cortical areas by 
IEM, it is also important to detect by subcorti-
cal stimulation the corresponding descending 
motor pathways and their somatotopy, i.e., the 
different fibers of the corona radiata, with the 
pyramidal bundles of the lower limb medially, 
of the upper limb, and of the face more lateral-
ly. As at the cortical level, these subcortical 
motor fibers constitute the posterior and deep 
functional limits of the resection, until the 
opening of the ventricle. The pyramidal path-
ways may also be identified within the posteri-
or limb of the internal capsule, particularly for 
(fronto-temporo-)insular tumors, in which the 
deep boundaries of the resection are given 
when subcortical stimulation induces motor 
responses in the inferior part of the corona ra-
diata up to the superior part of the mesence-
phalic peduncles [11, 16, 28].

Somatosensory thalamo-cortical pathways

In the same way, the thalamo-cortical somato-
sensory pathways and their somatotopy can be 
identified by IEM, which induces dysesthesias 

in awake patients, in cases of retrocentral le-
sions [19].

Visual pathways

Optic radiations can be mapped in patients 
who undergo awake surgery for temporo-oc-
cipito-parietal lesions by the induction of a 
transient “shadow” (negative effect) or phos-
phenes (positive effect) in the controlateral vi-
sual field during stimulation of the postero-su-
perior and deep part of the surgical cavity, 
sometimes also with metamorphopsia (i.e., vi-
sual illusion) [30]. Thus, if resection is stopped 
at this level, patients are left with only a residu-
al quadrantanopsia without consequences on 
the quality of life, especially for their driving.

Language pathways: the anatomo-functional 
connectivity of language revisited

For left dominant precentral lesions, after iden-
tification of the motor and language cortical 
sites within the prerolandic and inferior frontal 
gyri (the so-called Broca area), IEM also en-
ables the detection of the language pathways 
[34]. Medially, IEM can identify the fasciculus 
subcallosal medialis (running from the SMA 
and cingulate gyrus to the head of the caudate 
nucleus), whose stimulation elicits transient 
transcortical motor aphasia. This tract is in-
volved in the initiation of language [23]. 
Posteriorly, the fibers coming from the premo-
tor ventral cortex must be detected by a stimu-
lation inducing anarthria. This pathway is cru-
cial for speech production [27]. More laterally, 
the operculo-insular connections should also 
to be detected by generating a complete speech 
arrest during stimulation. These connections 
are involved in speech planning [36].

In addition to these loco-regional language 
pathways, subcortical IEM also detect the 
long-distance association pathways, with first 
of all, the deep part of the superior longitudinal 
fascicle – namely the arcuate fascicle (AF) [34] 
(Fig. 1). In patients with a lesion involving the 
left insula or the left inferior frontal gyrus, IEM 
can identify the anterior part of AF, located 
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within the anterior floor of the external capsule 
(under the superior part of the insula) and also 
under the posterior part of Broca’ s area (name-
ly, the pars opercularis and pars triangularis of 
the inferior frontal gyrus). Stimulation induces 
transient symptoms observed in conduction 
aphasia, i.e., phonemic paraphasia and repeti-
tion disorders. In the same way, the AF must 
also be detected at the level of its postero-supe-
rior loop, located under the supramarginal gy-
rus, in patients operated on for a left parietal 
lesion. The same symptoms associating phone-
mic paraphasias and repetition disorders are 
induced by stimulation. Again, the AF is de-
tected for posterior temporal lesions, the pos-
terior part of its posterior funiculus corre-
sponding to the anterior functional limit of the 

resection. Finally, the anterior part of the ante-
rior funiculus of the AF must also been used as 
the posterior functional boundary of left domi-
nant anterior and mid-temporal lobectomy 
[23]. Interestingly, the left AF seems also to 
subserve a wide network involved in language 
switching (from a native language to another 
language or vice versa): IEM can disrupt such 
function, crucial to detect and to preserve in 
bilingual patients [51, 52]. More recently, 
grammatical gender errors were elicited by ax-
onal stimulation of the left AF, supporting the 
possible role of this pathway (connecting the 
middle temporal gyrus and the inferior frontal 
gyrus, structures whose stimulation induced 
the same grammatical disturbances) in syntac-
tic processing [60].

Fig. 1. Arcuate fascicle: dorsal phonological stream. (A) Anatomical trajectory of the white matter of the superior longitudinal 
fascicle (slf) studied by dissection. (B–E) Surgical field and postsurgical MRI from different patients operated on for a low-
grade glioma at various brain locations: temporal (B), parietal (C), insular (D), frontal (E). In all cases, the deep functional 
boundary of the resection was given by a part of the arcuate fascicle identified by subcortical mapping. Electrostimulation of 
this tract systematically induced phonemic paraphasia. The precise locations where these language disorders were elicited were 
marked intraoperatively by number tags in the depth of the cavity. These sites are shown by an arrow on the postoperative ana-
tomical imaging (Reproduced from [34])
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In addition to the AF, there is a lateral part 
of the superior longitudinal fascicle. In patients 
harboring a left retrocentral suprasylvian le-
sion, IEM detects not only the language corti-
cal sites at the level both of the ventral premo-
tor cortex in front of the tumor and of the su-
pramarginal gyrus and/or angular gyrus be-
hind it but also a fronto-parietal subcortical 
network whose stimulation induces speech 
apraxia [26]. This operculo-opercular loop 
might underly the anatomo-functional con-
nectivity of the working memory circuit. 
Indeed, this loop corresponds to the anterior 
segment of an indirect pathway of the classical 
superior longitudinal fascicle, which runs par-
allel and lateral to the AF, by connecting 
Broca’ s territory with Geschwind’ s territory in 

the inferior parietal lobe as recently shown by 
tractography [6]. This tract might be involved 
in the vocalization of semantic content. 
Thefore, this example illustrates well that IEM 
and diffusion tensor imaging can be combined 
in order to better understand the anatomo-
functional connectivity of the brain [15, 33].

Parallel to this “dorsal phonological root”, 
IEM supported the likely role of the inferior 
fronto-occipital fascicle (IFOF) in the seman-
tic system, the “ventral semantic root” [31] 
(Fig. 2). In patients with a frontal lesion imme-
diately in front and above Broca’ s area, i.e., 
within the pars orbitaris of the left inferior 
frontal gyrus and the dorsolateral prefrontal 
area, the anterior part of the IFOF has been 
identified under these regions by eliciting se-

Fig. 2. Inferior fronto-occipital fascicle: ventral semantic stream. (A) Anatomical trajectory of the white-matter 
bundle of the inferior fronto-occipital fascicle (of) studied by dissection. (B–D) Surgical field and postsurgical MRI 
from different patients operated on for a low-grade glioma at various brain locations: temporal (B), insular (C), 
frontal (D). In all cases, the deep functional boundary of the resection was given by a part of the IFOF identified by 
subcortical mapping. Electrostimulation of this tract systematically induced semantic paraphasia. The precise loca-
tions where these language disorders were induced were marked intraoperatively by number tags in the depth of the 
cavity. These sites are shown by an arrow on the postoperative anatomical imaging (Reproduced from [34])
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mantic paraphasias by subcortical stimulation. 
In the same way, the IFOF was detected in sur-
gery for left insular lesions by stimulation in its 
intermediate part located in the anterior floor 
of the internal capsule (in front and inferior to 
the AF and behind and superior to the unci-
nate fascicle) inducing the same symptoms (se-
mantic paraphasias). Again, the IFOF was de-
tected for left temporal lesions by stimulation 
eliciting semantic disorders; it constituted the 
deep limit of the resection (above the roof of 
the temporal horn of the ventricle) [31].

Interestingly, stimulation of the anterior 
part of the inferior longitudinal fascicle, in 
front of the visual word form area (i.e., the bas-
al part of the temporo-occipital junction, in-
volved in high-level visual processing such as 
reading) [43], as well as stimulation of the unci-
nate fascicle [35], never generated language 
disturbances. In the same way, stimulation of 
the anterior part of the middle longitudinal fas-
cicle (i.e., a pathway connecting the angular 
gyrus to the temporal pole and running under 

the superior temporal sulcus) never elicited 
language disorders [8]. Thus, these fasciculi 
can be removed without risk of aphasia. It 
seems that this indirect pathway from the tem-
poro-occipital areas to the prefrontal region, 
with a relay in the temporal pole (temporo-oc-
cipital area, inferior longitudinal fascicle, tem-
poral pole, uncinate fascicle, orbito-frontal and 
prefrontal areas) might be compensated by the 
direct pathway constituted by the IFOF [34]. It 
is nonetheless worth noting that the posterior 
part of the inferior longitudinal fascicle should 
be preserved, because it plays a crucial role in 
reading, as demonstrated by IEM which elicit-
ed reproducible visual paraphasia and dyslexia 
during stimulation [44].

Beyond the stimulation of the white mat-
ter, IEM also allows the mapping of the deep 
gray nuclei, sometimes invaded by tumors such 
as (low-grade) gliomas. Indeed, stimulation of 
the head of the dominant caudate in patients 
with a frontomesial lesion coming in contact 
with the striatum in the depth generally gener-
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Fig. 3. Scheme of subcortical language pathways
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ates perseverations, namely, the repetition of 
the previous item while the next item is pre-
sented to the patient. These results support an 
inhibitory role of the caudate in the control of 
cognition [40]. Equally, it is important to map 
the lateral part of the dominant lentiform nu-
cleus, at the end of the resection of an insular 
glioma [40]. Lentiform stimulation induces an-
arthria, supporting the likely role of this struc-
ture in the planning of articulation, in associa-
tion with the insula and ventral premotor cor-
tex [34]. 

Finally, it is also important to use IEM for 
language mapping, at both cortical and subcor-
tical levels, for lesions involving the right hemi-
sphere in left-handed and ambidextrous pa-
tients [32], or even in some atypical right-
handers [59], due to a possible bilateral distri-
bution of language networks, generally, with a 
mirror organization of both hemispheres. In all 
cases, these language bundles should consti-
tute the subcortical functional limits of the re-
section.

Pathways subserving spatial awareness

Using a task of line bisection during awake sur-
gery for patients harboring a lesion within the 
right parieto-temporal junction (as previously 
described at the cortical level), IEM must also 
detect the white-matter tracts implied in spa-
tial processing, in order to avoid postoperative 
left neglect. During the stimulation of the part 
II of the superior longitudinal fascicle, a signifi-
cant rightward deviation is regularly observed 
[58]. As a consequence, it seems that this pari-
eto-frontal pathway subserves spatial aware-
ness and that a lesion at its level may generate a 
permanent left neglect. 

Stimulation of the right superior longitudi-
nal facsiculus may also induce vertigo, by dis-
rupting a large network between the parieto-
insular vestibular cortex, the visual and the 
sensory-motor areas [56].

These results suggest that damage to re-
stricted regions of white matter can cause dys-
functioning of large-scale cognitive networks. 
Also, these data show that it is possible to adapt 

the intraoperative testing to each patient with 
the goal to map the subcortical pathway under-
lying cognitive functions other than language. 
Interestingly, although IEM of the interhemi-
spheric white-matter pathways has been per-
formed, no functional responses were elicited 
by the stimulation of the corpus callosum. Such 
results have allowed resection of lesions in-
volving this structure without any consequence 
on the quality of life, whatever the location of 
the “callosectomy” [29].

Conclusions and perspectives

In summary, the vision of the neural basis of 
cognition begins to shift from the earlier lo-
calisationist and later associationist view to-
wards the concept of a “hodotopical” organi-
zation (i.e., dynamic parallel large-scale net-
works able to compensate one another). 
Indeed, from Lichtheim to Geschwind [39], 
cognitive functions such as language were 
conceived in associationist terms of centers 
and pathways, the general assumption being 
that visual and auditory linguistic information 
were processed in localized cortical regions 
with a serial passage of information between 
regions through white-matter tracts. Presently, 
an alternative hodotopical account is pro-
posed, in which language is conceived as re-
sulting from parallel distributed processing 
performed by distributed groups of connected 
neurons rather that individual centers [15]. In 
contrast to the serial model of language, in 
which one process must be finished before an-
other level of processing can be reached by the 
information, the new models of “independent 
networks” state that different processes can be 
performed simultaneously with interactive 
feedbacks. Interestingly, the recent method-
ological advances in tractography and intraop-
erative cortico-subcortical electrical mapping 
have enabled to study directly in vivo in hu-
mans the anatomo-functional connectivity 
that underlies cognitive functions, supporting 
and completing Mesulam’ s large-scale neural 
network model of language [48]. In particular, 



H. Duffau

344

Fig. 4. (A–D). Fiber tracking of the superior longitudinal fascicle (blue), inferior longitudinal fascicle (green), inferior fronto-
occipital fascicle (red), uncinate (yellow), and optic radiation (OR) was performed using regions of interest. A “two-region of 
interest” approach was used for each fascicle tracking. The procedure consisted in defining a second region of interest at such a 
distance from the first region of interest that it contained at least a section of the desired fascicle but did not contain any fibers 
of the undesired fascicle that passed through the first region. Diffusion tensor images and high-resolution three-dimensional 
anatomical images (B–D) were registered by Brainvisa 3.0.2. The derived tracts were displayed by Anatomist 3.0.2 (http://
brainvisa.info). We have drawn a virtual resection cavity (CAV) according to essential subcortical pathways (IFOF and AF), 
while removing the “nonessential” tracts (uncinate, inferior longitudinal fascicle and anterior part of the optic radiation). By 
reporting this cavity on the three-dimensional surface reconstruction (A), we have obtained a resection according to cortical 
boundaries, similar to those classically reported in the literature (Reproduced from [33])

it seems that there are at least two parallel 
pathways, namely, the dorsal phonological 
stream and the ventral semantic stream, which 
converge into a common final tract allowing 
speech production (Fig. 3). Furthermore, this 
whole network is modulated by cortico-stria-
to-pallido-thalamo-cortical loops. Of course, 
it is worth noting that the goal of this new con-
cept is not to substitute the cortical centers 
(topology) with subcortical pathways (hodol-
ogy) but rather to envision the common inter-
active processing of both grey and white mat-

ters (hodotopy). The next step to progress in 
the understanding of the brain connectivity 
might be a more accurate analysis of the inter-
actions between the language circuit and the 
networks underlying the other cognitive func-
tions, in particular, the visuospatial compo-
nent, in which the role of the superior longitu-
dinal fascicle has been emphasized, and the 
emotional and behavioral aspects. Such a mul-
timodal approach seems to represent a unique 
opportunity to move towards an integrative 
model of the various functions. In this way, the 
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Introduction

At the beginning of the 19th century, two op-
posite conceptions of the functioning of the 
central nervous system were suggested. One 
was the theory of “equipotentiality”, which hy-
pothesized that the entire brain, or at least one 
complete hemisphere, was implied in the 
practice of a functional task. The other was the 
theory of “localizationism”, which supposed 
each part of the brain to correspond to a spe-
cific function and was built following the sem-
inal description of “phrenology”. Progressively, 
the frequent reports of lesional studies led to 
an intermediate view, namely, a brain orga-
nized (i) in highly specialized functional areas, 
called “eloquent” regions (such as the central, 
Broca’ s, and Wernicke’ s areas, early identi-
fied), for which any lesion gives rise to major 
irrevocable neurological deficits, and (ii) in 
“nonfunctional” structures, whose lesions 
would be without clinical consequences. On 
the basis of these first anatomo-functional cor-
relations and despite some pioneer observa-
tions of postlesional recovery, the dogma of a 
static functional organization of the brain, 
which would not be able to compensate any 
injury involving the so-called eloquent areas, 
was settled for a long time. However, through 
regular reports of improvement of the func-
tional status after damage to cortical and/or 
subcortical structures considered as “critical”, 

this view of a “fixed” central nervous system 
was called into question in the past decades. 
Consequently, many investigations were per-
formed, initially in vitro and in animals and 
more recently, since the development of brain 
mapping, in humans, in order to study the 
mechanisms underlying these compensatory 
phenomena, and the concept of cerebral plas-
ticity was born (for a review, see [4]).

Brain plasticity: definitions and 
mechanisms

Cerebral plasticity can be defined as the con-
tinuous processing allowing short-, medium-, 
and long-term remodelling of the neuronal-
synaptic organization, in order to optimize the 
functioning of the networks of the brain during 
phylogeny, ontogeny, and physiological learn-
ing and after lesions involving the peripheral or 
the central nervous system. Several hypotheses 
about the pathophysiological mechanisms un-
derlying plasticity have been considered. At a 
microscopic scale, these mechanisms seem to 
be essentially represented by synaptic efficacy 
modulations, unmasking of latent connections, 
phenotypic modifications, synchrony changes, 
and neurogenesis. At a macroscopic scale, di-
aschisis, functional redundancies, crossmodal 
plasticity with sensory substitution, and mor-
phological changes are suggested to be in-

Brain plasticity: a new concept in neuroscience,  
a new tool in neurosurgery
Hugues Duffau
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volved. Moreover, the behavioral consequenc-
es of such cerebral phenomena have been ana-
lyzed for humans in the past decade, both in 
physiologic – ontogeny and learning – and in 
pathologic conditions. In particular, the ability 
to recover after a lesion of the nervous system 
and the patterns of functional reorganization 
within eloquent areas and/or within distribut-
ed networks which allow such compensation 
have been extensively studied [9].

In other words, brain plasticity is conceiv-
able only in a dynamic, not in a rigid view of 
the organization of the central nervous system. 
Indeed, according to new theories, the brain is 
an ensemble of complex networks that form, 
reshape, and flush information dynamically 
[46, 48]. In this context, the concept of the 
brain “connectome” has recently emerged. Its 
goal is to capture the characteristics of spatially 
distributed dynamical neural processes at mul-
tiple spatial and temporal scales [42]. The new 
science of brain “connectomics” is contribut-
ing both to theoretical and computational 
models of the brain as a complex system [30] 
and, experimentally, to new indices and met-
rics (e.g., nodes, hubs, efficiency, modularity) 
to characterize and scale the functional organi-
zation of the healthy and diseased nervous sys-
tem [2]. In pathology, brain plasticity is none-
theless possible only on the condition that the 
subcortical connectivity is preserved [13], to 
allow spatial communication and temporal 
(de)synchronization among large intercon-
nected networks, according to the principle of 
hodotopy. Indeed, although different patterns 
of subcortical plasticity have recently been 
identified, namely, unmasking of perilesional 
latent networks, recruitment of accessory 
pathways, introduction of additional relays 
within neuronal-synaptic circuits, and involve-
ment of parallel long-distance association 
pathways, the real capacity to build a new 
structural connectivity (“rewiring”) leading to 
functional recovery has not yet been demon-
strated in humans [13].

Cerebral plasticity and neurosurgery

Preoperative plasticity: the role of the time 
course of disease

Numerous patients harboring a brain tumor, 
especially low-grade gliomas, have usually 
only some mild functional deficit, in spite of 
the frequent invasion of eloquent structures. 
This means that these slowly growing lesions 
have likely induced progressive functional 
brain reshaping, as suggested by preoperative 
functional neuroimaging. Indeed, it was re-
cently suggested that brain plasticity cannot 
be fully understood and fruitfully studied 
without considering the temporal pattern of 
the injury inflicted to the brain [4]. Thus, it 
was noticed for acute lesions such as stroke 
that, even though many patients improved 
within the months following the damage, only 
around 25% of patients totally recovered [47], 
while more than 90% of patients with a low-
grade glioma (same location as stroke) had a 
normal neurological examination (indepen-
dent of the slight neurocognitive deficits often 
diagnosed thanks to an extensive neuropsy-
chological assessment). It is worth noting that 
the concept of “recovery” should be more 
clearly defined in the literature. Whereas this 
terminology should be reserved for a com-
plete normalization of the neurological status, 
numerous authors speak about “recovery” in 
cases of partial functional improvement after 
brain damage. A standardization of the no-
menclature is crucial to compare the results 
reported in the different series. 

Interestingly, using a neurocomputational 
model based on a training of a series of parallel 
distributed processing neural network mod-
els, a recent work simulated acute versus slow-
ly growing injuries [31]. The results showed a 
very different pattern emerging in the simula-
tion of low-grade gliomas in comparison to 
the simulation of stroke, with a slow decay of 
the links within the same subnetwork leading 
to minimal performance decline, in agreement 
with the patient literature. Moreover, at the 
end of the decay regimen, the entire affected 
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hidden layer could be “removed” on the simu-
lation with no effect on performance, which 
closely matches the lack of any major impair-
ment from low-grade glioma resection (see 
below). This is likely due to the fact that an 
abrupt stroke occasions rapid neuronal death, 
while a low-grade glioma initially spares neu-
ronal tissue and thus gives time for cerebral 
remapping. As a consequence, it could be sug-
gested that the functional status at the time of 
diagnosis may well reflect the natural history 
of the disease and provide a relevant insight 
into the behavior of the glioma, since these tu-
mors are very heterogeneous [37].

Concerning the neural basis of such func-
tional compensation with low-grade gliomas 
before any treatment, the patterns of reorga-
nization may differ between patients, which is 
important to be taken into account by the 
neurosurgeon with the goal to optimize both 
indication of surgery and surgical planning 
[7, 8] (Fig. 1). Indeed, preoperative functional 
neuroimaging has shown that three kinds of 
preoperative functional redistribution are 
possible in patients without any deficit. In the 
first one, because of the infiltrative feature of 
gliomas, function still persists within the tu-
mor, so that there is a very limited chance to 
perform a fair resection without inducing 
postoperative sequelae. In the second one, el-
oquent areas are redistributed around the tu-
mor, so that there is a reasonable chance to 
perform at least a near-total resection despite 
a likely immediate transient deficit, but with 
secondary recovery within a few weeks to 
months. In the third one, there is already a 
preoperative compensation by remote areas 
within the lesional hemisphere and/or by the 
controlateral homologs; consequently, the 
chances to perform a really total resection (or 
even a “supercomplete” resection) of this kind 
of gliomas are very high, with only a slight and 
very transient deficit. Therefore, in cases of 
brain lesions involving eloquent areas, plastic-
ity mechanisms seem to follow a hierarchical 
model, so that first there is an intrinsic reorga-
nization within the injured areas (sign of fa-
vorable outcome); if this reshaping is not suf-

ficient, then other regions implicated in the 
functional network are recruited in the ipsi-
lateral hemisphere (close or more remote to 
the damaged area) and then in the controlat-
eral hemisphere if necessary [10].

Intraoperative plasticity 

Intraoperative stimulation mapping before 
any resection has allowed the confirmation of 
the existence of a functional reshaping in-
duced by brain lesions, notably with a possible 
remapping of the sensorimotor homunculus as 
well as a reorganization of the language sites. 
Moreover, acute reorganization of functional 
maps was equally observed during the resec-
tion, likely due to the surgical act itself, which 
can generate a loco-regional hyperexcitability, 
as already demonstrated for head injury. 
Indeed, in several patients harboring a frontal 
lesion, stimulation of the precentral gyrus in-
duced motor responses at the level of only a 
limited number of cortical sites before resec-
tion, but immediately after lesion removal, an 
acute unmasking of redundant motor sites was 
observed which were located within the same 
precentral gyrus and elicited the same move-
ments as the adjacent previous sites when 
stimulated [5]. Acute unmasking of redundant 
somatosensory sites was also regularly ob-
served within the retrocentral gyrus in pa-
tients operated on for a parietal glioma. 
Furthermore, it was equally possible to detect 
a redistribution within a larger network in-
volving the whole rolandic region, that is, an 
unmasking of functional homologs located in 
the precentral gyrus for the first cortical repre-
sentation and in the retrocentral gyrus for its 
redundancy (or vice versa) [16]. Finally, intra-
operative mapping has also a prognostic value 
concerning the postoperative recovery for 
movement: a positive motor response elicited 
by cortical stimulation of the primary motor 
area at the end of the resection means that the 
patient will recover, even if the patient had a 
presurgical hemiplegia [6, 15].
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Fig. 1. (A–C). Different patterns of functional (re)organization illustrated by language functional MRI performed before 
treatment in three right-handed patients with an insular low-grade glioma diagnosed after inaugural seizures and with a 
normal neurological examination. (A) Activations within the tumor, due to the infiltrative feature of low-grade glioma. 
(B) Perilesional reshaping with recruitment of left temporal areas and left frontal operculum. (C) Contra-hemispheric 
remapping with recruitment of the contralateral homologous insula (Modified from [10] and [17|)
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Postoperative plasticity 

The mechanisms of such plasticity induced by 
surgical resection within eloquent areas were 
also studied by performing postoperative func-
tional neuroimaging once the patient recov-
ered the preoperative functional status. In par-
ticular, several patients were examined after 
the resection of gliomas involving the supple-
mentary motor area (SMA), which elicited a 
transient postsurgical SMA syndrome. 
Functional MRI showed, in comparison with 
the preoperative imaging, the occurrence of 
activations of the SMA and premotor cortex 
contralateral to the lesion: the contrahemi-
spheric homologs thus participated in the 
postsurgical functional compensation [32].

Therapeutic implications in 
oncological neurosurgery

It was recently proposed to incorporate the 
better understanding of the individual plastic 
potential into the surgical strategy for gliomas, 
especially slowly growing low-grade gliomas, 
with the goal (i) to extend the indications of re-
section in eloquent structures so far considered 
as “inoperable”, (ii) to maximize the extent of 
glioma removal by performing the resection 
according to (not fixed) functional boundaries 
with no margin, and (iii) to minimize the risk 
of postoperative permanent neurological defi-
cit or even to improve the patient’ s quality of 
life [10, 20].

Consequently, several surgical series 
showed that it was possible to remove low-
grade gliomas invading “eloquent” brain struc-
tures (Fig. 2).

Resection of the SMA induces the occur-
rence of an SMA syndrome. The patients re-
cover, and postoperative f MRI has supported 
functional compensation by the controlateral 
SMA and premotor cortex as well as by the ip-
silesional primary motor cortex [32].

Resection of the insula induces a hemipare-
sis after removal of the right insula, likely be-
cause this region is a nonprimary motor area, 

and transient speech disturbances after remov-
al of the left dominant insula, but all patients 
recover, except in rare cases of deep stroke due 
to a damage of the lenticulo-striate arteries [12, 
17, 22, 25]. Moreover, it was possible for right 
nondominant fronto-temporo-insular LGG in-
volving the deep grey nuclei to remove the 
claustrum without any cognitive disorders (de-
spite its suggested role in consciousness) [24] 
and also to remove the invaded striatum with-
out inducing either motor deficit or movement 
disorders. This compensation can be explained 
by a recruitment of parallel subcortical circuits 
such as pallido-luyso-pallidal, strio-nigro-stri-
ate, cortico-strio-nigro-thalamo-cortical, and 
cortico-luysal networks [19].

Resection of the primary somatosensory 
area was suggested by pre- and postoperative 
functional neuroimaging to be possibly com-
pensated by a recruitment of “redundant” elo-
quent sites around the cavity within the post-
central gyrus [36]. This is in accordance with 
intraoperative electrical mapping data showing 
an unmasking of redundant somatosensory 
sites during resection, likely explained by a de-
crease of the cortico-cortical inhibition. The 
recruitment of the second somatosensory area 
or posterior parietal cortex, primary motor 
area (due to strong anatomo-functional con-
nections between the pre- and retro-central 
gyri), and controlateral primary somatosenso-
ry area also may explain the recovery [14].

Resection of the (dominant) parietal poste-
rior lobe can be performed without inducing 
any sequelae, and even with a possible im-
provement in comparison with the preopera-
tive status, especially with a pointing task [4].

Resection of nondominant primary motor 
area of the face usually induces transient cen-
tral facial palsy, potentially with a Foix-
Chavany-Marie syndrome when the insula is 
also involved, but these symptoms resolve. The 
recovery is likely to be explained by the disin-
hibition of the controlateral homologous sites, 
via the transcallosal pathways [21].

Resection of primary motor area of the up-
per limb could be compensated by the recruit-
ment of parallel networks within the primary 
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Fig. 2. (A–G). Examples of extensive glioma resection performed within the so-called eloquent areas by intraoperative electri-
cal mapping, the quality of life preserved thanks to brain plasticity. (A) Right and left SMA; (B) entire left frontal lobe including 
Broca’ s area; (C) right primary sensorimotor area of the face and left primary motor area of the hand; (D) primary somatosen-
sory area and parietal lobe in right and left hemispheres; (E) right paralimbic system and left insula; (F) anterior-mid and 
posterior left dominant temporal lobe; (G) corpus callosum (Modified from [10])
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motor cortex because the existence of multiple 
cortical motor representations was shown for 
humans by functional neuroimaging and intra-
operative stimulation mapping. Eventually two 
consecutive surgeries may be performed in or-
der to induce durable remapping following the 
first one [18] (see below).

Resection of Broca’ s area in the left domi-
nant hemisphere may take advantage of the re-
cruitment of adjacent regions for functions of 
language, in particular the pars orbitaris of the 
inferior frontal gyrus, the dorsolateral prefron-
tal cortex and the insula [3]. A recent study 
with extensive neuropsychological examina-
tion following resection of Broca’ s area con-
firmed the complete functional recovery [40].

Resection of the left-, dominant-hemi-
sphere temporal language area may take advan-
tage of the fact that the complex language func-
tion seems to be organized in multiple parallel 
networks. Consequently, beyond the recruit-
ment of areas adjacent to the surgical cavity, 
the long-term reshaping could be related to 
progressive involvement of remote regions 
within the left, dominant hemisphere – such as 
the posterior part of the superior temporal gy-
rus, the pars triangularis of inferior frontal gy-
rus or other left frontolateral regions – and 
even the controlateral, right, nondominant 
hemisphere because of a transcallosal disinhi-
bition phenomenon [20, 45].

Multiple-stage surgical approach and 
the role of serial mapping

Sometimes, favorable functional results can be 
obtained only at the price of incomplete resec-
tion of a glioma when the tumor invaded areas 
still crucial for the function. A new concept re-
cently proposed is the postoperative use of 
functional neuroimaging, which can be easily 
repeated because of its noninvasive nature, 
when the patient has perfectly recovered, in 
order to compare the new maps with those ob-
tained before surgery. Indeed, even if this 
method has some limitations, subtraction of a 
pre- from a postoperative acquisition may 

nonetheless show a possible additional func-
tional reshaping due to (i) the resection itself, 
(ii) the postsurgical rehabilitation, or (iii) the 
regrowth of the residual tumor (as before sur-
gery). Such findings have led to propose the 
new strategy of the multiple-stage surgical ap-
proach.

Experimental observations in animals 

First, the possibility that functional recovery is 
modulated by kinetic factors has been ad-
dressed in a series of animal studies. The main 
idea behind these studies was to mimic the de-
velopment of slowly growing lesions by per-
forming successive partial surgical ablations 
within a cerebral structure. These partial abla-
tions were then compared to acute resections. 
In most experiments a control group was in-
cluded. In this case several surgeries were per-
formed but no cerebral tissue was removed 
(“sham” operation). Beyond some marginal 
disparities, the take-home message of all these 
studies is quite clear: The negative functional 
impact of large cerebral lesions is much smaller 
with progressive than with acute lesions. For 
instance, rats still showed major deficits 36 
days after acute ablations of the entire somato-
sensory cortex . These deficits were absent 
when the same area was removed in two stages. 
In this case, the experimental rats could not be 
differentiated from a nonoperated control 
group [26]. A similar and even more spectacu-
lar report was provided by Adametz with cats 
[1]. The animals were submitted to a progres-
sive (up to 8 surgeries) or acute resection of the 
midbrain reticular formation. In the latter case, 
the cats fell into deep coma and died within a 
few days after the surgery. In the former case, 
by contrast, complete recovery was found. The 
same type of dissociation was observed with 
monkeys. Acute ablations of the prefrontal cor-
tex were found to induce functional deficits 
that were much more severe than those pro-
duced by serial lesions [41].

Probably the most direct demonstration 
that functional recovery is directly influenced 
by the kinetics of the lesion caused to the brain 
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Fig. 3. (A–F). Multiple-stage surgical approach. (A) Preoperative language f MRI of a patient without deficit, 
bearing a low-grade glioma involving the left premotor area: language activation was very close to the posterior 
part of the tumor (arrow). (B) Intraoperative views before (left) and after (right) resection of the glioma, delin-
eated by letter tags. Intraoperative electrostimulation mapping shows a reshaping of the eloquent maps, with a 
recruitment of perilesional language sites, allowing a subtotal resection with a posterior residue due to invasion 
of crucial areas (number tags). (C) Immediate postoperative enhanced T1-weighted MRI showing the residue 
(arrow). (D) Postoperative language f MRI 4 years after the first f MRI, showing a recruitment of the controlat-
eral hemisphere and the posterior displacement of activation previously located at the posterior border of the 
tumour (arrow). (E) Intraoperative view during the second surgery, confirming the remapping and allowing a 
more extensive tumor resection with no permanent deficit. (F) Postoperative axial FLAIR(fluid-attenuated 
inversion recovery)-weighted MRI showing the improvement of the extent of resection thanks to functional 
reshaping (From [28])
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has been provided by Patrissi and Stein [39]. 
They trained a group of rats to retrieve water 
alternatively located in the right or the left 
branch of a conventional T-maze. Following a 
period of training, the rats were divided into 
several subgroups which were subjected to 
one-stage bilateral resection of the frontal cor-
tex or two-stage bilateral resection of the fron-
tal cortex (one hemisphere per operation) or 
one- or two-stage sham operations (control 
group). For the two-stage groups, three inter-
lesion intervals were considered: 10, 20, or 30 
days. The rats given sequential (two-stage) 
frontal lesions with either a 20- or 30-day inter-
operative interval could not be differentiated 
from the sham-operated controls. Animals 
with two-stage lesions produced 10 days apart 
exhibited substantial deficits when contrasted 
with the sham-operated, the 20-day, or the 30-
day two-stage groups. However, the 10-day 
two-stage animals performed significantly bet-
ter than the rats operated at a single stage. 
Similar results were found in other studies in-
volving resections of the frontal cortex [29] and 
the superior temporal gyri [44]. In all these 
studies, the animals were reported to show a 
complete recovery when the different surger-
ies were spaced by a sufficient interval. This in-
terval varied from study to study but it was 
never smaller than 6 days. Whatever the inter-
lesion interval, for the multi-stage surgeries, 
the level of recovery was always better than 
that for the one-stage operations.

Of course, the positive effect of sequential 
lesions on functional recovery depends strong-
ly on the amount of tissue resected at each sur-
gical stage. This was clearly shown by Stein and 
colleagues in a monkey study involving the re-
section of the sulcus principalis. In that study, 
the total amount of tissue resected was kept 
constant. It was reported that four partial le-
sions performed three weeks apart produced a 
greater level of recovery than two partial le-
sions performed ten weeks apart [43]. This re-
sult pleads directly for the idea that the pro-
gressiveness of neural destruction is a key pre-
dictor of functional recuperation.

Application in patients with  
low-grade glioma 

Interestingly, recent series demonstrated that 
remapping was not a theoretical concept but a 
concrete reality in humans [28]. Postoperative 
functional neuroimaging performed some 
months or years following the surgery for low-
grade glioma in patients with a complete re-
covery clearly showed a new recruitment of 
perilesional areas and/or remote regions with-
in the ipsilesional hemisphere and/or a recruit-
ment of controlateral structures [32]. On the 
basis of these data, a second surgery was pro-
posed for patients who continued to lead a nor-
mal life, before the occurrence of new symp-
toms (except possible seizures) only because of 
an increase of the volume of the glioma [18]. 
The second surgery was also conducted using 
intraoperative cortical and subcortical map-
ping, in order to validate the mechanisms of 
brain reshaping supposed but not proven by 
preoperative functional neuroimaging before 
the additional resection was performd [28] 
(Fig. 3). The preliminary results have support-
ed the efficacy and the safety of such reopera-
tion for LGG not totally removed during a first 
surgery because of their location within elo-
quent areas. Indeed, in this recent experience, 
74% of the resections were complete or subto-
tal (less than 10 ml of residue) after the second 
operation, without any additional serious neu-
rological deficit but rather with an improve-
ment of the neurological status in 16% of cases. 
Again, the seizures were reduced or disap-
peared in 82% of patients with epilepsy before 
the second operation. The median time be-
tween the two operations was 4.1 years, and all 
patients were still alive with a median follow-
up of 6.6 years despite an initial incomplete re-
section. Therefore, these original data demon-
strated that, thanks to mechanisms of cerebral 
plasticity, it is possible to reoperate patients 
with a low-grade glioma involving eloquent ar-
eas with a minimal morbidity and an increase 
of the extent of resection. However, 58% of tu-
mors had already progressed to high-grade gli-
oma at the second surgery, raising the problem 
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of the timing of reoperation. It was thus sug-
gested to “overindicate” an early reinterven-
tion, in order to antedate the second surgery 
before the anaplastic transformation [35].

In addition, one can currently consider 
performing postoperative functional neuroim-
aging after rehabilitation, demonstrated to in-
duce a significant improvement in patients 
with brain tumors [27], and after recovery fol-
lowing a second surgery, in order to open the 
door to a possible third or even fourth resec-
tion several years after the previous operations. 
The goal is both to allow the patient to enjoy a 
normal life and to increase the overall survival. 
It is also possible to integrate surgeries within a 
dynamic therapeutic strategy including che-
motherapy and radiotherapy, especially when 
a wide removal is not possible for functional 
reasons [11]. To this end, neoadjuvant chemo-
therapy was recently advocated for low-grade 
glioma, with the goal to induce a shrinking of 
the tumor before an operation or a reoperation 
[23] but also to possibly facilitate functional 
brain reshaping.

Conclusions and perspectives

Combination of on-line intraoperative anato-
mo-functional correlations (transient virtual 
lesion) with data provided by tractography 
(subcortical anatomical information), magne-
toencephalography (temporal data), and serial 
f MRI (perioperative functional data) could en-
able the elaboration of individual and predic-
tive models of functioning of neurono-synaptic 
circuits. Such models may lead to a better 
knowledge of the dynamic potential of spatio-
temporal reorganization of the parallel and in-
teractive networks, namely, the mechanisms of 
brain plasticity thought to play a major role in 
functional compensation for slowly growing 
lesions and their surgical resection. In practice, 
in order to evolve towards a multiple-stage sur-
gical approach (i.e., second or third surgery be-
ing more extensive than the first incomplete 

resection within eloquent areas), a dynamic 
strategy has to be envisaged for functional neu-
roimaging. The goal is to switch from a “static” 
use of a unique preoperative functional neuro-
imaging assessment (limited technique with 
lack of reliability) to longitudinal studies based 
on the repetition of neuroimaging before and 
after surgical resection(s), with the goal to 
 analyze a possible brain reshaping at the indi-
vidual scale and to select the candidates for 
reoperation(s). The next step is now to use bio-
mathematical models able to examine brain 
functional interaction through effective con-
nectivity, in order to attempt to predict before 
surgery the patterns of postsurgical remapping 
at the individual scale on the basis of the data 
provided by the preoperative functional neu-
roimaging. The new theory of graphs could 
probably support the development towards 
such individual prediction [33, 34].

From the point of view of perspectives, it 
could be suggested to induce and guide brain 
plasticity, particularly with pharmacologic 
drugs, by functional rehabilitation, or even by 
transcranial magnetic stimulation, to promote 
functional recovery not only after surgery but 
also before surgery. One could hypothesize that 
such preoperative remapping might enable to 
increase the extent of the resection (and possi-
bly to take a margin around the lesion) while 
avoiding postsurgical worsening, even in the 
classically so-called eloquent areas according to 
anatomic criteria. Furthermore, the use of plas-
ticity could lead to the indication of surgery for 
asymptomatic patients. Indeed, thanks to the 
current development of neuroimaging, inci-
dental discovery of tumors will progressively 
increase in the next future. Interestingly, con-
cerning low-grade gliomas, it was recently 
demonstrated that their natural history was the 
same in the presymptomatic period as after the 
first symptom (usually seizures) [38]. Therefore, 
on the basis of the new neuroscientific concept 
of a “hodotopic and plastic brain”, the next sur-
gical goal could be to evolve towards a “preven-
tive functional neurooncology”.
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Introduction

Blood oxygen level-dependent (BOLD) func-
tional magnetic resonance imaging (f MRI) has 
been extensively used to study how task perfor-
mance modulates brain activity. Such an ap-
proach emphasizes the principle of functional 
segregation, in that different brain areas are 
characterized by their involvement in specific 
cognitive processes. However, this type of 
analysis essentially ignores that the brain main-
tains a constant level of spontaneous activity, 
i.e., activity that is not a direct consequence of 
environmental stimulations. Investigating 
these spontaneous brain fluctuations is a chal-
lenge precisely because they cannot be con-
trolled by an experimental design.  The first 
successful study of brain spontaneous fluctua-
tions by BOLD f MRI was performed by Biswal 
and colleagues [3], who computed the correla-
tion between the time course of a seed region 
and all brain voxels in the absence of any ex-
perimental task. Such resting-state functional 
connectivity maps, which identified distribut-
ed sets of brain regions whose spontaneous ac-
tivity showed a large degree of temporal coher-
ence, are currently known as resting-state net-
works (RSNs). By contrast with task-oriented 
studies, investigation of RSNs relies on the 
principle of functional integration: brain re-
gions are characterized by the set of regions 
with which their signal is highly synchronized.

While the exact mechanisms at the origin 
of spontaneous fluctuations are still not fully 
elucidated, it is now firmly established that 
RSNs are mainly the consequence of neural ac-
tivity. Approaches combining multiple neuro-
imaging modalities have contributed to a bet-
ter understanding of their neuronal and ana-
tomical basis. Much progress has also been 
made regarding methods, with the emergence 
of fully exploratory multivariate techniques. 
Beyond the mapping of RSNs, some recent ap-
proaches use a graph representation, which 
gives a better insight into the structure of infor-
mation flow within RSNs.

Investigation of RSNs by BOLD f MRI is a 
recent yet quickly growing field that has al-
ready generated a wealth of applications. This 
chapter is a concise review of the most promi-
nent results and challenges, as well as a discus-
sion of existing and potential applications. 
References were carefully selected to point the 
interested readers to key works, as well as to 
some specialized reviews that cover the various 
topics presented here more thoroughly.

Mapping RSNs

In this section, we summarize the main methods 
used to map the spatial distributions of RSNs 
and we also present a typology of the maps that 
have been reported so far in the literature.

Resting-state brain networks in functional Magnetic 
Resonance Imaging (MRI) 
Pierre Bellec, Arnaud Messé, David Coynel, Vincent Perlbarg, Habib Benali, Guillaume Marrelec
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Methods

Mapping RSNs consists of finding sets of vox-
els that exhibit coherent spontaneous BOLD 
fluctuations. In a seminal work on resting-state 
f MRI, Biswal et  al [3] introduced functional 
connectivity maps, i.e., volumes representing 
the correlation between the time course of a 
seed region and that of every voxel in the brain 
(Fig. 1). A variety of fully exploratory and 
multivariate algorithms have then been pro-
posed to automatically identify RSNs without 
having to rely on the choice of a particular 
seed region (see [27] for a review). The most 
popular of these techniques is spatial indepen-
dent component analysis (ICA) (Fig. 2). The 
significant ICA maps delineate groups of brain 
regions that seem interpretable in terms of 
brain networks. Such identification is per-
formed at the level of a single subject; for 
group-level analyses, the methodology needs 
to be extended to identify group-level RSNs 
that would summarize the distribution of indi-
vidual maps across many subjects. The first 

and still popular approach for group ICA es-
sentially consists of concatenating subjects in 
time and run a standard ICA on the concate-
nated time series to derive group components. 
Many methodological challenges remain in 
this area, which is still under active develop-
ment (see [8] for an excellent review of recent 
approaches). In the perspective of clinical ap-
plications, perhaps the most important of 
these open challenges is to propose a frame-
work that will be flexible enough to capture 
individual variability, while still allowing for a 
clear correspondence between group-level 
and individual-level RSNs.

Reliability of extracted maps

A key question is the degree of reliability of the 
extracted maps, which can be affected by two 
main factors. The first one is algorithmic: How 
does the choice of algorithm and parameters 
impact the maps? The second one is related to 
the particular sample of datasets that is select-
ed for the study: How stable would the maps be 

Fig. 1. (A–C). Resting-state functional connectivity maps. An individual functional connectivity map of the default-mode net-
work (DMN) was derived with the posterior cingulate seed used by Greicius et al [16].  (A) and  (B) The time series of the seed 
(A) is dominated by slow-frequency fluctuations (below 0.1 Hz), as evidenced by a window Fourier transform representing the 
power spectrum as a function of time  (B).  (C) A correlation map (with an arbitrary threshold of 0.5) between the time series 
of the seed and that of all other brain voxels identifies an extended set of regions known as the DMN

CA

B
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if the study were to be replicated with a new, 
independent database? Altogether, the RSNs 
reported so far in the literature exhibit a fair 
level of agreement across studies, suggesting 
that RSN identification is overall reliable.

Regarding algorithmic reliability, Margulies 
et al [28] showed that even a small shift of the 
seed voxel could lead to dramatic instability of 
the connectivity pattern (see Fig. 4). Similar 
results were reported with slightly different re-
gions of interest within the so-called DMN (see 
the next subsection below for definition and 
description of that particular RSN) [5, 10]. As 
to RSN extraction by spatial ICA, it was found 
that the algorithm used was rather robust to its 
initial conditions. Few studies have compared 
specific RSNs identified by different methods 
(e.g., connectivity maps and ICA). The existing 

results suggest a good level of agreement across 
methods, yet many of the alternatives to ICA 
have not yet been included in such investiga-
tion.

Regarding sampling reliability, an early 
work had concluded there to be a high degree 
of reproducibility of some specific RSNs iden-
tified by ICA both across subjects and across 
datasets acquired on the same subject. More 
systematic extensions of this study to test–re-
test databases found moderate to high reliabil-
ity at the group level [44, 50]. Tests–retest sta-
bility can be approximated from a single sam-
ple of the population by resampling techniques. 
The work of Damoiseaux et al [12] was notably 
the first to claim the consistency of group RSNs 
by this type of approach.

Fig. 2. Linear model for spatial ICA. ICA is based on the same linear mixture mod-
el that is used in conventional task activation paradigms. According to this model, 
the space-time f MRI dataset is decomposed into a number of components, each 
component consisting of a spatial map (in matrix S) and an associated time course 
(in matrix A). The spatial component describes the weight of the associated time 
course at each voxel. By contrast with task activation experimental designs, ICA 
proceeds by estimating simultaneously the spatial and temporal components. It is 
then possible to test for the significance of the contribution of a particular spatial 
component at each voxel
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Typology of RSNs

The sensorimotor network was the first RSN 
studied for functional connectivity with a seed 
in the primary motor cortex [3]. A visual RSNs 
was identified with a seed around the calcarine 
fissure, and a limbic network with a seed in the 
amygdala. An auditory and a language RSN 
were later extracted, as well as a fronto-parietal 
network involved notably in working-memory 
tasks. Also the DMN was identified with a seed 
in the posterior cingulate cortex. Interestingly, 
this network was first defined as a set of regions 
consistently showing larger BOLD activity 
during rest periods than during a broad range 
of task-oriented behaviors and, in addition, it 
has the highest level of metabolic activity in the 
brain. These networks could also be identified 
in a reliable manner through ICA [12] (Fig. 3 
provides a summary of findings at the group 
level). An interesting phenomenon which can 
occur in ICA is the splitting of a network in one 
or more subnetworks (e.g., the subdivision of 
the visual cortex into primary and extrastriate) 
when the number of extracted networks is 
large [38]. The anatomofunctional significance 
of such fine RSNs cartography largely remains 
to be investigated, even though it has been 

shown to be consistent with the organization 
of the monkey brain as well as the organization 
of white-matter tracts in some specific areas 
such as the precuneus [28] (Fig. 4). A more de-
tailed typology of the RSNs along with 
Talairach coordinates was provided by Perlbarg 
and Marrelec [32]. For reviews that are specific 
to the DMN, see [5] and [33].

Investigating information flow  
within RSNs

Graph representations are perfectly suited to 
characterize information flow within RSNs. 
Graphs are composed of two objects: vertices 
or nodes (regions) and edges (links or connec-
tions), both of which can be defined by various 
techniques. Once an RSN has been modeled in 
the form of a graph, tools from graph theory 
can be used to summarize its key properties.

Defining nodes

Graph nodes are the functional units that are 
being connected. It is generally not feasible to 
identify each voxel with a specific node, be-
cause it would lead to analyses that are compu-

        

Fig. 3. Example of RSNs extracted by group ICA. Group RSNs maps from 20 subjects scanned at rest extracted by hierarchical 
clustering of individual maps. DM default mode, dATT dorsal attentional, SAL salient processing, vATT ventral attentional, 
LIMB limbic, MOT motor, VIS visual
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tationally very challenging. More fundamen-
tally, the f MRI time courses within individual 
voxels are also highly redundant and noisy. It is 
therefore common practice to select a very 
limited set of regions (e.g., from 3 to 20) on the 
basis of prior knowledge; each region is then 
defined as a sphere centered around a stereo-
taxic coordinate. Alternatively, a full brain ex-
ploration can be performed by grouping voxels 
into brain regions that are then used as nodes. 
A common strategy is to rely on an atlas of 
brain regions manually segmented on the basis 
of anatomical landmarks in a stereotaxic space 

of reference. However, such an atlas usually has 
a limited number of regions (about 100), po-
tentially gathering voxels with heterogeneous 
signals. To circumvent this issue and investi-
gate graph properties at a finer spatial scale, 
one can either generate a gray-matter parcella-
tion of arbitrary size or reduce the number of 
voxels by resampling the data to a coarser reso-
lution. Using functional data, brain regions can 
be obtained at the individual level as sets of 
voxels with highly homogeneous time courses; 
group-level studies then require to establish a 
correspondence between individual brain re-

Fig. 4. Functional and anatomical parcellations of the precuneus areas in human and monkey brains. Four seed regions (far left) 
have been used to exemplify the markedly different patterns of functional connectivity found in the precuneus area for humans 
(far right) and macaque monkeys (middle right). Similar patterns of functional connectivity were identified for both species, 
which were consistent with the anatomical connections of the seed regions as identified with tracers in macaques (middle left). 
(Figure adapted from [28], courtesy of M. P. Milham and M. Petrides on behalf of the co-authors)
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gions across subjects. Finally, it has also been 
advocated to base brain regions on structural 
(i.e., white matter) connectivity rather than 
functional connectivity.

Quantifying links

Once nodes have been selected, the strength of 
the connection between two nodes is usually 
quantified by their so-called functional connec-
tivity, i.e., the temporal correlation between the 
time courses of these regions. Many studies 
have used correlation as a way to characterize 
connections between regions. Other statistical 
measures of functional connectivity have been 

proposed to circumvent certain shortcomings 
of correlation, such as conditional and partial 
correlations. Measures have been used either in 
the temporal or the frequency domain. 

When the number of regions remains lim-
ited, the strength of connection between re-
gions can also be quantified by effective con-
nectivity, which considers the influence that 
regions exert on each other. The notion of ef-
fective connectivity is strongly tied with that of 
causality. The two main frameworks to investi-
gate it are structural equation modeling and 
dynamic causal modeling. Both approaches are 
model-based and strongly rely (at least to some 
level) on the definition of a structural model in 

Fig. 5. (A–C). Characteristic path length and clustering coefficient as key measures of 
graph theory. The characteristic path length L of a network is the average length of the 
shortest path between any two nodes, where the path length (also called distance) 
between two nodes is defined as the minimum number of distinct edges required to 
link these nodes. The clustering coefficient C of a network is the average of the cluster-
ing coefficients of all nodes, where the clustering coefficient of a node is the ratio be-
tween the actual number of edges among the node neighbors and the largest possible 
number of such connections.  (A) Example of graph with 9 nodes and 12 edges. The 
path length between the red nodes is L = 2, corresponding to the shortest path (or-
ange) between the two nodes. The green node has 3 neighbors (yellow), connected to 
it by dashed edges. These 3 nodes could potentially be connected by up to 3(3 – 1)/2 = 
3 edges, but are effectively connected by only 2 edges (green) in the present graph. The 
clustering coefficient is therefore equal to C = 2/3.  (B) Example of characteristic path 
length and clustering coefficient for simulated random, small-world, and lattice graphs 
with the same number of nodes and edges.  (C) Examples of such graphs

A

C

B



Resting-state brain networks in functional MRI

367

the form of a directed graph prior to the analy-
sis.  While causality appears to be naturally em-
bedded in structural equation and dynamic 
causal modeling in the form of arrow direc-
tions, exploratory investigation of causal rela-
tionships remains a challenge. Few methods 
have been proposed in f MRI, with the notable 
exception of the application of Granger causal-
ity. To our knowledge, only one study has in-
vestigated effective connectivity within RSNs 
[23]. For reviews on measures of functional 
and effective connectivity, see [29] and [34].

Characterizing graphs 

When the number of regions N increases, the 
number of potential connections increases as 
N(N – 1)/2 (45 for N = 10, 4950 for N = 100) 
and direct interpretation of the graph and its 
connections quickly becomes impossible. For 
this reason, measures have been proposed that 
compute a global summary of the graph fea-
tures. In statistics, such measures were pro-
posed notably on the basis of mutual informa-
tion. Also, using graph theory, one can study 
the characteristic path length L of a network 
and its clustering coefficient C. Small-world 
networks are a variety of graphs whose proper-
ties lie between the two extreme configura-
tions (random and lattice), with small L (com-
parable to random networks) and great C 
(comparable to lattice networks) (Fig. 5). By 
f MRI, the brain architecture was found to ex-
hibit small-world properties. Many other mea-
sures exist, such as alternative measures of effi-
ciency, modularity, or motifs. For reviews of 
graph theory and its application to brain net-
works, see [6] and [42].

Reliability of graph-theoretic measures

While the test–retest reliability of graph repre-
sentation of RSNs has not been investigated to 
the best of our knowledge, a few studies have 
investigated the algorithmic reliability which is 
influenced by two factors: how nodes are se-
lected and what signal is assigned to each node. 
Using two atlases of 90 and 70 regions, Wang 

et  al [47] showed that node definition has an 
influence on the quantitative measures of graph 
theory, but not on the qualitative nature of the 
graph. Hayasaka and Laurenti [21] compared 
voxel-based and region-based (with 90 re-
gions) graphs and showed that even qualitative 
features of the graph could differ. As to the sig-
nal assigned to a node, it is usually the spatial 
average of the time courses of all voxels within 
a neighborhood. As will be discussed in the 
next section, removal of structured physiologi-
cal processes is an important step and can 
modify the whole pattern of functional con-
nectivity and, consequently, all graph-theoret-
ic measures [9].

Neurophysiological basis of RSNs

Since the early controversy regarding the neu-
ral origin of resting-state BOLD fluctuations, a 
number of key aspects of the neurophysiologi-
cal basis of RSNs have been established, name-
ly: (1) RSNs are not only consequences of 
physiological noise; (2) RSNs reflect, to some 
extent, the underlying structural connections; 
(3) RSNs can be related to the neural activity as 
measured with other imaging modalities; and 
(4) RSNs represent sets of brain regions that 
are involved in similar functions. 

Physiological noise

The BOLD signal only accounts for a part of a 
f MRI signal, which also contains artifacts from 
various origins. In particular, some physiologi-
cal processes (e.g., cardiac, respiratory, or 
movement-related) induce spurious effects 
that contaminate the BOLD signal in the whole 
brain. Nonetheless, it has been shown that spa-
tially structured physiological fluctuations and 
spontaneous activity as measured by low-fre-
quency BOLD signal seem to be two distinct 
processes. Still, physiological noise reduction 
is increasingly acknowledged as a key step in 
connectivity analysis and is commonly applied 
in recent studies [4]. However, there is not yet 
an agreement regarding the best methodologi-
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cal approach to perform this noise reduction. 
For discussions on physiological noises, see, 
e.g., the articles by Marrelec et al [29], Rogers 
et  al [34], Auer [2], or Perlbarg and Marrelec 
[32].

RSNs and structural connectivity

A key question for a better understanding of 
RSNs is the relationship between these net-
works and the underlying structural connectiv-
ity. For monkeys, the DMN was found to be 
composed of regions that are connected to one 
another [5]. Also, the cortical pattern of corre-
lation with oculomotor regions was found to 
be consistent with the anatomical connectivity 
pattern obtained by retrograde tracer injection 
[46]. For humans, studies comparing maps of 
RSN and structural connectivity from diffu-
sion-weighted imaging showed that nodes that 
are functionally connected can, but do not 
need to, be anatomically connected [18, 43]. 
Still, there is converging evidence that brain re-
gions defined on the basis of either local homo-
geneity of functional connectivity or local ho-
mogeneity of structural connectivity are large-
ly consistent with each other [28, 41] (see Fig. 
4). To elucidate the intricate relationship be-
tween the patterns of white-matter connec-
tions and the emergence of functionally con-
nected RSNs, a number of recent studies have 
implemented complex neurocomputational 
models whose objective is to replicate the dy-
namics of neuronal assemblies in a completely 
controlled, digital environment. The relation-
ship between RSNs and the underlying struc-
tural connectivity is further reviewed by 
Damoiseaux and Greicius [11] and van den 
Heuvel and Hulshoff Pol [42] from an experi-
mental perspective, while Honey et al [22] con-
centrate on more theoretic aspects.

RSNs and neural activity

The spontaneous fluctuations of brain activity 
as measured by BOLD f MRI have been com-
pared to more direct measures of neural activ-
ity. Scalp electroencephalography (EEG), in 

particular, is a well-established tool to study 
resting-state activity. Many studies have used 
simultaneous EEG–f MRI acquisitions to in-
vestigate the f MRI correlates of EEG activity. 
The existence of a complex relationship be-
tween both types of signal was evidenced, a re-
lationship that depends on the features extract-
ed from the EEG signal [26]. For monkeys, cor-
tical electrophysiological measure of the neural 
activity also suggested a significant relationship 
with the BOLD spontaneous fluctuations [37].

RSNs and the neural basis of cognitive 
functions

RSNs have also been found to be specifically 
involved in certain tasks. The DMN has consis-
tently been reported as showinging blocked 
and event-related task-induced deactivation in 
humans [19]. For monkeys, the cortical pattern 
of correlation with oculomotor regions was 
found to be consistent with the response pat-
tern evoked during performance of a saccadic 
eye movement task [46]. For humans, a meta-
analysis of task-related studies showed that 
voxels that were consistently coactivated dur-
ing specific tasks formed networks that strik-
ingly matched RSNs [38].

Applications

A key advantage of resting-state f MRI is that 
the acquisition protocol is very simple and re-
quires no particular ability from the subject, so 
that it can be performed even by patients with 
impaired functions. It is now routinely per-
formed for cognitive purposes and is also get-
ting increasingly used in clinical research. 

Healthy brain

Resting-state connectivity has been used as a 
tool in many areas of basic neuroscience. We 
focused here on a number of results that have a 
direct implication for the design of resting-
state protocols in relation with the following 
questions: (1) Can RSNs be identified during 
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task performance? (2) Can RSNs be identified 
at any stage of brain development and aging?

A number of studies have looked at the 
modulation of RSNs by experimental tasks. For 
example, the spatial extent of the DMN was 
found to remain stable during a simple visual 
task [18]. Other studies have shown some mod-
ulation of the connectivity within the DMN by 
a task, e.g., as a function of the working-mem-
ory load [14]. This kind of approach was also 
applied to a variety of other RSNs and tasks. 
More recently, ICA was used to assess system-
atically the stability of all RSNs in an oddball 
task [7].

Most of the RSNs found in adults could also 
be successfully extracted by spatial ICA on 
resting-state acquisitions of children [15]. 

Using graph-theoretic measures, a similar 
global organization was found in children and 
young adults; however, development was char-
acterized by a simultaneous reduction of short-
range connectivity and a strengthening of long-
range connectivity, suggesting a process of 
greater functional segregation in children and 
greater functional integration in young adults 
at the whole-brain level [40].

RSNs were also studied for effects of 
healthy aging. Graph-theoretic measures of 
global and local efficiency were reduced in 
frontal, temporal, and limbic-paralimbic corti-
cal areas and in subcortical areas such as the 
pallidum and thalamus of healthy older people. 
However, the same cortical areas were identi-
fied as hubs in both younger and older subjects 

Fig. 6. (A–C). Convergent syndromic atrophy, healthy RSNs, and healthy structural covariance patterns. (A) Five distinct 
clinical syndromes showed dissociable atrophy patterns, whose cortical maxima (circled) provided seed regions of interest for 
RSN and structural connectivity analyses. (B) RSN mapping experiments identified five distinct networks anchored by the five 
syndromic atrophy seeds. (C) Healthy subjects further showed gray-matter volume covariance patterns that recapitulated re-
sults shown in panels A and B. For visualization purposes, results are shown at p < 0.00001 uncorrected (A and C) and p < 0.001 
corrected height and extent thresholds (B). (A–C) Results displayed on representative sections of the Montreal Neurological 
Institute template brain. In coronal and axial images, the left side of the image corresponds to the left side of the brain. Ang an-
gular gyrus; FI frontoinsula; IFG inferior frontal gyrus, pars opercularis; PMC premotor cortex; TPole temporal pole. From 
[35]. © 2009 Elsevier, reproduced with permission
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[1]. This loss of efficiency was consistent with 
results obtained from ICA, which revealed al-
terations in the DMN. Decreased activity was 
found in this network in healthy older as com-
pared to healthy young subjects [13, 24], with 
the activity in anterior regions being inversely 
proportional to the score of cognitive tests 
measuring executive functioning and process-
ing speed.

RSNs and pathologies 

RSNs have been investigated in the context of a 
broad range of pathologies, including 
Alzheimer’ s disease (AD), mental disorders, 
multiple sclerosis, and noncommunicative pa-
tients, to name a few [2, 20, 30, 42]. At least 
three types of benefits could be gained from 
these investigations. First, RSNs have been evi-
denced to be sensitive to the progression of 
certain diseases and could therefore serve as 
biomarkers to predict their evolution. RSNs 
could also provide insight into the neural cor-
relates of a disease and thus provide a better 
understanding of the underlying neurophysio-
logical process. Finally, RSNs could be used to 
guide an intervention. These topics will re-
spectively be illustrated with three patholo-
gies: AD, noncommunicative patients, and 
brain tumors.

A critical challenge in the treatment of AD 
is the identification of biomarkers for the early, 
prodromal diagnosis of the pathology. A semi-
nal finding was that the regions belonging to 
the DMN show a loss of connectivity in AD 
[17]. This promising preliminary result has not 
been yet followed by a full realization of the po-
tential of RSNs as an early biomarker of AD. It 
was recently shown that gray-matter atrophy 
associated with AD follows the pattern of the 
DMN (Fig. 6). The small-world organization of 
brain activity, as characterized by the cluster-
ing coefficient, also seems to be reduced by the 
pathology [39]. Increased correlations within 
prefrontal, parietal, and occipital lobes were 

also reported in AD patients, which could be 
interpreted as possible compensatory mecha-
nisms [48].

While we are not aware of many studies us-
ing RSNs in the examination of patients with 
traumatic brain injury, it can be expected that 
such studies will gain importance in the com-
ing years. A longitudinal follow-up of patients 
scanned 3 and 6 month after traumatic brain 
injury showed that, with recovery, graph-theo-
retic measures get closer to what is observed in 
healthy controls [31]. Interestingly, functional 
connectivity within the DMN in noncommuni-
cative patients was negatively correlated with 
the degree of clinical consciousness impair-
ment [45]. This finding is consistent with the 
putative critical role of the DMN in self-orient-
ed mental processes.

RSNs could be used not only to provide a 
diagnostic but also to predict the response of a 
given patient to a particular treatment and to 
plan the treatment accordingly.  A few recent 
studies have provided a proof of concept in the 
context of preoperative mapping of the senso-
rimotor cortex, as part of the neurosurgical 
planning for brain tumor resection [25, 36, 49]. 
Obviously, using RSNs for neurosurgical plan-
ning will require specific and thorough evalua-
tion in terms of postoperative outcome. An im-
portant caveat is that such a use entails strong 
assumptions regarding the relationships be-
tween the neurophysiological basis of the pa-
thology and BOLD RSNs. Many nonneuronal 
factors can have an influence on the BOLD sig-
nal, a few of which being age, sedation, sleep, 
and disease. In this last category, the potential 
effects can be as varied as the pathologies 
themselves, ranging from a change in the vas-
culature and/or blood flow alteration (as in 
stroke), alteration of metabolism (as in gliomas 
and other tumors), cortex properties (as in 
AD). For these reasons, there is also a lot to 
gain in the understanding of RSNs themselves 
through their use in therapy.



Resting-state brain networks in functional MRI

371

References

[1] Achard S, Bullmore E (2007) Efficiency and cost of 
 economical brain functional networks. PLoS Comput 
Biol 3: e17

[2] Auer DP (2008) Spontaneous low-frequency blood oxy-
genation level-dependent fluctuations and functional 
connectivity analysis of the “resting” brain. Magn Reson 
Imaging 26: 1055–1064

[3] Biswal B, Yetkin FZ, Haughton VM, Hyde JS (1995) 
Functional connectivity in the motor cortex of resting 
human brain using echoplanar MRI. Magn Reson Med 
34: 537–541

[4] Biswal BB, Mennes M, Zuo XN, Gohel S, Kelly C, Smith 
SM, Beckmann CF, Adelstein JS, Buckner RL, Col-
combe S, Dogonowski AM, Ernst M, Fair D, Hampson 
M, Hoptman MJ, Hyde JS, Kiviniemi VJ, Kötter, Li SJ, 
Lin CP, Lowe MJ, Mackay C, Madden DJ, Madsen KH, 
Margulies DS, Mayberg HS, McMahon K, Monk CS, 
Mostofsky SH, Nagel BJ, Pekar JJ, Peltier SJ, Petersen 
SE, Riedl V, Rombouts SA, Rypma B, Schlaggar BL, 
Schmidt S, Seidler RD, Siegle GJ, Sorg C, Teng G, Vei-
jola J, Villringer A, Walter M, Wang L, Weng XC, Whit-
field-Gabrieli S, Williamson P, Windischberger C, Zang 
YF, Zhang HY, Castellanos FX, Milham MP (2010) To-
ward discovery science of human brain function. Proc 
Natl Acad Sci USA 107: 4734–4739

[5] Buckner RL, Andrews-Hanna JR, Schacter DL (2008) 
The brain’ s default network: anatomy, function, and rel-
evance to disease. Ann N Y Acad Sci 1124: 1–38

[6] Bullmore E, Sporns O (2009) Complex brain networks: 
graph theoretical analysis of structural and functional 
systems. Nat Rev Neurosci 10: 186–198

[7] Calhoun VD, Kiehl KA, Pearlson GD (2008) Modula-
tion of temporally coherent brain networks estimated 
using ICA at rest and during cognitive tasks. Hum Brain 
Mapp 29: 828–838

[8] Calhoun VD, Liu J, Adali T (2009) A review of group 
ICA for f MRI data and ICA for joint inference of imag-
ing, genetic, and ERP data. Neuroimage 45 (Suppl 1): 
S163–S172

[9] Chang C, Glover GH (2009) Effects of model-based 
physiological noise correction on default mode network 
anti-correlations and correlations. Neuroimage 47: 
1448–1459

[10] Cole DM, Smith SM, Beckmann CF (2010) Advances 
and pitfalls in the analysis and interpretation of resting-
state FMRI data. Front Syst Neurosci 4: Article 8

[11] Damoiseaux JS, Greicius MD (2009) Greater than the 
sum of its parts: a review of studies combining struc-
tural connectivity and resting-state functional connec-
tivity. Brain Struct Funct 213: 525–533

[12] Damoiseaux JS, Rombouts SA, Barkhof F, Scheutens P, 
Stam CJ, Smith SM, Beckmann CF (2006) Consistent 
resting-state networks across healthy subjects. Proc 
Natl Acad Sci USA 103: 13848–13853

[13] Damoiseaux JS, Beckmann CF, Sanz Arigita EJ, Barkhof 
F, Scheltens P, Stam CJ, Smith SM, Rombouts SARB 
(2008) Reduced resting-state brain activity in the “de-
fault network” in normal aging. Cereb Cortex 18: 1856–
1864

[14] Esposito F, Bertolino A, Scarabino T, Latorre V, Blasi G, 
Popolizio T, Tedeschi G, Cirillo S, Goebel R, Di Salle F 
(2006) Independent component model of the default-
mode brain function: assessing the impact of active 
thinking. Brain Res Bull 70: 263–269

[15] Fransson P, Skiöld B, Horsch S, Nordell A, Blennow M, 
Lagercrantz H, Åden U (2007) Resting-state networks 
in the infant brain. Proc Natl Acad Sci USA 104: 15531–
15536

[16] Greicius MD, Krasnow B, Reiss AL, Menon V (2003) 
Functional connectivity in the resting brain: a network 
analysis of the default mode hypothesis. Proc Natl Acad 
Sci USA 100: 253–258

[17] Greicius MD, Srivastava G, Reiss AL, Menon V (2004) 
Default-mode network activity distinguishes Alzheim-
er’ s desease from healthy aging: evidence from func-
tional MRI. Proc Natl Acad Sci USA 101: 4637–4642

[18] Greicius MD, Supekar K, Menon V, Dougherty RF 
(2009) Resting-state functional connectivity reflects 
structural connectivity in the default mode network. 
Cereb Cortex 19: 72–78

[19] Gusnard DA, Raichle ME (2001) Searching for a base-
line: functional imaging and the resting human brain. 
Nat Rev Neurosci 2: 685–694

[20] Guye M, Bettus G, Bortolomei F, Cozzone PJ (2010) 
Graph theoretical analysis of structural and functional 
connecitvity MRI in normal and pathological brain net-
works. Magn Reson Mater Phys Biol Med 23: 409–421

[21] Hayasaka S, Laurenti PJ (2010) Comparison of character-
istics between region- and voxel-based network analyses 
in resting-state fMRI data. Neuroimage 50: 498–508

[22] Honey CJ, Thivierge JP, Sporns O (2010) Can structure 
predict function in the human brain? Neuroimage 52: 
766–776

[23] James GA, Kelley ME, Craddock RC, Holtzheimer PE, 
Dunlop BW, Nemeroff CB, Mayberg HS, Hu XP (2009) 
Exploratory structural equation modeling of resting-
state f MRI: applicability of group models to individual 
subjects. Neuroimage 45: 778–787

[24] Koch W, Teipel S, Mueller S, Buerger K, Bokde ALW, 
Hampel H, Coates U, Reiser M, Meindl T (2010) Effects 
of aging on default mode network activity in resting 
state f MRI: does the method of analysis matter? Neuro-
image 51: 280–287

[25] Kokkonen SM, Nikkinen J, Remes J, Kantola J, Starck T, 
Haapea M, Tuominen J, Tervonen O, Kiviniemi V 
(2009) Preoperative localization of the sensorimotor 
area using independent component analysis of resting-
state f MRI. Magn Reson Imaging 27: 733–740



P. Bellec, A. Messé, D. Coynel, V. Perlbarg, H. Benali, G. Marrelec

372

[26] Laufs H (2008) Endogenous brain oscillations and re-
lated networks detected by surface EEG-combined 
f MRI. Hum Brain Mapp 29: 762–769

[27] Li K, Guo L, Nie J, Li G, Liu T (2009) Review of meth-
ods for functional brain connectivity detection using 
f MRI. Comput Med Imaging Graph 33: 131–139

[28] Margulies DS, Vincent JL, Kelly C, Lohmann G, Uddin 
LQ, Biswal BB, Villringer A, Castellanos FX, Milham 
MP, Petrides M (2009) Precuneus shares intrinsic func-
tional architecture in humans and monkeys. Proc Natl 
Acad Sci USA 106: 20069–20074

[29] Marrelec G, Bellec P, Benali H (2006) Exploring large-
scale brain networks. J Physiol Paris 100: 171–181

[30] Mesulam M (2009) Defining neurocognitive networks 
in the BOLD new world of computed connectivity. 
Neuron 62: 1–3

[31] Nakamura T, Hillary FG, Biswal BB (2009) Resting net-
work plasticity following brain injury. PLoS One 4: 
e8220

[32] Perlbarg V, Marrelec G (2008) Contribution of explor-
atory methods to the investigation of extended large-
scale brain networks in functional MRI – methodolo-
gies, results, and challenges. Int J Biomed Imaging 2008: 
Article ID 218519

[33] Raichle ME, Snyder AZ (2007) A default mode of brain 
function: a brief history of an evolving idea. Neuro-
image 37: 1083–1090

[34] Rogers BP, Morgan VL, Newtonb AT, Gore JC (2007) 
Assessing functional connectivity in the human brain by 
f MRI. Magn Reson Imaging 25: 1347–1357

[35] Seeley WW, Crawford RK, Zhou J, Miller BL, Greicius 
MD (2009) Neurodegenerative diseases target large-
scale human brain networks. Neuron 62: 42–52

[36] Shimony JS, Zhang D, Johnston JM, Fox MD, Roy A, 
Leuthardt EC (2009) Resting state spontaneous fluctua-
tions in brain activity: a new paradigm for presurgical 
planning using f MRI. Acad Radiol 16: 578–583

[37] Shmuel A, Leopold DA (2008) Neuronal correlates of 
spontaneous fluctuations in f MRI signals in monkey vi-
sual cortex: implications for functional connectivity at 
rest. Hum Brain Mapp 29: 751–761

[38] Smith SM, Fox PT, Miller KL, Glahn DC, Fox PM, 
Mackay CE, Filippini N, Watkins KE, Toro R, Laird AR, 
Beckmann CF (2009) Correspondence of the brain’ s 
functional architecture during activation and rest. Proc 
Natl Acad Sci USA 106: 13040–13045

[39] Supekar K, Menon V, Rubin D, Musen M, Greicius MD 
(2008) Network analysis of intrinsic functional brain 
connectivity in Alzheimer’ s disease. PLoS Comput 
Biol 4: e1000100

[40] Supekar K, Musen M, Menon V (2009) Development of 
large-scale functional brain networks in children. PLoS 
Biol 7: e1000157

[41] Tomassini V, Jbabdi S, Klein JC, Behrens TE, Pozzilli C, 
Matthews PM, Rushworth MF, Johansen-Berg H (2007) 
Diffusion-weighted imaging tractography-based parcel-
lation of the human lateral premotor cortex identifies 
dorsal and ventral subregions with anatomical and func-
tional specializations. J Neurosci 27: 10259–10269

[42] van den Heuvel MP, Hulshoff Pol HE (2010) Exploring 
the brain network: a review on resting-state f MRI func-
tional connectivity. Eur Neuropsychopharmacol 20: 
519–534

[43] van den Heuvel MP, Mandl RCW, Kahn RS, Hulshoff 
Pol HE (2009) Functionally linked resting-state net-
works reflect the underlying structural connectivity ar-
chitecture of the human brain. Hum Brain Mapp 30: 
3127–3141

[44] van Dijk KRA, Hedden T, Venkataraman A, Evans KC, 
Lazar SW, Buckner RL (2010) Intrinsic functional con-
nectivity as a tool for human connectomics: theory, 
properties, and optimization. J Neurophysiol 103: 297–
321

[45] Vanhaudenhuyse A, Noirhomme Q, Tshibanda LJ-F, 
Bruno, Boveroux P, Schnakers C, Soddu A, Perlbarg V, 
Ledoux D, Brichant J-F, Moonen G, Maquet P, Greicius 
MD, Laureys S, Boly M (2010) Default network connec-
tivity reflects the level of consciousness in non-commu-
nicative brain-damaged patients. Brain 133: 161–171

[46] Vincent JL, Patel GH, Fox MD, Snyder AZ, Baker JT, 
Van Essen DC, Zempel JM, Snyder LH, Corbetta M, 
Raichle ME (2007) Intrinsic functional architecture in 
the anaesthetized monkey brain. Nature 447: 83–86

[47] Wang J, Wang L, Zang Y, Yang H, Tang H, Gong Q, Chen 
Z, Zhu C, He Y (2009) Parcellation-dependent small-
world brain functional networks: a resting-state f MRI 
study. Hum Brain Mapp 30: 1511–1523

[48] Wang K, Liang M, Wang L, Tian L, Zhang X, Li K, Jiang 
T (2007) Altered functional connectivity in early Al-
zheimer’ s disease: a resting-state f MRI study. Hum 
Brain Mapp 28: 967–978

[49] Zhang D, Johnston JM, Fox MD, Leuthardt EC, Grubb 
RL, Chiconoine MR, Smyth MD, Snyder AZ, Raichle 
ME, Shimony JS (2009) Preoperative sensorimotor 
mapping in brain tumor patients using spontaneous 
fluctuations in neuronal activity imaged with functional 
magnetic resonance imaging: initial experience. Neuro-
surgery 65: 226–236

[50] Zuo X-N, Kelly C, Adelstein JS, Klein DF, Castellanos 
FX, Milham MP (2010) Reliable intrinsic connectivity 
networks: test–retest evaluation using ICA and dual re-
gression approach. Neuroimage 49: 2163–2177



373

Introduction

The human brain is the most complex object 
known to man. Unraveling its wiring and func-
tioning is one of the greatest challenges in 
modern science. It is now widely acknowl-
edged that the brain should be seen as a com-
plex network. Understanding the structure and 
dynamics of this network may form a crucial 
step towards the understanding of cognition. 
Moreover, it may help to explain the interac-
tion between brain pathology and symptoms.
The research field focusing on neural networks 
has grown rapidly over the past ten years, now 
combining knowledge of computational mod-
els and animal studies with advanced human 
neuroimaging techniques [54, 14]. Network 
studies focus on both structural connections 
and functional interactions between brain 
regions. Structural networks can be recon-
structed by mapping cortical areas with MRI, 
or white matter tracts using diffusion tensor 
imaging (DTI). Functional interactions can 
be studied directly using electrophysiological 
registrations such as electroencephalography 
(EEG) and magnetoencephalography (MEG), 
or indirectly from blood oxygen level based 
f MRI.

In this chapter we will give an overview of 
the basic concepts of network theory especial-
ly in relation to neuroscience. Additionally we 
will describe clinical neurological and neuro-

surgical applications. In this respect, we will 
give our view on perspectives of network theo-
ry in the surgical treatment of patients with 
brain lesions and focal epilepsy. 

Modern network theory

Modern network theory has its roots in both 
mathematics and sociology. Network theory 
crosses boundaries between different sciences, 
ranging from mathematics to language and so-
cial studies, which has led to great research ad-
vantages in recent years. Below we will discuss 
the basis of network theory as this is relevant 
for state of the art neuroscience. For a more de-
tailed overview we recommend reviews by 
Bullmore and Sporns [14], Stam et al [61], and 
Reijneveld et al [54].

A brief history

The mathematician Leonard Euler was the first 
to use graph theory in 1736 when solving the 
problem of the bridges of Konigsberg. The 
question was whether it was possible to cross a 
river and its two islands by passing each of the 
seven connecting bridges only once. Euler pre-
sented the problem as an abstract network and 
showed that this was impossible. Since then, 
graph theory has become an important branch 
of mathematics, as it is a tool to analyze net-
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works theoretically. It considers a given system 
as a collection of nodes and connections be-
tween these nodes. The nodes are referred to as 
vertices and the connections as edges. An im-
portant step forward in the field was the dis-
covery of random networks, in which the verti-
ces are connected with a fixed and equal likeli-
hood p. Although random networks meant a 
boost for the science of graph theory, they 
were not sufficient to model real networks such 
as social communities or railway maps, as they 
are highly structured. The psychologist Stanley 
Milgram tried to bridge this gap, inspired by a 
short story called “Chains” by the Hungarian 
writer Frigyes Karinthy in 1929. Karinthy chal-
lenged anyone to find a person that was not 
connected to any other person in the world 
through at most five others. Milgram took up 
the challenge by sending letters to randomly 
chosen subjects in the USA. The subjects were 
informed to send the letter to any other person 
that was closer to a target person living in 
Boston. In 1967, Milgram postulated that every 
letter was only sent on average 5.5 times before 
reaching its destination, which is now associat-
ed with the phrase “six degrees of separation”. 
This was the first empirical proof of the “small-
world” phenomenon. Small-world properties 
can be found in many types of networks, in-
cluding neural networks. In the next sections, 
we will discuss some basic concepts of graph 
theory and small-world networks.

Small-world networks

Watts and Strogatz were the first to define the 
concept of a small-world network [70]. They 
considered a simple model of a one-dimen-
sional network on a ring in which the vertices 
were connected in a lattice configuration, i.e. 
each vertex is connected only to its direct 
neighbours and their neighbours (see Fig. 1). 
Two features characterize this network. The 
clustering coefficient (C), which describes the 
probability that the neighbours of a node will 
also be connected to each other, is high. 
However, it takes a lot of steps to connect ver-
tices at opposite sides of the network, which is 

described by the long path length (L) of the 
network. This feature is also termed low effi-
ciency, which is defined as the inverse of path 
length. When the edges are rewired with likeli-
hood p, the network becomes random for p=1.  
The path length is now short, but the system 
has a very low clustering coefficient. However, 
by only rewiring only a few edges, the network 
becomes small-world: high local clustering C is 
combined with a short path length L. 

The small-world phenomenon is thought to 
increase the efficiency of information process-
ing in a network to some sort of optimal state, 
as it combines high local clustering and high 
overall integration. C and L not only depend on 
topology but also on the size and the number of 
edges in the network. To correct for these fac-
tors, the measures are often divided by the C 
and L of a random equivalent network. The 
“small-worldness” or small-world index is then 
defined by the ratio of these two values. 

Network degree

In the Watts and Strogatz model, each vertex is 
considered to have only small fluctuations in the 
number of edges connected to it. However, 
some networks such as the internet do not fol-
low this rule, because the number of connec-
tions varies widely between nodes. The degree 
(k) of a vertex is the number of edges that are 
connected to it.  The distribution of the edges 
over the vertices, or degree distribution, is an im-
portant feature of network topology. The degree 
distribution P(k) is defined as the probability 
that a randomly chosen vertex will have degree 
k. The key vertices of a network, that have a 
large number of connecting edges, are known as 
hubs. In a random network, hubs are sparsely 
found. A network is called scale-free when the 
degree distribution follows a power law, mean-
ing that it has a small number of highly connect-
ed vertices and a high number of poorly con-
nected vertices. Scale-free networks greatly de-
pend on a few hub nodes, which take care of 
most of the information processing in the net-
work. The high importance of these hub nodes 
also make scale-free networks vulnerable to tar-
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geted attacks, because deletion of one or more 
of these nodes disrupts the whole network.

The degree correlation is used to determine 
to what extent vertices with a similar degree 
are connected. A high correlation is present in 
assortative networks, which can be seen as the 
equivalent of “the rich getting richer”. When 
vertex degrees are anticorrelated, the network 
is called disassortative, which predicts a more 
important role for hubs in the network. Social 
networks such as a network of company direc-

tors tend to be assortative, whereas technologi-
cal and biological networks, including the 
brain, tend to be disassortative [48]. 

Hierarchy and modularity

Networks can contain a number of communi-
ties or modules. A module is a subgraph with 
vertices that are more connected to other verti-
ces within the module than to vertices outside 
the module. Each module contains highly in-

Fig. 1. Three types of networks
Three network types based on the model of Watts and Strogatz, 1998. In an ordered network the 
points are connected to their nearest neighbours (A), but there are no long-distance connections. 
In a random network (C), there is no local clustering. In a small-world network (B), some local 
connections are rewired to long distance connections, resulting in high clustering combined with 
a short path length

Fig. 2. Network measures 
Several measures can be used to characterize network topology. (I) The dashed line marks a local 
cluster, as nodes A, B and C are all interconnected. The dotted line marks the shortest path be-
tween node A and E (L = 3). Three modules can be recognized in the figure. Node A is a provincial 
hub node for the left cluster, while node D functions as a connector hub. (II) A weighted network is 
constructed, for example by using functional connectivity levels between brain regions to charac-
terize connection strengths. (III) An unweighted network can be constructed from the connectiv-
ity matrix by application of a threshold. A connection exists when the threshold value is passed

A B C
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terconnected edges, and relatively few connec-
tions with other modules. Various algorithms 
can be used to detect modules, of which hierar-
chical clustering seems most commonly used in 
neuroscience [14]. Hierarchical modularity al-
lows the description of networks at different 
levels or resolutions. Most global modules can 
be divided in a number of submodules, which 
can consist of even smaller submodules, etcet-
era. In modular networks, nodes can be de-
scribed based on their function in the network. 
Hubs are characterized as provincial, when 
having a high degree within the module, or as 
connector, when they have a large number of 
connections with other modules [29]. Modular 
structure may be part of an optimal configura-
tion for networks, as modules have high local 
clustering, while intermodular connections en-
sure short path lengths [44].

Weighted and unweighted graphs

In a binary or unweighted graph, edges either 
exist or do not exist. This is a convenient way to 
model a network as analysis of such networks 
is relatively easy. However, most neural net-
work reconstructions are based on correlations 
in structural or functional recordings such as 
MRI or EEG. An unweighted graph can be 
constructed by application of a threshold to 
these data; a connection exists when correla-
tions pass this threshold. However, the choice 
for a certain threshold is arbitrary. Setting it 
too high will exclude relevant connections and 
may introduce unconnected vertices, while a 
low threshold will introduce non-existing or 
unimportant edges into the network. 
Moreover, valuable information on the strength 
of connections is discarded.

In contrast, weighted networks include in-
formation about connection strengths in the 
graph. This approach is more accurate in many 
real networks, for instance when describing 
how well people know each other in a social 
network. Most network measures have also 
been described for weighted networks, such as 
weighted path length L, weighted local cluster-
ing C, and degree correlation [55]. Note that in 

a weighted network, the shortest path is not 
necessarily the path with the least number of 
edges. The path length in weighted networks is 
best calculated by first calculating the efficien-
cy. In the case that a path does not exist, the 
path length becomes infinite and the efficiency 
is zero. The average shortest path length of the 
network is then defined as the harmonic mean 
of the inverse of the efficiencies [48]. 

Despite these efforts to improve the accura-
cy of network modeling, it remains difficult to 
compare networks of different sizes and de-
grees. The size or total number of vertices can 
differ between networks and change network 
characteristics. At present, there is no consen-
sus in the field how to address these questions, 
and approaches differ between scientific groups.

Dynamic processes on complex networks

An interesting branch of research in modern 
network theory, that is highly relevant for neu-
roscience, is the relationship between struc-
ture and function. The relationship between 
network topology and synchronization dy-
namics on these networks is crucial in this re-
spect, as a wide range of studies have pointed 
out that brain areas interact through synchro-
nizing activity. In brief, network synchroniz-
ability characterizes the stability of synchro-
nized state of the network. We suggest that 
network dynamics will be of increasing interest 
when studying communication patterns in 
brain networks. For a more detailed descrip-
tion of dynamic processing on complex net-
works we recommend reviews by Stam and 
Reijneveld [61], and Bocaletti et al [9]. 

Network and the brain

Neural network modeling and  
experimental studies

Watts and Strogatz were not only the first to 
model small-world networks, but also made 
the connection between graph theory and neu-
roscience. They showed that the clustering co-
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efficient and average shortest path length of the 
C. Elegans nervous system follow the small-
world principle [70]. The same was shown for 
cortico-cortical connection data of the cat and 
macaque [32]. A model study based on neuro-
anatomical data found the brainstem reticular 
formation network best described as small-
world. However, the degree distributions did 
not follow a power law in the models, making a 
scale-free architecture less probable.

Besides these studies on structural connec-
tions, some functional requirements have been 
formulated for neural networks. The brain 
must be able to perform specific tasks, which 
require areas of highly interconnected neu-
rons. These processes need to be coordinated 
in a system that combines and plans these tasks 
[59]. Sporns and others defined neuronal com-
plexity as a measure for the extent to which 
functional connectivity patterns combine local 
segregation with global integration. Moreover, 
as part of a biological system, the network has 
to be highly cost effective in terms of “wiring” 
and energy use. Computational models have 
been used to study network facilitation of neu-
ral processing. They showed that when net-
works optimize for complexity, this leads to 
increased small-world characteristics and de-
creased “wiring costs” [59]. 

The macaque cortex has also been used to 
study the correlation between anatomical and 
functional connectivity patterns. Functional 
networks proved to overlap with underlying 
structural networks in a computational model 
of macaque cortex [33]. Epileptic activity was 
used as a model for functional interactions. The 
spread of (epileptic) activity was shown to fol-
low a small-world pattern in lesioned cortex in 
vivo, suggesting a correlation between ana-
tomical and functional connectivity. Based on 
the epileptic activity in a large-scale cat cortex 
model, association fibers and their connection 
strengths seem useful predictors of global acti-
vation patterns [37]. 

Although structural networks determine 
functional connectivity patterns to an impor-
tant extent [33], this interaction may also work 
the other way around. Functional connectivity 

seems to play a role in the development of neu-
ral networks at a cellular level. Scale-free topol-
ogy was found in developing functional net-
works of the rat and mice hippocampus [11]. 
GABAergic interneurons with widespread axo-
nal aborizations function as hub neurons, and 
play an important role in the shaping of the net-
work topology and dynamics.

Human brain networks

Brain networks can be studied at various lev-
els, ranging from structural cellular networks 
to functional interactions between brain ar-
eas. In this section we will focus on networks 
based on in vivo neuroimaging and neuro-
physiological data.  Global findings seem gen-
erally in this field, but it is important to realize 
that differences in imaging techniques and the 
construction of networks may limit compara-
bility [39]. Various measures exist for connec-
tivity, and the method of choice when defin-
ing brain regions of interest can lead to differ-
ent results [69]. 

Structural networks
Structural networks of the human brain have 
been constructed from MRI recordings. 
Connections between brain areas were de-
fined as a cross-correlation in cortical thick-
ness across individual brains [31]. This net-
work was found to be small-world, and a mod-
ular structure was shown with resemblance to 
functional systems including the sensorimotor 
cortex and visual cortex [17]. Structural net-
works of grey matter areas have also been con-
structed using diffusion tensor imaging (DTI). 
Again, small-world topology was found. Also, 
several hub regions were identified, including 
the precuneus, the insula, and the superior 
frontal and parietal cortex, and parts of the hu-
man default mode network [30]. Interestingly, 
overall connectivity was higher in women, and 
their cortical networks were more efficiently 
connected than male functional networks 
[27]. Furthermore, local connectivity de-
creased with age, and older brains showed a 
shift of efficient connections (i.e., shorter path 
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length) from parietal and occipital to frontal 
and temporal regions [27]. Changes in modu-
lar structure based on age have also been de-
scribed [43]. These findings raise the question 
how structural neural network topology re-
lates to functioning.

Functional networks
In this section, we will focuss on topological 
characteristics of the functional brain net-
works, how these functional structures arise 
during maturation, and how this correlates to 
brain functioning. Functional interactions be-
tween brain areas can be studied based on the 
concept of functional connectivity. Functional 
connectivity denotes the statistical interdepen-
dencies between elements of the system, for 
instance the synchronization of two simultane-
ously recorded EEG signals [2]. It is thought 
that synchronization is a key process in com-
munication between different brain areas and 
cognitive functioning [68]. The ability of the 
network to facilitate synchronizing activity is 
therefore of great interest. Characteristics such 
as small-world index, average degree, degree 
distribution and degree correlation effect net-
work synchonizability [4, 71]. For weighted 
graphs, random networks seem most likely to 
synchronize, followed by small-world net-
works and regular networks, respectively [15]. 

Functional brain networks can be con-
structed by studying functional connectivity 
(i.e., correlation) between neurophysiological 
time series from several brain areas. A connec-
tivity matrix is then constructed, which can be 
analysed using graph theory. The connectivity 
matrix of electrophysiological recordings re-
flects a measure of synchronization or phase 
coupling of time series with a potentially high 
temporal resolution. Functional networks 
based on f MRI potentially have the highest 
spatial resolution, and are relatively easily 
compared with structural MRI anatomical net-
works. However, as with structural MRI, these 
images do not directly contain information 
about the functional coupling of brain regions. 
It is possible to construct a matrix of functional 
connectivity based on blood-oxygen level de-

pendent (BOLD) contrast f MRI [14]. A series 
of recordings is made of the subject, and the 
correlation of BOLD responses between differ-
ent regions of interest (ROIs) is calculated.

Small-world topology in the human brain 
was first shown with functional connectivity 
analysis of MEG recordings of 5 subjects [60]. 
The first f MRI network study on 90 ROIs of the 
human brain also showed small-world topolo-
gy [56]. A more recent study dramatically in-
creased network size by performing voxel-
based analysis of connectivity [66]. Neural net-
works appear to be not only small-world, but 
also scale-free, which was also found earlier in 
the macaque cortex [25, 66]. This would impli-
cate a major role for functional hub nodes in 
the human brain network. Another study 
showed that two types of hubs could be distin-
guished within the f MRI network: hubs with 
long-distance connections to other regions, 
and more “cliquishly” connected regions [1]. 

These findings implicate a modular struc-
ture of the functional human brain. As might 
be expected, modularity studies show that 
functionally or anatomically related brain re-
gions are more densely interconnected [26, 
44]. A hierarchical structure was found with 
five modules at the global level in both studies. 
Hub nodes were especially found in the asso-
ciation areas. 

Brain network topology seems to have a 
genetically determined component. Graph 
analysis of EEG recordings of 574 twins and 
their siblings showed that clustering, path 
length and small-world topology are heritable 
characteristics [58]. Moreover, network topol-
ogy changes during brain maturation [62, 10]. 
Boersma and colleagues followed 227 children 
and compared EEG recordings at the age of 7 
to EEGs recorded two years earlier at 5 years of 
age. At age 7, the children had increased path 
lengths and clustering, and a decrease of weight 
correlation in comparison to the recording of 
two years earlier. 

Supekar and others compared f MRI net-
works of children with young adults [62]. In 
children (ages 7–9 yrs), subcortical areas were 
more strongly connected with primary senso-
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ry, association and paralimbic areas. Cortico-
cortical connectivity between paralimbic, lim-
bic, and association areas was stronger in young 
adults (ages 19–22 yrs). Although all subjects 
showed small-world brain topology, hierarchy 
was higher in young adults, indicating a higher 
number of locally clustered hubs. Moreover, 
DTI-based wiring analysis showed that short-
distance connectivity weakens during develop-
ment, while long-range functional connectivi-
ty becomes stronger. This indicates a possible 
correlation between functional connectivity 
and maturation of the white matter tracts. 
These maturation studies indicate that the 
brain network evolves to a more efficient to-
pology during maturation. 

Intelligence and cognitive functioning are 
related to efficient functional network organiza-
tion [67]. Micheloyannis and colleagues con-
structed unweighted graphs from EEG record-
ings [45]. Subjects with a few years of formal 
education (LE) were compared to subjects with 
university degrees (UE) during a working mem-
ory test. The LE group showed more prominent 
small-world topology during the test than the 
UE group, which was interpreted as a higher 
need for efficient network processing in this 
group. Van den Heuvel and colleagues analysed 
fMRI BOLD images of 19 subjects and con-
structed voxel-based networks [67]. Subjects’ 
IQs correlated with shorter path lengths. The 
correlation was found to be most prominent in 
the medial prefrontal gyrus, the precuneus, and 
bilateral inferior parietal regions. Moreover, ef-
ficient wiring seems to be related not only to 
functional, but also to structural network topol-
ogy. Li and colleagues showed that structural 
network topology is related to intelligence in 79 
subjects [41]. Subjects with high intelligence 
have more efficient networks, based on DTI, 
than subjects with average intelligence. IQ test 
scores are correlated with the global efficiency 
of their structural networks.

In summary, the human brain network is 
characterized by small-world and possibly 
scale-free topology, found in both structural 
and functional brain networks. Network topol-
ogy has a heritable component but becomes 

more efficient during maturation. Efficient 
brain network organization is crucial for cogni-
tive functioning, and a more efficient network 
topology seems to be related to higher intelli-
gence.

Network alterations in brain disease

As described above, efficient functional net-
work topology is thought to reflect optimal 
brain functioning. Application of graph theory 
to brain recordings may also provide better in-
sight into underlying mechanisms as well as di-
agnostic markers for brain disease. Differences 
have been described for a range of neurological 
and psychiatric diseases, including brain tu-
mours, Alzheimer’ s disease, epilepsy, and 
schizophrenia (for an overview see [54]). 

In this section, we will focus on changes in 
functional connectivity and network architec-
ture of patients with lesional epilepsy, some of 
whom having a brain tumour, as these patho-
logical conditions are particularly relevant for 
neurosurgical practice. Brain tumours and epi-
lepsy have high co-morbidity; the incidence of 
epilepsy is 30% or more in brain tumour pa-
tients, depending on tumour type [64]. 
Conversely, the incidence of brain tumours in 
epilepsy patients is 4% [64]. Temporal lobe 
epilepsy, which accounts for half of the medi-
cally refractory epilepsies, is characterized by 
sclerosis of the medial temporal lobe. A better 
understanding of network alterations due to le-
sions may help to explain the frequent occur-
rence of epileptic seizures in these patients. We 
will first describe the state of the art in graph 
theoretical analysis of brain tumour and epi-
lepsy patients. We will then focus on future 
prospects of using functional connectivity 
analysis as diagnostic marker and as tool for 
pre-surgical planning. 

Brain tumours

Since graph analysis in brain tumour patients is 
a very novel approach, studies are still relative-
ly sparse. Our first study in these patients was 
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published in 2006, comparing MEG recordings 
of patients with various types of brain tumours 
with healthy controls [5, 6]. A general decrease 
of broad band functional connectivity (0.5–60 
Hz) was found in the patient group. Separate 
frequency band analysis showed increased 
connectivity in the delta to alpha frequency 
ranges in the patient group, while lower con-
nectivity was found in the beta and gamma 
band. Remarkably, alterations were not re-
stricted to the lesional area, but were also 
found within the contralateral hemisphere [6]. 
Unweighted network analysis showed more 
random networks in patients, as clustering was 
decreased in the patient group in the theta and 
gamma band, as well as path length in the the-
ta, beta and gamma band [5]. 

Guggisberg and colleagues also analysed 
MEG recordings for functional connectivity 
patterns of 15 brain lesion patients of mixed pa-
thology, and compared them to a healthy con-
trol group [28]. Patients with lesion-induced 
neurological deficits had decreased connectiv-
ity levels in the lesioned areas compared to the 
contralateral homologue areas. Interestingly, 
areas with decreased connectivity could be re-
sected without any deficits after surgery, as 
long as patients had no neurological deficits 
prior to the resection.

In two subsequent MEG studies, we anal-
ysed a more homogenous group of 17 low-
grade glioma (LGG) patients and compared 
them to 17 healthy controls matched for age, 
gender and educational level [12, 13]. Again, 
patients had increased connectivity levels in the 
lower frequency bands but also in the lower 
gamma band, now for long-distance connec-
tions. However, the increase in long-distance 
connectivity was also found in the lower gam-
ma band, while a decrease was found in the 
lower alpha band. A highly interesting finding 
in this study was that the functional connectiv-
ity changes were related to poorer cognitive 
functioning in the patient group [12]. Increased 
connectivity levels were again found in the the-
ta band of the patient group. Unweighted net-
work analysis showed increased theta band and 
decreased beta band clustering in patients, as 

well as lower small-world index in the beta band 
and lower degree correlations in the gamma 
band [13]. Lower degree correlation, higher 
clustering and longer path lengths in the delta 
and lower alpha band correlated with poorer 
cognitive performance in the patient group.

Brain tumour patients thus seem to have 
widespread altered functional connectivity 
patterns that may correlate with their cognitive 
deficits. Moreover, the alterations may predict 
surgical outcome regarding neurological defi-
cits. This raises the question how functional 
connectivity patterns relate to surgical inter-
vention. We have studied functional connectiv-
ity in MEG recordings of 15 brain tumour pa-
tients before and after surgery [19]. Long-
distance interhemispheric functional connec-
tivity in the theta band was found to decrease 
after tumour resection, which was not influ-
enced by several treatment- and tumour-relat-
ed factors. We speculated that the decreased 
connectivity after surgery may reflect recovery 
to a normal state, based on abovementioned 
increased theta band connectivity. Indeed, pa-
tients with a larger decrease of theta connectiv-
ity were more often seizure-free after tumour 
resection. Changes in functional networks may 
thus well be related to vulnerability to tumour-
related epilepsy, especially in the theta band, as 
we will describe in the following sections.

Summarizing these findings, we conclude 
that altered topology is found in the functional 
networks of brain tumour patients, along with 
widespread changes in functional connectivity. 
These changes seem to be related to cognitive 
deficits in these patients. Several clinical factors 
may be of influence on connectivity changes, 
such as tumour pathology, epilepsy and treat-
ment, which should be clarified in future stud-
ies [65, 72]. Network analysis seems a promis-
ing tool to better predict surgical outcome, 
which should be subject of further research. 

Epilepsy

Synchronization is crucial for information pro-
cessing in the brain. However, it is also an im-
portant characteristic of epileptic seizures [63, 
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40]. Synchronization patterns not only differ 
between the ictal and interictal state, but also 
change during a seizure. Connectivity changes 
over a broad range of frequencies were found 
in EEG recordings prior to and during seizures 
in focal and absence epilepsy patients [51, 57, 
53]. Graph analysis showed a regularization of 
network topology during seizures in the broad 
frequency band (0.5–70 Hz), but most explicit 
in low frequencies (below 13 Hz). A more de-
tailed study at seizure onset by Kramer and 
others suggests that network changes have pa-
tient-specific topographical characteristics 
[38]. They studied intracranial EEG recordings 
of four pharmacoresistant epilepsy patients. 
Again, the average path length became longer 
during ictal activity, and small-worldness in-
creased, as did betweenness centralization 
(which is a measure similar to degree correla-
tion described in the section Network degree 
above). In general, the degree decreased, while 
clustering changes were reordered differently 
depending on topographical localization.

Modeling studies
These findings raise the question what triggers 
the transition towards a pathologically syn-
chronized state, as this might explain how sei-
zures arise. Several model studies of seizure 
dynamics have suggested that epilepsy patients 
have altered network topology not only during 
seizures, but also in the interictal state. Netoff 
and others were the first to study neural excita-
tion activity in epileptogenic networks, using a 
hippocampal slice network model [47]. A 
small-world network was rewired with an in-
creasing number of long-distance connections, 
making the network more random. Results 
showed that excitation levels changed from 
normal to seizure-like activity to bursting ac-
tivity. Bursting activity was also found in inter-
ictal electrophysiology recordings, indicating 
that epilepsy patients may have more random 
interictal networks compared to healthy indi-
viduals. Dhyrfield-Johnsen and colleagues sim-
ulated medial temporal sclerosis in a computa-
tional model network by removing long-dis-
tance connections [24]. This initially increased 

the local clustering of the network as well as 
hyperexcitability. Local clustering decreased 
when the number of long distance connections 
was further decreased. Morgan and Soltesz hy-
pothesize that networks of epilepsy patients 
are characterized by “pathological hubs” that 
increase epileptic activity [46]. They showed 
that the incorporation of a small number of 
highly interconnected hub cells greatly in-
creases synchronizing network activity in a rat 
dentate gyrus model. The network became hy-
perexcitable and possibly seizure-prone. 

These modeling studies together with 
mathematical network modeling studies sug-
gest that several factors of network topology 
contribute to the vulnerability for seizures, in-
cluding path length, clustering and the number 
of hubs. Further research is needed to elucidate 
the interactions between measures such as 
overall connectivity levels, degree distribu-
tion, and synchronizability measures such as 
the eigenvalue ratio. Studying these interac-
tions should lead to a integrated model for epi-
lepsy and network topology. 

Epilepsy patient studies
Several imaging techniques have been used to 
study alterations in functional brain networks 
of epilepsy patients during the interictal phase. 
Bettus and colleagues found a general decrease 
of connectivity in an f MRI study comparing 
mesial temporal lobe epilepsy (MTLE) pa-
tients to healthy controls [7]. Temporal con-
nectivity on the contralateral side of the lesion 
seemed to be increased, which was interpreted 
as a possible compensation mechanism. Liao 
and others showed increased connectivity in 
the lesioned area but decreased connectivity 
between inferior frontal triangular and opercu-
lar regions correlated with epilepsy duration in 
f MRI recordings of MTLE patients [42]. 
Frontal and parietal within region connectivity 
was decreased as well as connectivity between 
frontal and parietal regions. The default mode 
network seemed to have less connectivity with 
other regions in patients. Network analysis 
showed lower path length and clustering in pa-
tients compared to healthy controls, indicating 
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network randomization in MTLE epilepsy pa-
tients.

We recently studied the feasibility of func-
tional connectivity of interictal EEG record-
ings as a diagnostic tool for epilepsy after a first 
seizure-like collapse [21]. We found that theta 
band connectivity of interictal EEG recordings 
was already increased in epilepsy patients after 
their first seizure. Moreover, increased theta 
band connectivity was predictive for a second 
seizure while visual inspection of the EEG 
showed no abnormalities. Horstmann and oth-
ers compared interictal EEG recordings of an-
ti-epileptic drug (AED) resistant epilepsy pa-
tients to healthy controls. Increased functional 
connectivity levels were found in patients in 
the delta, theta, and beta frequency bands of 
EEG recordings [35]. Weighted networks of 
the EEG recordings showed increased path 
lengths and clustering in patients in several fre-
quency bands. 

In two recent studies we analysed MEG re-
cordings of focal epilepsy patients with differ-
ent lesion types, and compared them to healthy 
controls [23, 65]. Functional connectivity lev-
els showed no alterations in patients compared 

to controls, but theta band PLI was correlated 
with seizure frequency in the patient group. 
Clustering was higher in the theta and lower al-
pha band, while theta band path lengths tend-
ed to be longer in the patient group. Moreover, 
theta band path length was positively correlat-
ed with time since first seizure and seizure fre-
quency. The correlation between epilepsy du-
ration, functional connectivity and network 
topology was also found using f MRI and elec-
trocorticography (ECoG) recordings of the le-
sioned area of MTLE patients [65, 42]. Our 
MEG and ECoG studies also showed differ-
ences in network topology between patients 
on AED polytherapy compared to patients on 
monotherapy. Finally, lesion type also had 
some effect on network topology in MEG re-
cordings: networks showed more alterations in 
LGG and non-glioma patients than HGG pa-
tients [65]. 

Summarizing these findings, research has 
shown alterations of connectivity levels and 
network topology in lesional epilepsy patients. 
Altered connectivity patterns correlate with 
epilepsy duration in several studies. Increased 
theta band path lengths show correlations with 

Fig.  3. Altered functional connectivity in lesional epilepsy patients 
Theta band (4–8 Hz) functional connectivity differences (p < 0.01) between lesional epilepsy 
patients and healthy controls derived from MEG recordings [65, 72]. Connections that are 
 decreased in patients are shown in the left figure, connections with increased strength in patients 
are shown on the right. In general, connections in patients seem increased, especially in the cen-
tral, occipital and parietal regions of the right hemisphere
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several factors that determine epilepsy burden, 
such as epilepsy duration, seizure frequency, 
and AED monotherapy or polytherapy. Theta 
band connectivity analysis of EEG and MEG 
recordings seems promising as diagnostic tool 
for epilepsy patients.

Localisation of the epileptic zone
Several studies have focused on more specific 
spatial alterations in functional networks of 
epilepsy patients in order to find markers of the 
epileptic zone from which seizures arise. Bettus 
and others compared functional connectivity 
patterns in EEG recordings of mesial temporal 
lobe epilepsy (MTLE) patients to those of pa-
tients with epilepsy of other origin (non-
MTLE) [8]. A general increase of connectivity 
was found in the epileptic zone of the MTLE 
patients compared to the same areas in the 
non-MTLE group in the 3.4–97 Hz frequency 
range. 

Ortega and colleagues used connectivity 
analysis of ECoG recordings to predict effec-
tiveness of surgical intervention [49| When 
sharply defined connectivity peaks were found 
in the preoperative recordings, resection of 

these peak areas was positively related to sur-
gery outcome. More equally distributed func-
tional connectivity patterns before surgery 
were related to poorer outcome. In a second 
study on five patients with similar pathology, 
the authors suggested that removal of hub 
nodes may be crucial for successful treatment, 
as these hub nodes seemed involved in the de-
velopment of seizures [50]. 

A promising approach for the identifica-
tion of seizure onset zones, even without the 
need for invasive electrophysiological record-
ings, is modularity analysis. Chavez and others 
studied modular structures in MEG recordings 
of five absence epilepsy patients and five 
healthy controls [16]. Networks were con-
structed in the 5–14 Hz frequency range, com-
bining theta and alpha band ranges. Patients 
were shown to have less modules than healthy 
controls, and the connections between mod-
ules were stronger in the patient group. 
Connectivity levels within the module showed 
only minor differences between groups. This 
study indicates that especially intermodular 
(hub) connections may play an important role 
in absence epilepsy. Future research is needed 

Fig. 4. Functional connectivity and surgical outcome 
Functional connectivity as measured on the temporal lobe with ECoG recordings during repi-
lepsy surgery, based on Ortega and colleagues [49]. Resection borders are marked by red lines, 
the colored squares indicate functional connectivity levels of 4 x 5 grid electrodes. (A) Func-
tional connectivity is shown to have a peak value in the resected area which is surrounded by 
lower connectivity levels. Resection of such a sharply defined connectivity peak is associated 
with good surgical outcome regarding seizure burden. (B) When no clear synchronization clus-
ter is present or the synchronization cluster is not resected, the patient is less likely to be seizure-
free after surgery

A B
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to elucidate whether altered modular struc-
tures are a general feature of changing net-
works across epilepsy types. Moreover, it 
would be highly interesting to see whether pro-
vincial or interregional connector hub nodes 
can be used to identify epileptic zones in MEG 
recordings.

(Impact of) surgery 

Neurosurgical resection can be seen as the in-
fliction of an acute brain lesion. It might be ex-
pected that lesions with a sudden occurrence 
in the brain have a different impact on brain 
networks than slowly developing lesions, such 
as tumours. How acute brain lesions directly 
affect functional connectivity and networks is 
difficult to study, as ideally one would like to 
have imaging of the same brain in a healthy and 
a lesioned state. We already mentioned our 
study of connectivity before and after tumour 
resection, in which networks seemed to return 
to a “healthy” topology [19]. However, this 
study focused on patients in which the brain 
was already damaged due to a tumour. In this 
section, we will discuss some modelling and 
clinical studies that indicate how neurosurgical 
intervention affects network topology.

Model studies

Modelling studies on the impact of brain le-
sions on connectivity and network topology 
have shown that neural networks are most vul-
nerable for targeted attacks on hubs. It was 
found in a cat and macaque cortex connectivity 
model that random attacks have only minor ef-
fects on path lengths,  while targeted attacks on 
important nodes have a major impact on the 
global integration of the network [36]. Scale-
free networks had most similarities regarding 
robustness against lesions with the brain net-
works. A model based on human diffusion MRI 
maps with known structural connections 
showed that targeted attacks also cause great 
disturbance on functional interactions, where-
as random attacks had relatively little impact. 

[3]. Moreover, some of the most disruptive le-
sion sites were found to be central nodes that 
corresponded to regions where lesions are 
known to produce complex cognitive distur-
bances, and were located within the “default 
mode network”. Another modelling study on 
the effects of lesions found that the most dense-
ly connected neural regions synchronize most 
easily [34]. Again, lesioning the nodes with 
most connections, especially connector hubs, 
had the largest impact on cortico-cortical in-
teractions. Given the importance of provincial 
and connector hubs in this model, findings also 
indicate that modular structure might affect ro-
bustness against targeted lesions. 

A stroke is an acute brain lesion of the brain 
that may have similar impact on brain dynam-
ics. Only one report describes a comparison of 
a (right capsula interna) stroke patient with 8 
healthy controls before and during a motor 
task [18]. EEG recordings were used to con-
struct unweighted networks, and the patient’ s 
network was compared to that of healthy con-
trols. Unweighted networks were reconstruct-
ed from this functional connectivity data, and 
the patient’ s network was compared to that of 
healthy controls. Decreased local and long-dis-
tance network efficiency was found in the beta 
and gamma frequency range for the patient. 
This indicates that less optimal network topol-
ogy may be related to neurological deficits in 
stroke patients. Further research in a larger 
population, possibly with more sophisticated 
network analysis would be of great interest in 
these patients. 

Clinical studies

We used the Wada test as a model for acute 
brain lesions in patients in [20, 22]. The Wada 
test or intra-arterial amobarbital procedure 
(IAP) is used to assess functioning of the 
brain  after “shutting down” one hemisphere 
with amobarbital as part of pre-surgical screen-
ing in pharmaco-resistant epilepsy patients. 
Functioning of the non-anaesthetised hemi-
sphere can temporarily be assessed by means 
of neuropsychological testing, while the EEG 
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is recorded. A consistent increase of connectiv-
ity was found in the injected hemisphere after 
injection. Contralateral and interhemispheri-
cal functional connectivity decreased in the 
delta and theta band after injection, while con-
nectivity increased in the beta band. We re-
cently performed graph analysis on the same 
data set [22]. Weighted clustering decreased 
after injection in the theta, alpha, and beta 
bands. There was also a decrease of the path 
length in the theta and alpha bands. Moreover, 
edge weight correlation decreased in the theta 
and beta band after injection. These alterations 
all indicate that the whole neural network be-
comes more random after sedation of one 
hemisphere, replicating the pattern observed 
in brain tumour patients. We also analysed the 
correlation between memory performance 
during the Wada test with network topology 
after injection. Increased small-world topology 
in the theta band, as well as longer path lengths 
in the alpha band, were correlated with better 
memory scores, indicating direct associations 
between network topology and cognitive func-
tioning.

In the previous sections, we have shown 
that brain tumours and epilepsy are related to 
altered functional networks. Resective surgery 
may also lead to global changes in functional 
network topology, and should be seen in this 

respect as a targeted attack of brain networks. 
We will give our vision on the future use of net-
work theory in surgical planning in the final 
section of this chapter.

Conclusions and future prospects

In this chapter, we have shown that efficient 
brain network organization is crucial for opti-
mal functioning. Moreover, network topology 
is disturbed in a wide range of neurological pa-
tients. Particularly brain tumour and lesional 
epilepsy patients may benefit from presurgical 
mapping of functional and structural networks. 
A better identification of the epileptic zone and 
target areas for surgical resection based on net-
work analysis could in the future be used to 
guide surgical procedures and improve surgical 
outcome. It may also help to improve predic-
tion cognitive deficits due to surgery, as well as 
post-surgical seizure burden in epilepsy pa-
tients. We consider the application of network 
analysis in the clinical setting an ultimate and 
feasible goal of this research. 

The rising field of network analysis of the 
human brain brings a rapidly increasing un-
derstanding of neural network functioning, 
but improved methodology is still needed for 
clinical application. Several issues need to be 

Fig. 5. Altered functional connectivity during Wada test 
Example of alterations in one patients in EEG functional connectivity during the Wada test, while 
the left hemisphere is temporarily “shut down”. The level of altered connectivity is visualized by 
the thickness of the connection; blue lines mark a decrease in connectivity, red lines mark an in-
crease. (A) connectivity is increased in the injected hemisphere, but decreased in the contralateral 
hemisphere. In general, connections to the midline (B) and connections between both hemi-
spheres (C) are also decreased
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addressed before findings in different studies 
can be properly compared. The size of the con-
structed networks is still limited by technical 
and computation power. Moreover, no para-
digm exists to properly compare networks of 
different size. Finally, it remains to be studied 
how functional networks relate to structural 
networks, or even how networks constructed 
from neurophysiological recordings such as 
EEG and MEG relate to those based on f MRI 
[14, 15].

Connectivity characteristics may provide 
markers for specific cognitive tasks. A lot of 
research in large populations is needed to 
clarify these interactions and to make it pos-
sible to take inter-subject variations into ac-
count. However, findings in both structural 
and functional imaging studies seem promis-
ing [13, 41, 67]. We speculate that advanced 
network analysis of functional modularity and 
path length and centrality per node may play 
an important role in the characterization of 
these markers.

The number of studies on the use of func-
tional connectivity for the identification of epi-
leptic onset zones and crucial areas for seizure 
spread has increased dramatically over the past 
years. Results of this increasing number of 
studies are not consistent yet, but begin to 
shape the prospects for clinical application. 
Theta band connectivity and networks based 
on MEG, EEG, and ECoG recordings seem to 
be essential in this respect, as it correlates with 
several factors determining epilepsy burden, 
including seizure frequency, duration and AED 
use [19, 13, 65, 35]. We have already demon-
strated the possible value of theta band func-
tional connectivity for diagnosing epilepsy af-
ter a first collapse in patients without visually 
detectable disturbances on EEG recordings 
[21]. Moreover, ECoG connectivity seems to 
have predictive value regarding seizure out-
come [49, 50]. A properly funded definition of 
epileptic hub nodes seems to be a pivotal step 
towards clinical application of network analy-
sis in the neurosurgical treatment of epilepsy. 

References

[1] Achar, S, Salvador R et al (2006) A resilient, low-fre-
quency, small-world human brain functional network 
with highly connected association cortical hubs. J Neu-
rosci 26(1): 63–72

[2] Aertsen AM, Gerstein GL et al (1989) Dynamics of neu-
ronal firing correlation: modulation of “effective con-
nectivity”. J Neurophysiol 61(5): 900–917

[3] Alstott J, Breakspear M et al (2009) Modeling the im-
pact of lesions in the human brain. PLoS Comput Biol 
5(6): e1000408

[4] Barahona M and Pecora LM  (2002) Synchronization in 
small-world systems. Phys Rev Lett 89(5): 054101

[5] Bartolomei F, Bosma I et al (2006a) Disturbed function-
al connectivity in brain tumour patients: evaluation by 
graph analysis of synchronization matrices. Clin Neuro-
physiol 117(9): 2039–2049

[6] Bartolomei F, Bosma I et al (2006b) How do brain tu-
mors alter functional connectivity? A magnetoencepha-
lography study. Ann Neurol 59(1): 128–138

[7] Bettus G, Guedj E et al (2008a) Decreased basal f MRI 
functional connectivity in epileptogenic networks and 
contralateral compensatory mechanisms. Hum Brain 
Mapp 30(5): 1580–1591

[8] Bettus G, Wendling F et al (2008b) Enhanced EEG 
functional connectivity in mesial temporal lobe epilep-
sy. Epilepsy Res 81(1): 58–68

[9] Boccaletti S, Latora V et al (2006) Complex Networks: 
Structure and dynamics. Phys Reports (424): 175–308

[10] Boersma M, Smit DJ et al (2010) Network analysis of 
resting state EEG in the developing young brain: Struc-
ture comes with maturation. Hum Brain Mapp 32(3): 
413–425

[11] Bonifazi P, Goldin M et al (2009) GABAergic hub neu-
rons orchestrate synchrony in developing hippocampal 
networks. Science 326(5958): 1419–1424

[12] Bosma I, Douw L et al (2008) Synchronized brain activ-
ity and neurocognitive function in patients with low-
grade glioma: a magnetoencephalography study. Neuro 
Oncol 10(5): 734–744

[13] Bosma I, Reijneveld JC et al (2009) Disturbed function-
al brain networks and neurocognitive function in low-
grade glioma patients: a graph theoretical analysis of 
resting-state MEG. Nonlinear Biomed Phys 3(1): 9

[14] Bullmore E and Sporns O (2009) Complex brain net-
works: graph theoretical analysis of structural and func-
tional systems. Nat Rev Neurosci 10(3): 186–198



Neural network analysis and its application in neurosurgical planning

387

[15] Chavez M, DU Hwang et al (2005) Synchronization is 
enhanced in weighted complex networks. Phys Rev Lett 
94(21): 218701

[16] Chavez M, Valencia M et al (2009) Functional modular-
ity of background activities in normal and epileptic 
brain networks. http: //arxiv.org/abs/0811.3131v3

[17] Chen ZJ, He Y et al (2008) Revealing modular architec-
ture of human brain structural networks by using corti-
cal thickness from MRI. Cereb Cortex 18(10): 2374–
2381

[18] de Vico Fallani F, Astolfi L et al (2009) Evaluation of the 
brain network organization from EEG signals: a pre-
liminary evidence in stroke patient. Anat Rec (Hobo-
ken) 292(12): 2023–2031

[19] Douw L, Baayen H et al (2008) Treatment-related 
changes in functional connectivity in brain tumor pa-
tients: A magnetoencephalography study. Exp.Neurol. 
212(2): 285–290

[20] Douw L, Baayen JC et al (2009) Functional connectivity 
in the brain before and during intra-arterial amobarbital 
injection (Wada test). Neuroimage 46(3): 584–588

[21] Douw L, de Groot M et al (2010a) Functional connec-
tivity is a sensitive predictor of epilepsy diagnosis after 
the first seizure. PLoS One 5(5): e10839

[22] Douw L, van Dellen E et al (2010b) The lesioned brain: 
still a small world? Front Hum Neurosci 4: 12

[23] Douw L, van Dellen E et al (2010c) Epilepsy is related to 
theta band brain connectivity and network topology in 
brain tumor patients. BMC Neurosci 11(11): 103

[24] Dyhrfjeld-Johnsen J, Santhakumar V et al (2007) Topo-
logical determinants of epileptogenesis in large-scale 
structural and functional models of the dentate gyrus 
derived from experimental data. J Neurophysiol 97(2): 
1566–1587

[25] Eguiluz VM, Chialvo DR et al (2005) Scale-free brain 
functional networks. Phys Rev Lett 94(1): 018102

[26] Ferrarini L, Veer IM et al (2009) Hierarchical functional 
modularity in the resting-state human brain. Hum Brain 
Mapp 30(7): 2220–2231

[27] Gong G, Rosa-Neto P et al (2009) Age- and gender-re-
lated differences in the cortical anatomical network. 
J Neurosci 29(50): 15684–15693

[28] Guggisberg AG, Honma SM et al (2008) Mapping func-
tional connectivity in patients with brain lesions. Ann 
Neurol 63(2): 193–203

[29] Guimera R, Mossa S et al (2005) The worldwide air 
transportation network: Anomalous centrality, com-
munity structure, and cities’ global roles. Proc Natl 
Acad Sci USA 102(22): 7794–7799

[30] Hagmann P, Cammoun L et al (2008) Mapping the 
structural core of human cerebral cortex. PLoS Biol 
6(7): e159

[31] He Y, Chen ZJ et al (2007) Small-world anatomical net-
works in the human brain revealed by cortical thickness 
from MRI. Cereb Cortex 17(10): 2407–19

[32] Hilgetag CC, Burns GA et al (2000) Anatomical connec-
tivity defines the organization of clusters of cortical ar-

eas in the macaque monkey and the cat. Philos Trans R 
Soc Lond B Biol Sci 355(1393): 91–110

[33] Honey CJ, Kotter R et al (2007) Network structure of 
cerebral cortex shapes functional connectivity on mul-
tiple time scales. Proc Natl Acad Sci USA 104(24): 
10240–5

[34] Honey CJ and Sporns O (2008) Dynamical consequenc-
es of lesions in cortical networks. Hum Brain Mapp 
29(7): 802–809

[35] Horstmann MT, Bialonski, S et al (2010) State depen-
dent properties of epileptic brain networks: Compara-
tive graph-theoretical analyses of simultaneously re-
corded EEG and MEG. Clin Neurophysiol 121(2): 
172–185

[36] Kaiser M, Martin R et al (2007) Simulation of robust-
ness against lesions of cortical networks. Eur J Neurosci 
25(10): 3185–3192

[37] Kotter R and Sommer FT (2000) Global relationship be-
tween anatomical connectivity and activity propagation 
in the cerebral cortex. Philos Trans R Soc Lond B Biol 
Sci 355(1393): 127–34

[38] Kramer MA, Kolaczyk ED et al (2008) Emergent net-
work topology at seizure onset in humans. Epilepsy Res 
79(2–3): 173–186

[39] Laufs H (2008) Endogenous brain oscillations and re-
lated networks detected by surface EEG-combined 
f MRI. Hum Brain Mapp 29(7): 762–769

[40] Lehnertz K, Bialonski S et al (2009) Synchronization 
phenomena in human epileptic brain networks. J Neu-
rosci Meth 183(1): 42–48

[41] Li Y, Liu Y et al (2009) Brain anatomical network and 
intelligence. PLoS Comput Biol 5(5): e1000395

[42] Liao W, Zhang Z et al (2010) Altered functional connec-
tivity and small-world in mesial temporal lobe epilepsy. 
PLoS One 5(1): e8525

[43] Meunier D, Achard S et al (2009a) Age-related changes 
in modular organization of human brain functional net-
works. Neuroimage 44(3): 715–723

[44] Meunier D, Lambiotte R et al (2009b) Hierarchical 
modularity in human brain functional networks. Front 
Neuroinformatics 3: 37

[45] Micheloyannis S, Pachou E et al (2006) Using graph 
theoretical analysis of multi channel EEG to evaluate 
the neural efficiency hypothesis. Neurosci Lett 402(3): 
273–277

[46] Morgan RJ and Soltesz I (2008) Nonrandom connectiv-
ity of the epileptic dentate gyrus predicts a major role 
for neuronal hubs in seizures. Proc Natl Acad Sci USA 
105(16): 6179–6184

[47] Netoff TI, Clewley R et al (2004) Epilepsy in small-
world networks. J Neurosci  24(37): 8075–8083

[48] Newman (2003) The structure and function of complex 
networks. SIAM Rev 45(2): 167–256

[49] Ortega GJ, de la Menendez PL et al (2008a) Synchroni-
zation clusters of interictal activity in the lateral tempo-
ral cortex of epileptic patients: intraoperative electro-
corticographic analysis. Epilepsia 49(2): 269–280



E. van Dellen, L. Douw, I. Bosma, J.J. Heimans, C.J. Stam, J.C. Reijneveld

388

[50] Ortega GJ, Sola RG et al (2008b) Complex network 
analysis of human ECoG data. Neurosci Lett 447(2–3): 
129–133

[51] Ponten SC, Bartolomei F et al (2007) Small-world net-
works and epilepsy: graph theoretical analysis of intra-
cerebrally recorded mesial temporal lobe seizures. Clin 
Neurophysiol 118(4): 918–927

[52] Ponten SC, Daffertshofer A et al (2009a) The relation-
ship between structural and functional connectivity: 
graph theoretical analysis of an EEG neural mass model. 
Neuroimage 552(3): 985–994

[53] Ponten SC, Douw L et al (2009b) Indications for net-
work regularization during absence seizures: Weighted 
and unweighted graph theoretical analyses. Exp Neurol 
217(1): 197–204

[54] Reijneveld JC, Ponten SC et al (2007) The application of 
graph theoretical analysis to complex networks in the 
brain. Clin Neurophysiol 118(11): 2317–2331

[55] Rubinov M and Sporns O (2009) Complex network 
measures of brain connectivity: Uses and interpreta-
tions. Neuroimage 52(3): 1095–1069

[56] Salvador R, Suckling J et al (2005) Neurophysiological 
architecture of functional magnetic resonance images of 
human brain. Cereb Cortex 15(9): 1332–1342

[57] Schindler KA, Bialonski S et al (2008) Evolving func-
tional network properties and synchronizability during 
human epileptic seizures. Chaos 18(3): 033119

[58] Smit DJ, Boersma M et al (2009) Endophenotypes in a 
dynamically connected brain. Behav Genet 40(2): 167–
177

[59] Sporns O, Tononi G et al (2000) Theoretical neuroanat-
omy: relating anatomical and functional connectivity in 
graphs and cortical connection matrices. Cereb Cortex 
10(2): 127–141

[60] Stam CJ (2004) Functional connectivity patterns of hu-
man magnetoencephalographic recordings: a “small-
world” network? Neurosci Lett 355(1–2): 25–28

[61] Stam CJ and Reijneveld JC (2007) Graph theoretical 
analysis of complex networks in the brain. Nonlinear 
Biomed Phys 1(1): 3

[62] Supekar K, Musen M et al (2009) Development of large-
scale functional brain networks in children. PLoS Biol 
7(7): e1000157

[63] Uhlhaas PJ and Singer W (2006) Neural synchrony in 
brain disorders: relevance for cognitive dysfunctions 
and pathophysiology. Neuron 52(1): 155–168

[64] van Breemen MS, Wilms EB et al (2007) Epilepsy in pa-
tients with brain tumours: epidemiology, mechanisms, 
and management. Lancet Neurol 6(5): 421–430

[65] van Dellen E, Douw L et al (2009) Long-term effects of 
temporal lobe epilepsy on local neural networks: a 
graph theoretical analysis of corticography recordings. 
PLoS One 4(11): e8081

[66] van den Heuvel MP, Stam CJ et al (2008) Small-world 
and scale-free organization of voxel-based resting-state 
functional connectivity in the human brain. Neuroim-
age 43(3): 528–539

[67] van den Heuvel MP, Stam CJ et al (2009) Efficiency of 
functional brain networks and intellectual performance. 
J Neurosci 29(23): 7619–7624

[68] Varela F, Lachaux JP et al (2001) The brainweb: phase 
synchronization and large-scale integration. Nat Rev 
Neurosci 2(4): 229–239

[69] Wang J, Wang L et al (2009) Parcellation-dependent 
small-world brain functional networks: a resting-state 
f MRI study. Hum Brain Mapp 30(5): 1511–1523

[70] Watts DJ and Strogatz SH (1998) Collective dynamics of 
“small-world” networks. Nature 393(6684): 440–442

[71] Zhou C, Motter, AE et al (2006) Universality in the syn-
chronization of weighted random networks. Phys Rev 
Lett 96(3): 034101

[72] van Dellen E, Douw L, Hillebrand A, Heimans J, Ris-
Hilgersom I, Schoonheim M, Baayen J, De Witt Hamer 
P, Stam C and Reijneveld J. MEG functional connectiv-
ity and complex networks relate to clinical characteris-
tics of lesional epilepsy patients [abstract]. In: AES Ann 
Meeting, Dec 3–7, 2010, San Antonio, USA. Poster ses-
sion 2, Abstr. 2085



389

Introduction 

It is not rare for a neurosurgeon to be surprised 
when he observes that making lesions or a re-
section in a patient’ s brain does not induce 
necessarily a deficit, or at least an observable 
deficit. This observation is common and with-
out it neurosurgery in general, and functional 
neurosurgery in particular, would not be pos-
sible to perform. Trying to understand how 
this could happen leads quickly to the conclu-
sion that those circuits are not fully necessary 
and can be deactivated or even destroyed with-
out a significant damage to the functionality of 
the brain. Several questions are raised by this 
observation. Are these lesions or deactivations 
really without any effect? Why does this hap-
pen? Could it be that those circuits are embry-
ological remnants, without real utility? Could 
it be that they have been added by evolution to 
improve the sophistication of actions, particu-
larly of movement? Evolution does not know 
how to remove previously added structures. 
Could it be that their ablation is just equivalent 
to the suppression of a circuit totally useless, 
which would be only responsible for a higher 
probability of dysfunction leading to symp-
toms or even to a disease? When they are in-
volved in the pathogenesis of diseases, then 
their ablation is acceptable as it allows the 
treatment of the symptoms without inducing 
too important defects. Are they useful but not 

requisite? In other words, are they futile? The 
term futile has been chosen because it alludes 
to some items used in everyone’ s daily life. For 
instance, jewels are not useless because pos-
sessing or wearing them provide some plea-
sure, which is not useless. But when they are 
removed or not worn, the essentials of life are 
still present. In this chapter I try to go a little bit 
further in this concept. This clearly might be 
unpleasant at the first glance, particularly for 
those who do spend their life working on those 
structures and providing valuable information 
about their anatomy and physiology. However, 
bringing this concept to reality might shed 
some light on the complexity of brain func-
tions.

Where does the concept of futility 
come from?

During surgical procedures, it is observed that 
the alteration of some structures does not in-
duce deficits or any observable postoperative 
change. This is particularly true after removal 
of rather large parts of the frontal or temporal 
lobes, usually on the nondominant side. 
Traumatic, hemorrhagic or surgical lesions of 
various parts of deeper structures, such as 
some basal ganglia (such as the ventral inter-
mediate nucleus of the thalamus, the internal 
pallidum, the subthalamic nucleus, may be the 
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nucleus accumbens), might also be clinically 
silent. This means that the functions born by 
these structures are not so important, if not 
even unnecessary. But most probably they may 
contribute to a certain level of sophistication of 
functions executed by more primordial sys-
tems, to which they have been added along 
evolution. This actually happens at the molecu-
lar level also, namely, in the metabolic futile 
cycles of Mitchell. Although the circumstances 
are different, futile cycles occur when two 
metabolic pathways run simultaneously in op-
posite directions and have no overall effect. For 
most of them, it is still debated whether they 
are useless or serve some nonevident purpos-
es. In contrast to neuronal functionally futile 
systems, they are defined as futile because two 
actions, each fulfilling a purpose, run in oppo-
site directions so that the metabolic result is 
nil. But each opposite way may have achieved a 
nonfutile goal. Here, we are considering sys-
tems as potentially futile because they seem 
not to achieve any necessary result.

How futile is a futile system?

The futility concept states that the absence of 
the system does not create any postoperative 
change. It can be easily argued that our postop-
erative evaluation of the patient is not suffi-
cient, or not sophisticated enough, to insure 
that there is absolutely no change induced. 
There is obviously no way to refute this argu-
ment and, by default, one might think that fu-
tile systems do not exist. However, we have to 
cope with the observation that, as mentioned 
above, some structures could be altered “safe-
ly” by surgery or by accident, hemorrhage, etc. 
One will define a futile neuronal system as a 
system which can be ablated or inhibited with-
out any consequence detectable by the usual 
clinical examinations or paraclinical tests eval-
uating the performances of the operated pa-
tient. When new methods are able to detect 
these changes in performance, then the struc-
ture will be withdrawn from the list of futile 
systems. In some way, one may find similarities 

with the post hoc validation hypothesis of Jean-
Pierre Changeux, who assumes that after em-
bryogenesis the neurons are interlinked by a 
large number of synaptic connections, possibly 
excessive or even redundant. Exposing the 
newborn brain to the reality of experience, in 
interaction with the external world, will vali-
date parts of this connectivity, which will be 
reinforced, while the rest may be left as is or 
even undergoes a process of degenerative atro-
phy. This functionally driven atrophy may in 
fact compensate within an individual the in-
ability of evolution to suppress, between sub-
sequent generations within the same species, 
the useless, or unused, items.

How to recognize a nonfutile system? 

For a large number, if not the majority, of the 
anatomical central nervous system structures, 
futility cannot even be discussed. These nuclei, 
bundles, or cortices do not tolerate alterations, 
which always cause, even temporarily, evident 
deficits. A lesion of the optic nerve, the chias-
ma, the optical tract, the lateral geniculate 
bodies, the optical radiations, and the calcarine 
cortex will always produce a campimetric vi-
sual deficit, the importance of which is closely 
related to the extent of the lesion. Many other 
examples can be given: Clear motor deficits 
will follow lesions of the primary motor cortex, 
the pyramidal tract, the anterior horn of the 
spinal cord, as well as of the peripheral motor 
nerves. Sensory deficits will follow lesions of 
the peripheral sensory nerves, the spinal cord 
posterior columns, the medial lemniscus, the 
somatosensory nuclei (VPL and VPM) of the 
thalamus, the thalamo-parietal projections and 
the primary sensory cortex. Many other struc-
tures could be mentioned which constitute the 
long list of nonfutile structures or systems.

When the observed deficit is transitory, the 
structure is nonetheless not futile as its altera-
tion has induced a change in performances 
which demonstrates its clear usefulness. The 
transitory nature of the impaired performance 
might be due to temporary suffering of neigh-
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boring structures exhibiting transient edema, 
to neuroplasticity, to compensation by other 
structures (often symmetrical), or within a net-
work. This does not make the system futile. 
Similarly, the work of H. Duffau has empha-
sized the “resectability” of tumor-invaded ar-
eas of the brain, taking into account the already 
lost function of the pathological area but also 
stressing the importance of intraoperative 
electrophysiological and functional explora-
tion, in order to absolutely avoid harming im-
portant nonfutile areas and to possibly recog-
nize, by their lack of intraoperative responses, 
the futile nature of other zones, which can be 
resected if needed. The purpose of this chapter 
is not to establish a hierarchy among useful 
structures, which might be an interesting ap-
proach. However, some examples can be pro-
vided.

The amygdalo-hippocampal formation 
might appear to be futile, as its total resection 
on the right side for treatment of some forms of 
epilepsy does not produce detectable cognitive 

deficits. However, on the dominant side this 
may be associated with verbal memory impair-
ment. Moreover, its bilateral ablation creates a 
severe anterograde amnesia known since the 
famously disastrous HM case. The amygdalo-
hippocampal formation could be therefore 
considered rather as a structure so important 
that its function can be achieved by only one 
structure, but it has been duplicated bilaterally. 
It is much more a very important structure, 
made bilateral in a design of security, than a fu-
tile system.

The ventral posterolateral nucleus of the 
thalamus is definitely not a futile system as it is 
part of a primary pathway for the acquisition of 
somatosensory inputs from the periphery. 
Does this mean that in the same nucleus or for-
mation such as the thalamus there might be 
systems which are futile and systems which are 
not? This is probable, and this might be the 
case of the ventromedial intralaminar nucleus 
and of the ventral intermediate nucleus. The 
question is whether they appear at the same 
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time during the ontology of the brain or they 
are subsequent, the primary systems coming 
first, followed by the futile systems? This is also 
probable, and again within the thalamus its 
components vary strongly from rodents to 
nonhuman primates and finally to human pri-
mates. It cannot be excluded that during the 
process of maturation of the brain, some sys-
tems are added which at that time have the 
properties of the futile systems.

If futile systems exist, why are they 
here? How are they generated?

The beginning is the primary reflex arch, made 
of a sensory input monosynaptically connect-
ed to a motor output. To improve the function 
of this very basic system one might imagine, 
which is what happens in fact, that extracir-
cuits impinge on the system as derivation, 
feedback loops, which are supposed to treat 
information and provide the elementary sys-
tem with additional degrees of sophistication 
(Fig. 1). This process can be repeated several 
times creating a local network whose perfor-
mances are more complex than that of the ini-
tial primary reflex arch but make the system 
progressively more complicated. Increasing 
the complication of a system, particularly in 
the nervous system, increases the probability, 
and then the risk, of a disturbance or of mal-
functions, which ends up in abnormal systems, 
in abnormal symptoms, or in an abnormal 
functional behavior. By association with other 
dysfunctions, this may even create what is 
called a syndrome or even a disease. The ques-
tion is to know if some futile systems are use-
less or simply futile as described which means 
that they are not totally useless but can be for-
gone leaving the system still correctly func-
tioning. One may assume that evolution does 
not waste efforts to build up a network which 
in fact could be useless. One cannot however 
state for sure that this never happens, and 
therefore a futile system would have been gen-

erated. It may also happen that networks cre-
ated to improve a given preexisting functional-
ity become obsolete when the level of improve-
ment they were supposed to provide is not 
anymore useful or even functioning, in the 
context of the subsequent steps of architectural 
complexification, brought up by the continu-
ing process of evolution. In the same line of 
phylogenetic evolution, evolution, in contrast 
to electronic engineers, does not have the skill 
of redrawing a scheme or an algorithm to a sim-
pler and still more efficient one. The only pos-
sibility evolution has shown is either to induce 
a mutation which would engage the genus, be-
fore the appearance of these futile networks, in 
a new way where these networks would be 
missing or to continue in the same way by add-
ing additional loops or stages. At this moment, 
it is not possible to state that such useless sys-
tems exist. 

Conclusion
Why are we disserting on these futile systems? 
Is it a pure academic brain storming, or does it 
have important consequences in terms of neu-
rosurgical practice and understanding? The 
fact is simply that the hypothetical concept of 
futile systems is generated by the pragmatical 
observation of ablative or inactivating surgical 
procedures which are free of consequences and 
do not generate deficits. To prove this hypoth-
esis necessitates that there is actually no in-
duced deficit. This depends on the resolution 
of the methods, clinical as well as instrumental, 
used for the evaluation of the subject after the 
surgical procedure. Increasing this resolution 
power of the methods would probably de-
crease the number of systems or networks still 
considered as “deficit-free”. For those which 
will remain “futile”, two questions have been 
raised. Why are they here? And how have they 
been generated? The important fact, for us 
neurosurgeons, is to realize that, if they did not 
exist, functional neurosurgery as we under-
stand it would not be feasible.
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