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Preface

With a history of 18 years, the annual ENTER conference has long been
recognized as the world’s largest event on Information and Communication
Technologies (ICTs) and tourism. Following this tradition, ENTER2011 is to
reflect the synergistic interaction between technology and tourism, which
continuously transforms the structures of the tourism industry. With the theme of
“eTourism: Present and Future Interactions”, ENTER2011 emphasizes the role of
Information and Communication Technologies on facilitating global and regional
interactions between tourism players worldwide. In the past few months, nearly
90 research papers were submitted by researchers in the fields of tourism and
technology around the world. The popularity and prominent functionality of
social media and mobile technology in connecting travelers with tourism
destinations or organizations have become two of the most researched areas at
present. As such, these are two popular areas among all ENTER2011
submissions. Consistent with the papers submitted to ENTER Conferences in the
past, most submitted papers are of good qualities that bring up innovative
research ideas with insightful findings and implications.

After the rigorous double blind reviewing, the high quality full length papers are
included in the proceedings. Prior to their final acceptance, authors of all
accepted papers were required to revise their papers to address comments from
reviewers. This is to maintain the high quality of the published articles in the
proceedings. The papers included in the volume advances in recommender
systems, website quality and analysis, user-generate content, eWOM, mobile
tourism, hospitality applications, technology acceptance and impact, Web 2.0,
destination management, technology solutions, social media, marketing, tourist
behavior, and other important topics. Authors of these articles are affiliated with
some of the world’s prominent research institutes and organizations, located
many countries in most major continents worldwide. In addition, these authors
comprise regular ENTER contributors as well as new scholars. Such a diversity
of authorship in geographical regions and topics bring a wealth of values of
international experiences and methods to examine various issues that are
pertinent to information technology and tourism. The paper co-authored by Liu,
Zhong, Ip, and Leung is of particular interest as it analyzes the progress of
research in the field based on the previous ENTER proceedings.
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We would like to thank all authors for their contributions and willingness to share
their new ideas and findings. Additionally, it not possible to have the proceedings
without the professional and voluntarily efforts of the international research
programme committee members to review submissions. Thanks are extended to
Wilco Chan, Catherine Cheung, John Fotis, Basak Denizci Guillet, Cindy Heo,
Alice Hon, Adele Ladkin, Andy Lee, Woojin Lee, Rosanna Leung, Huiying Li,
Elaina Michopoulou, Cristian Morosan, Yongli Ren, Jia Rong, Huy Qyan Vu,
Karin Weber, Edmond Wu, Honggen Xiao, and Lina Zhong for providing ad hoc
review service. These reviewers’ time and effort on carefully reviewing
submissions and offering constructive comments for improvement are
fundamental to raise the overall quality of the all accepted papers included in the
proceedings. Lastly but certainly not the least, the editorial assistance from
Crystal Ip and Daniel Leung throughout the entire process is greatly
acknowledged.

The papers in the proceedings have investigated different issues on different
topics. The papers have also provided answers to some major research questions,
and, at the same time, raised additional questions that drive future research. We
trust readers will find the papers in this proceedings informative, useful, and most
importantly, offer new insights that match the theme of ENTER2011: eTourism:
Present and Future Interactions.

We look forward to exchanging the latest ideas and findings to the worldwide
audience at ENTER2011.

Rob Law, Matthias Fuchs, and Francesco Ricci

Innsbruck, January 2011
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Abstract

Most tour planning systems have similar three-step structures: definition of the tourist profile,
evaluation of the Points of Interest (Pol), and route optimization. Having in mind that a picture
paints a thousand words, this paper describes an approach that allows tourists specify their
interests through a set of images, from which the system inferences their profile. Taken into
account the choices made by the visitor, the system infers a dynamic profile. Furthermore, the
system calculates a list of resources that match the profile with the destination tourist resources.
Each resource is associated with a weight which indicates the utility of that resource to the
profile of the visitor. Thus, visitors obtain personalized tourism recommendations based on
their preferences as a result.

Keywords: image-based profiling; travel recommender system; route planning.

1 Introduction

Existing travel recommender systems have been developed to provide suitable
recommendations for tourist destinations. However, in most of the cases, this
information is not personalized to visitors so that they have to navigate through large
amounts of information to plan their visit. Therefore, new ways to capture user
preferences are required in order to determine more sophisticated user profiles for
advanced personalization. Currently, the process of creating such profiles can be time-
consuming and tedious. However, intelligent services such as Travel Recommender
Systems (TRS) heavily rely on personal user profiles in addition to explicitly
expressed needs and constraints. Some systems tackle this problem by requesting
users to answer a predefined set of questions.

This paper presents a TRS that allows visitors configuring their own personalized
experience. First, the system defines the user dynamic profile based on socio-
demographical data, available means of transport, duration of the visit, way of visiting
and preferences. Some of these preferences are derived from a set of photographs



related to the destination which represent a combination of several static user profiles
defined by the Destination Management Organization (DMO). The system infers a
dynamic profile taken into account the choices made by the visitor. Furthermore, the
system calculates a list of resources that match the profile with tourist resources at the
destination. Each resource is associated with a weight which indicates the utility of
that resource to the visitor. Thus, personalized recommendations based on their
preferences are provided to visitors.

The structure of this paper is as follows. Section 2 summarizes the state of the art of
recommender systems and user profiling. Section 3 describes the algorithms
implemented in the proposed approach to determine the resources that best fit the user
profile. The validation scenario is described in Section 4. Finally, Section 5 discusses
some conclusions and future work.

2 State of the Art
2.1 Recommender Systems

Recommender systems are powerful tools to help online users to filter information
overload and provide personalized recommendations on various types of products and
services (Resnick & Varian, 1997). The first recommender systems have been
introduced during the last decade mainly by Amazon. Their goal was to limit the
number of items offered to users to those the system thinks are more relevant for
them. Since then, there has been an extensive research in the field of recommender
systems (Adomavicius & Tuzhilin, 2005; Montaner, Lopez & de la Rosa, 2003;
Schafer, Konstan & Riedl, 2000).

Providing personalized recommendations to users requires modelling their
characteristics, preferences and needs. This information is referred in the literature as
a User Model (UM) (Kobsa, 2001). The accuracy of the provided recommendations
depends on the quality and accuracy of the user representation in the UM. However,
the process of creating such models can be a rather annoying, time consuming and
cumbersome task (Gretzel et al., 2004). This may result in poorly defined user
profiles reducing the quality of recommendations, and consequently, the acceptance
and, thus, the success of recommender systems.

User data modelling can be performed in two ways: users can provide information
explicitly or systems can apply various reasoning mechanisms to infer information
based on the behaviour of the user (Hanani, Shapira & Shoval, 2001). It is clear that
the more information obtained from the user, the more accurate the recommendation
will be. Focusing on the tourism sector, Berger et al. (2007) have designed and
implemented a Web-based tourist type profiling tool using a statistical model
established by the logistic regression. An online survey revealing significant
dependencies between tourism-related photographs and tourist types has been
conducted. Eight sets of photographs were located in the top row and users may



switch from one set to the next by clicking the respective hyperlink. Users drag
photographs they have identified with into the lower-left area.

Moreover, Spith and Conlan (2008) have implemented a visual approach to user
modelling resulting in the VUMA (Visual User Modelling Approach) tool that can be
used in a playful and dynamic manner repeatedly during a user's engagement with a
personalization system. As a proof of concept, the VUMA tool has been adapted to a
sightseeing itinerary planner to assist tourists in planning their own personalized
sightseeing day.

Several recommendation techniques have been implemented, such as content-based
filtering, collaborative filtering, knowledge-based recommendation and multiple
hybrid approaches. This work focuses on a content-based recommender system. The
tourist resources of a destination are represented by characteristic features, and the
UM are typically represented by weights assigned to these features and representing
the degree of preference of the user for these features (Pazzani, 1999; Billsus &
Pazzani, 2000).

2.2 Travel Recommender Systems

Recommender systems in tourism, also referred as Travel Recommender Systems
(TRS) or Destination Recommendation Systems (DRS) (Staab et al, 2002;
Fesenmaier et al., 2003), are special recommendation systems used in the tourism
industry. TRS have been developed to recommend different travel destinations to the
user for a decade now. They focus on selecting destinations and offering product
packages tailored to the needs of the tourist (Ricci & Werthner, 2002). A simple TRS
asks different questions to provide one or more recommendations for travel itineraries
that match the preferences of the tourist. Furthermore, the aim of a TRS is to reduce
the time spent on the entire planning process. The TRS usually displays a range of
products based on user queries. Each query and recommendation made can also be
used to help the recommender system to learn and identify a better set of products for
future recommendations.

Two of the most popular TRS currently available are the Triplehop’s TripMatcher™
and VacationCoach Me-Print™. While the former uses brief user inputs, such as
activity preferences, people going on vacation, travel dates, and even budget in
combination with past user queries to calculate vacation recommendations matching
the user criteria, the latter uses predefined personality traits or forms that can inquire
the personality profile. The user is directly asked to classify himself so that the system
can then match the user profile with the product catalog. However, neither of the two
supports users in planning a user-defined trip package that includes a scheduled list of
preferred locations along with sightseeing recommendations according to their
preferences.

Furthermore, Trip@dvice is a travel recommendation methodology that supports
selecting travel products and building a coherent travel plan from the user point of
view (Ricci et al., 2006). In this approach, the case base is composed of travel plans



built by a community of users, extending the concept of case-based reasoning with
interactive query management. Moreover, SAMAP is a tool to make tourists plans for
a user in an “intelligent” way, considering its preferences to propose a list of activities
that better adjusts to its profile (Castillo et al., 2008). The system has to access
information about the city, personal data, interests and preferences of the user to
inference the type of activities that the user likes to do, places that other similar
profiles liked when visiting the same city and further information about basic services
required for performing the activities. The main difference with the proposed
approach is the use of images as a means to define the profile of the users.

Most of the previously mentioned TRS are based on textual input of both the user
preferences and the recommendations. Sharda (2010) introduced the concept of a
Visual Travel Recommender System (VTRS), which uses audiovisual information to
present the choices as well as the recommendations. Two important aspects of any
VTRS are: visual input and visual output (Ponnada, Jakkilinki & Sharda, 2007).

Kimber, Georgievski and Sharda (2006) have proposed the Tourism Recommendation
using Image-based Planning (TRIP) system to incorporate the visualisation of the
destination information into recommender systems. Generally, visitors have to browse
through a large number of Websites to gather the required information and sort out
the relevant details. The TRIP system aims to overcome this drawback by presenting
customised details visually. Our approach is targeted to define the agenda while on
the destination, not searching for information about a destination on the Website.

Our approach focuses on the visual input aspect with the further aim of presenting
visual content to be used to determine the profile of the visitor. In such a way, the
proposed approach can be compared to the system for visual input based
recommendation proposed by Keen and Rawlings (as cited in Sharda et al., 2008).
Their system facilitates the decision making process by using a visual scrapbook
providing a wide range of tourism products as images and videos. As the user browses
through this information, the system tracks the browsing pattern, and constructs a
statistical profile.

3 Image-based Travel Recommender System
3.1 Definition of tourist profiles

User profiling can be defined as the definition of the most relevant features of users
(socio-demographics data, travel preferences, contextual information) which will be
further used in their characterization in a tourist destination. Clustering groups of
people with similar profiles leads to the definition of static user profiles. Profiles in
this research approach can be classified into three main groups: main (type A) and
derived static profiles (type B), a weighted composition of main static profiles, both
of them defined by the DMO; and dynamic profiles (type C) which are dynamically
created for each visitor on the basis of the static profiles (type A and B) inferred from
the interaction with the system.



For each destination, a set of m derived static profiles defined in the Y vector can be
obtained as a combination of » main static profiles (type A) defined in a vector X
through the N matrix. This matrix is determined for each destination on the basis of
the information available about visitors.

Y =NX e

Where x; represents a main static profile, y; a derived static profile, and #;; the relation
(in %) between the x; main profile and the y; derived static profile.

3.2 Image-based definition of the user profiles

Most of the current search engines are based either on words to formulate a query or
on a selection from a list of items. Although this step is usually done on the basis of
text-based questionnaires that query the visitor about his budget and preferences, our
approach uses image-based interfaces to collect the requested information about
visitors in order to recommend tourist resources.

A collection of p images M is defined as a combination of static profiles (both A and
B types). Destinations must define manually the weights between the profiles and the
images represented in the 4 and B matrices. Although these weights can be only
defined for each main static profile (type A), our approach balances the influence of
each static profile (type A and B) in the image, so that their influence is not biased.

M =AX +BY )

Where my. represents each image of the set, x; a main static profile, y; a derived static
profile, ay; the weight (in %) of the x; main profile in the image and by; the weight (in
%) of the y; derived profile in the image.

Collecting the profile of the user is performed in two phases. A first set of images
displays p images related to main static profiles (type A), from which users can select
as many as desired up to a certain limit. This initial set of images presented is selected
from the database in a fuzzy way. The system extracts the most representative main
static profiles from the selection and selects a second set of p images related to type A
and B profiles. The profile of the user is then composed taking into account the
percentages of both types of static profiles in the selected set of images in the second
phase.

p p
2% 2 by
Yox; = p_ = p_m %yf T = pm )
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Where %x; is the percentage of the main static profile x; in the dynamic profile of the

user, %5y; is the percentage of the derived static profile y; in the dynamic profile of the
user, ay; the weight (in %) of the x; main profile in the image and b;; the weight (in %)
of the y; derived profile in the image.

3.3 Tourist resource recommendation

The final step analyses the user model in order to estimate the utility value of each
tourist resource for each profile. The objective is to obtain a list of tourist resources
and to generate a personalized route according to their preferences. For each
destination, a set of » main static profiles (type A) of users defined in a vector X are
related to a list of r tourist resources defined in the vector R through the O matrix,
which indicates the utility that visiting that resource might have for the user. This
matrix is determined by the destination of the basis of their knowledge and
experience.

R=0X @)

Where x; represents a main static profile, »; a resource of the destination and g; the
utility that visiting the resource 7; may have for a main static profile x;.

On the other hand, the dynamic profile of the user Z is composed by the percentages
of the static profiles X and Y as calculated in (3). However, and in order to simplify
the process of determining utilities of the resources of the destination, the system
automatically transforms the static derived profiles Y into main static profiles X as in
(1). Thus, the dynamic profile z; can be calculated as follows:

z, = %x; - X, &)

Then, the system selects the resources R which provide the highest satisfaction S for a
dynamic profile Z.

§=0Z (6)

Where z; represents the dynamic profile of the user, s; the satisfaction of a user who
visits the 7; resource of the destination and g; the utility that visiting the resource
may have for a main static profile x; and therefore, for a dynamic profile z,.

Apart from recommending the resources z; which have the highest values for the
utilities g, the system automatically generates and proposes a route maximizing the
total collected utility. First, tourist resources are transformed into nodes with the
following properties: position of each resource; the utility of the tourist resource for
each visitor; estimated visit time to the resource; open and close times; and cost (fee
or entrance). Then, intelligent routing algorithms are applied to generate the best
possible route (Garcia et al., 2009; Vansteenwegen ef al., 2009).



4 A Small Destination as a Validation Scenario

The system has been validated in the Bidasoa Activa destination, a small cross-border
DMO in the north part of Spain close to the French border. Actually, the destination is
composed of two Spanish towns (Irun and Fuenterrabia) and a third French city
(Hendaia). 70 tourist resources between monuments and accommodation types
(hotels, rural hostels) have been selected for the validation of the prototype.

4.1 Definition of tourist profiles

User profiling has been based on a complementary use of factorial and classification
techniques in order to obtain multivariable profiling. The main objective of such
techniques is the characterization of individuals on the basis of a finite number of
variables. The DMO has compiled many data about the profiles of the visitors from
the Web site (origin, hour, type of query) and also from several questionnaires at the
tourist office. These data have been reformatted to apply the proposed methodology in
this paper. Four main static profiles (type A) have been defined on the basis of the
data available:

=  Business tourism. It has been mainly detected in one of the towns of the
destination. Tourists stay in the city or its surroundings and they visit some
cultural and historical Points of Interest (Pol). If they are Spanish, they mainly
look for the typical gastronomy.

= Cultural and urban tourism. Tourists come worldwide to spend the day. Their
interest is focused on cultural experiences and good gastronomy.

= Leisure tourism. Usually spending only an afternoon or a day, tourists come to
the beach and the shops.

= Elderly day visitors coming mainly from the South of France. They also come
for the day, to shop and walk mainly with their couples.

Furthermore, 13 derived static profiles have been defined for this first prototype as a
combination of the previously mentioned main static profiles. For instance, the urban
tourist type B profile is composed of the cultural, leisure and elderly main static
profiles (type A).

4.2 Technical description of the prototype

The prototype has been implemented as a client-server architecture. The client mainly
creates and manages the interface, retrieving data from the server. On the other hand,
the server handles the database and calculates the profiles of the users taking into
account the data provided by the clients. Java Servlets have been used to implement
the logic of the server. Data from the DMO has been stored in a MySQL database. In
order to handle the communication between the database and the Servlets, Hibernate
has been integrated in the architecture to manage relational objects and to use
databases from an object oriented language like Java. Apache Tomcat has been used
for the server applications.



The communication between the client and the server is based on AJAX calls.
Applications are run on the browser of the clients, while maintaining the
asynchronous communications on the background. In such a way, changes can be
made over the websites without reloading them, increasing the interactivity, speed and
usability of the applications.

The client has been implemented using the Java’s GWT (Google Web Toolkit)
library. GWT simplifies the implementation of AJAX based applications, so that
developers can easily create and maintain JavaScript applications with complex
interfaces in a simple way. The Java code can be easily created and the GWT
compilator translates it to optimized HTML and JavaScript code. This code is valid
straight for most of the current Web browsers. Although GWT library includes
several graphical elements for the creation of Web interfaces (buttons, panels, lists),
the SmartGwt library has been added, extending the catalogue of GWT graphical
elements with new functionalities to achieve a more attractive interface.

4.3 Management tool for image-based definition of profiles

A tool for destination has been implemented so that DMO can manage and update
their tourist profiles and the images required for the UM. The tool includes user-
friendly questionnaires to add, edit or remove images from the system, always taking
into account that the staff of the DMO may not have technological skills. Three main
functionalities have been implemented. First, the tool allows the DMO to define the
main static profiles (type A), the derived static profiles (type B) and the weights of the
associated static profiles (matrix N). To create a new profile Music (Figure 1a), the
DMO has to name it and provide the percentage of the static profiles for this new
profile (Leisure 10%, Art 60% and Culture 30%).
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Fig. 1. (a) Definition of derived static profiles (type B); (b) Association of the static
profiles to each of the images.



Secondly, the DMO can manage the images that are used to determine the profile of
the visitor. Each image is characterized by several parameters, such as its name,
description, URL and associated profiles (type A and B) (Figure 1b). Finally, the
system needs updated information about the tourist resources in order to provide
accurate recommendations (Figure 2). Each resource has an associated main
photograph, an estimated visit time (for attractions and museums), a cost, contact
data, booking and other features (accessibility, guided visits). Moreover, resources are
geolocated on Google Maps in order to simplify the interaction with the DMO.
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Fig. 2. Management of tourist resources.
(a) Definition of the main features of each tourist resource including utility;
(b) Geolocation of resources.

4.4 Determining the profile of the user

In order to determine the dynamic profile of each visitor, the system asks the user to
provide some information about personal and travel characteristics (Figure 3). These
features include group composition, means of transport, budget, travel period,
knowledge of the destination area, and preferred activities. This information is
gathered by using a kiosk at the destination.
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Fig. 3. Flow diagram for the definition of the preferences of the user.

Users can select a range of images based on main static profiles in order to inference
their profile. For instance, during the first interaction (Figure 4(a)), the user selects the
images highlighted in blue such as Lake, Pintxos and Windsurf. As these images are
related to cultural and leisure tourism main static profiles, the system displays further
images related to those profiles and other derived static profiles. The user selects the
Scuba-diving and Parapent, related to the leisure tourism main static profiles and the
derived profiles German tourist, young Basque day visitor and young Basque day
visitor with friends (Figure 4(b)).
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Fig. 4. (a) First interaction of visitor to determine the main static profile of the user.
(b) Second interaction to determine the derived profiles.

Once the profile is calculated on the basis of the image-based algorithms, the system
determines the most attractive tourist resources for the visitor based on their utility
defined by the destination. It must be mentioned that this utility may change for the
same tourist resource depending on the dynamic profile of the user. Finally, the
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system proposes a personalized list of resources so that the user can select and
configure the sightseeing day.

5 Conclusion

This paper presents an image-based travel recommender system that allows the
generation of personalized tourist tours. The systems aims at creating activity
packages and a personalized agenda taking into account the restrictions imposed by
the user and his/her preferences. Therefore, it is necessary to define the profile and
selection criteria of the user.

When the visitor starts using the system, he/she should define his/her profile (young,
family, retired), restrictions (time, available budget) and preferences using an image-
based system. This interface offers a new approach over the existing ones based
mainly on dialogs and questions about the preferences of the user. Although filling in
the questionnaires is a tough work and it is not fulfilled correctly in many cases, such
information is crucial for the recommender system to work properly and select the
most appropriate attractions for the user.

The recommender system creates a list with the tourist resources that fit best to the
profile of the user taking into account his/her preferences and the available
information about the DMO. From that list, the module in charge of the generation of
personalized tours selects the attractions compatible with the schedule and budget
restrictions defined by the user, proposing several tourist resources. Visitors will build
their own plan from those resources using an image-based interface to select other
options. The project is being validated in the Bidasoa area, which offers several
attractions and enhancing activities in different fields, such as cultural heritage, nature
or sports.
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Abstract

Based on a case study in Valais (Switzerland), this paper discusses recommender system
technologies used to help clients choose tourism service packages online. Different
recommender systems are first presented and then analysed in relation to dynamic packaging.
Five solutions are finally proposed.

1 Introduction

Tourism packaging offers an important potential for tourism destinations wanting to
develop a reservation platform that includes the different services available in a
region. Potential clients thus have access to a consolidated offer that may facilitate the
planning of their trip.

The eComTour project, carried out by the Institute of Business Information Systems
and the Institute of Tourism of the University of Applied Sciences Western
Switzerland (HES-SO), analyses the technical requirements and potentials of such a
platform with different tourism service providers in the Valais (Switzerland).
Different functionalities and a design for the booking creation process were defined.
The present document analyses how recommender system technologies can be used to
improve personalised packages for clients.

The main proposal is to integrate a recommender system that suggests products to the
clients. Several technologies are possible, and the problem must be thoroughly
analysed in order to choose the right one. We will also discuss the integration of user
profiles and their preferences.

For each of the above cited aspects, we will present the general technologies and
discuss their value and applicability for a tourism packaging platform, i.e. their
potentials and pitfalls.

The paper is structured as follows: Our case study is presented in section 2. Section 3
introduces recommender systems in general. Section 4 explains collaborative systems,
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section 5 content-based systems and section 6 knowledge-based systems. In section 0,
the use of recommender systems for dynamic packaging of tourism products is
analysed. Section 0 is the conclusion.

2 Case Study

Valais Tourismel has commissioned us to evaluate the need for and the technical
possibilities of an e-commerce platform that offers dynamic packaging of tourism
services for the destination Valais in Switzerland, with a common entry platform for
all tourist services offered in Valais (cf. Fig. 1).

WEBSHOP VALAIS TOURISME . ¢

Inventory of tourism products in Valais

i""’f”f" $331

-

Hotels, real estate agencies, resorts, sport shops, ...

Fig. 1. Tourism e-commerce platform for Valais Tourisme

Dynamic packaging can be considered an electronic system that guides the consumer
(or the travel agent) through the design, the booking and the payment of their holiday
or trip, according to their needs or desires. The user can dynamically assemble the
different components of their choices and then complete the transaction in real time.

Such a dynamic packaging solution requires the creation of an electronic window that
combines the entire tourism offer in the Valais. The solution can be used by all
service providers and is based on the services developed by them. These services will
not be replaced, but integrated into a new or existing e-commerce solution.

Nowadays, it is relatively easy for IT providers to propose dynamic e-commerce
solutions if they are based on their own software components?2. If this is not the case,
each integration of a new external partner requires a tailored development within an e-
commerce solution, generally by means of web services.

1 http://www.valais.ch/
2 Examples in French-speaking Switzerland: eLiberty by Bemore (http://www.bemore.ch), Villars (http://www.villars.ch), etc.
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The ultimate goal of a dynamic packaging portal is to give clients the opportunity to
choose the service package they like, at a suitable price and with the best possible
quality. There are a great number of possible package combinations. An intelligent
system that recommends individual services for a package or even entire tourism
service packages can therefore help the client choose among the many services
offered. The aim of this paper is to determine which recommender systems can be
used on a package creation platform.

3 Recommender Systems

The main objective of recommender systems (RS) (Adomavicius & Tuzhilin, 2005)
(Zanker & Jannach, 2010) is to help users find the products that are best suited for
them. These systems facilitate the presentation of the available information and assist
the client during the purchase process by providing targeted advice. Many online
shops such as Amazon.com use recommender systems.

A recommender system can have two main functions: it can improve the quality of
choice and decrease the decision time, and, at the same time, increase product sales. It
has the following advantages: i) reduction of the cost of research (extraction of data)
by offering only suitable products; ii) serendipidity, i.e. the platform can suggest
products the client did not know before.

Recommender systems mainly differ in the conditions of the system, which they have
to implement: What product data is available and what are the data characteristics?
Do users leave feedback, e.g. ratings? Does the website have regular subscribed users
or do users only visit occasionally? All these aspects must be taken into account when
choosing which RS technique to implement into a platform. Not every method is
suitable for every problem. We will hereafter present the main recommender systems
and then determine which of their features are essential for a packaging platform.

3.1 Formalisation.

In this section, we introduce a formalisation of the recommender systems problem
such as presented in (Adomavicius & Tuzhilin, 2005):

e (represents all users (a potentially large group);
e S represents all items (or products) that can be recommended, i.e. hotel bookings,
ski rentals (a potentially very large group).

u is a utility function that measures if an item s is useful for a user c:
u:CxS—>R

R is an ordered set (e.g. real values). In many application cases, it is not necessary to
define a score (utility) for all items, but only for the most important ones.

The aim is to choose for every user ¢ of C the item s’ of S that maximizes the utility
for the user:

Ve eC,s', =argmaxu(c,s)
seS
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The utility of an item for a user can be defined using a function specified by the
application or be represented by user ratings.

Every user ¢ of C can be described by a profile, which includes information about
their age, their gender, or a simple identifier. Similarly, every item s of S can be
defined by a number of features. A hotel booking, for instance, can be described by
the surface of the hotel room, etc.

The main problem of RS lies with the fact that the utility of all combinations of ¢ and
s cannot be predicted. It is therefore necessary to estimate this utility for all new
cases. This extrapolation is defined by an estimated optimisation function of certain
criteria or by an empirical law. Once this law is defined, i.e. once all user feedback
has been extrapolated, the first item(s) that maximize their utility can be
recommended to the user, such as described in the above function. The different RS
methods differ in the way non-existing user ratings are extrapolated.

3.2 Main paradigms

Different RS paradigms exist. Collaborative RS recommend items that people with
similar preferences have liked in the past. Content-based RS recommend similar
products to the ones the users have liked in the past. Knowledge-based RS recommend
items that correspond to user needs on the basis of existing items, user profiles (and
possibly contextual parameters of these users) and knowledge models. Hybrid RS
combine several technologies of the other paradigms.

These different paradigms represent multiple and very different technologies.
Therefore, the problem (in our case dynamic packaging for the tourism industry) has
to be thoroughly analysed in order to choose the technologies that are best suited for
this problem. The relevance of the recommendations should also be measured by
separating the model training data from the data resulting from their evaluation, and
by analysing real recommendations. Quantitative measures of the relevance of these
recommendations should then be analysed, i.e. the clients’ satisfaction with a
recommendation or “online reconversion” of a recommendation (did the user follow
the recommendation, did the recommendation result in a purchase?). The following
sections present the main paradigms in detail.

4 Collaborative Recommender Systems

Collaborative recommender systems predict the utility of an item on the basis of the
opinion of other users, i.e. by using the wisdom of the crowd.

A collaborative RC estimates the utility u(c,s) of an item s for a user ¢ using all
utilities u(c;s) estimated by all users ¢; of C that are “similar” to user c. For instance,
to make recommendations to a user looking for a package including “wellness” and
“snowshoes”, packages of similar users can be chosen.

Collaborative filtering. Collaborative filtering CF (Goldberg, Nichols, Oki, & Terry,
1992) is used by most collaborative RS and by online shops such as amazon. CF puts
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forward two basic hypotheses: 1) users rate items/products; ii) users have similar
behaviour that does not change significantly, i.e. they will like the same things in the
future than they like now.

Many technologies have been developed that differ mainly in their definition of
similarity and prediction. According to (Breese, Heckerman, Evans, Gladish, &
Pazzani, 1998), two main methods can be distinguished. Memory-based CF directly
uses the rating matrix to make recommendations, i.e. runtime analyses. These
methods are not suitable for large data sources. Model-based CF is an offline-based
method that learns a model using rating matrices. During runtime, this model is then
used to make recommendations. These latter methods are much more run-time
efficient, even though the development of the model, which needs regular updating, is
expensive.

Memory-based CF: the example of item-based CF. ltem-based CF is one of the
most efficient memory-based methods. It uses the similarity between items (and not
users) to make predictions.

To define the utility of an item i for a user u, this methods searches for all similar
items and uses the ratings by u for this subset of items to predict the utility of i

We have already mentioned the problem of the complexity of memory-based
methods. Another well-known problem is the “cold start”, i.e. how to recommend
items that have only just been introduced or how to ma

ke recommendations to new users. This problem can be solved by obliging new users
to rate certain products or by using other methods (demographic data).

Model-based CF: the example of association-based CF. A classical model-based
method is the one that uses association rules (affinity analysis). This method defines
“what goes with what” and is ideally used for online sales of products. Its aim is to
define rules such as “if the client books a golfing holiday, he will book a 4- or 5-star
hotel and a wellness package”.

Various rules can be defined based on these transactions, for instance: {golf, 4*hotel,
wellness} could mean “If golf, then 4*hotel and wellness”, but also “If golf and
4*hotel then wellness”, etc. The part before if is called antecedent, the part after if is
called consequence. The first step consists in generating all possible association rules
using the Apriori algorithm. This generation is exponential to the number of items. To
decrease this complexity, Apriori counts up the frequencies, called the supports, of
each member item separately. Once all possible rules have been generated, the rules
that indicate a strong dependence between antecedent and consequence have to be
chosen. The dependence of every rule can be defined by a confidence index, which is
calculated as the number of transactions of items of the antecedent and the
consequence divided by the number of transactions of items of the antecedents only.
The rules that are finally kept are the ones with the largest confidence index.
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Discussion. A large number of varieties of collaborative recommender systems exist,
which all use different methods (e.g. clustering...). These methods have the
advantage of being well-known and of not requiring specific knowledge of the subject
area. However, a user group and a sufficiently large database are required.

5 Content-based Recommender Systems

Collaborative RS do not need any information on the recommended items. However,
this information can prove very useful as, for instance, a golf course can be
recommended to a person who has already used this service in the past. This is
exactly what content-based recommender systems do. They use information about
items (their confent) and a user profile that describes what the user likes
(preferences).

Next, the user preferences have to be learned so that items can be recommended that
are similar to the user’s preferences. User profiles are either explicitly defined by
interrogating the user or implicitly learned using, for instance, transactions. A
content-based RS calculates the utility u(c,s) of an item s for a user ¢ using the
utilities u(c,s;) that this same user ¢ has attributed to the items s; of S that are similar
to s.

The description/content of an item s (that can be written as confent(s)), can be
described by the attributes of the item. These attributes are typically key words.
According to the item description, three content-based RS types can be distinguished:
structured items (data based on a precise model, typically organised in relational data
bases), non-structured items (text data) and semi-structured items (a mixture of
structured and non-structured items). In the first case, a preference-based approach
can be used (cf. below). In the two other cases, structured data has to be extracted
automatically, using Information Retrieval (IR) or Machine Learning methods, such
as the Naive Bayes Classification (Pazzani & Billsus, 1997) or Support Vector
Machines (Vapnik, 1995).

Similarity measure. For these algorithms, it is thus essential to measure the
similarity between items. One of the most common (IR) methods is TF-IDF, which
encodes a document into a multi-dimensional Euclidean space. TF (Term Frequency)
measures the frequency of a term in a document (according to the length of the
document, this measure is often standardised). IDF (Inverse Document Frequency)
measures the importance of a term by dividing the total number of documents by the
number of documents containing the term and then by taking the logarithm of this
division. The resulting matrix is generally very large, with a lot of “holes”. It can be
improved by omitting terms such as articles (the, a, etc.).

Profiles and recommendations. Based on this representation of items, content-based
RS will create a content-based profile(c) for every user, which is derived from their
preferences. One method to create these profiles consists in extracting the key words
of all items the user has liked. For a total number of & set key words, this profile can
be described as a weight vector (w.,...,w.), where the weight w,.; describes the
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importance of the item k; for the user c¢. This vector can be calculated differently,
using the ratings (appreciated/not appreciated) of all items.

The recommendation problem for a user can thus be described as follows (using the .-
nearest neighbour algorithm). For every item i of the catalogue, it must be decided if
it can be recommended to a user ¢. From the ratings of a group of items D made by c,
the system finds the items out of D that are most similar to i (using similarity
measure). The result, a subset of similar items, is then used to predict the rating of i
(e.g. by majority).

Preference-based approach. This method directly uses the structured data, i.e. data
from different databases from different tourism service providers (dynamic
packaging). With the preference-based approach, the creation of recommendations is
considered a comstraint satisfaction problem or CSP (Tsang, 1993). Multi-variable
problems are described as constraints between these variables. An optimal solution
must be found among all possibilities based on the preferences of a user. We have the
following data tuple (X, D, C, I):

e X represents the attributes {x, ,x,} that describe all items; e.g. X={type,
numberOfRooms, surface, ratePerWeek};

¢ D represents the authorised domain values {D,, ,D,), where every D; represents the
set of possible values for x;; e.g. Dy = {chalet, apartment}, Dyunberomoons = [1,8],
DSurface = [1 0’300]’”2? DRatePerWeek = [Or 10 )OOOJCHF’

e C represents the constraints {c;, ,c,}, where every ¢; is a constraint function that
describes the values that a subset of X can have; e.g. Cpypesize. if type = chalet then
surface > 70m’;

o [is the set of items that will be recommended to the user; it is part of the Cartesian
product D = D;x D, x ... x D,. e.g. {chalet, 7, 220 n’, 2°500}.

With the preference-based approach, the user preferences must first be defined
(expressed as strong and weak constraints). Based on the declarative description of a
problem, a CSP? solver will find a set of values for the attributes (variables) that fulfil
the preferences (constraints).

Discussion. There are different limitations to content-based RS. In order for these
methods to work, training data is needed, which is not always possible. These
methods also tend to be too specialised and suggest items that are really too similar.
The main limitation however is the need for keywords that have no semantic
representation (knowledge). We will see in the next section which solutions are
proposed to solve this problem.

The preference-based approach has the advantage of being applicable to structured
items. Its main problem though is the time-consuming and complex interaction with
the users to collect their preferences.

3 Many different solvers are available, also as open source (e.g. http://jacop.osolpro.com/).
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6 Knowledge-based Recommender Systems

Knowledge-based recommender systems use technologies based on the representation
of knowledge of items and users. Three types can be distinguished: conversational
RS, taxonomy-based RS and ontological filtering.

Conversational RS. These recommender systems use case-based reasoning (Leak,
1994). Like the FindMe system (Burke, 1997), this method constructs a two-step
conversation with the user. First, the system asks the user about their preferences.
New preferences are then implicitly construed through critiques of the
recommendations (e.g. too expensive). The system allows the user to navigate
through suggestions without having to know all of the items’ criteria. The aim of the
system is to resemble a conversation with a salesperson.

It is also possible to add constraints to user preferences, e.g. “if the user books the
tourism service A, they must have booked the tourism service B”. These constraints
can be strong or weak and must be used by the RS.

Taxonomy-based RS. It can be disadvantageous to use only key words to describe
the items, as it is very probable that the key words defined by a user cannot be found
in the items/documents. A faxonomy describing the concepts can therefore be very
useful to complete the search. Middleton, for instance, uses a taxonomy to complete
user interest profiles (Middleton, Shadbolt, & Roure, 2004). Collaborative filtering is
then applied to these complements to create recommendations.

Ontological filtering. Even though using a taxonomy proves to be very relevant,
Middleton and also (Ziegler, Lausen, & Schmidt-Thieme, 2004) assume that the
taxonomy preexists, i.e. that it is static and cannot dynamically react to the addition of
new items to the electronic catalogue. This limitation is to be overcome with
ontological filtering* (Schickel-Zuber, 2007). This RS uses an ontology to enrich the
catalogue and to deduct the missing preferences. This deduction makes the collection
of user preferences unnecessary. To generate recommendations, the knowledge of
items and user preferences are used instead of collaborative filtering. If an ontology
describing a catalogue is missing, it is automatically learned. In addition, an ontology
can be customised for specific users.

Discussion. Knowledge-based RS are used very little, probably because collaborative
filtering produces rather good results. One of its disadvantages is the requirement to
manually model the subject area into a representation of the knowledge. This
disadvantage was overcome by ontological filtering, which automatically constructs
the needed ontologies.

# Ontological filtering is protected by patents and led to the creation of the Swiss company
Prediggo, which deploys its software in a large number of online catalogues.
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7 Recommender Systems for Dynamic Packaging of Tourism
Services: Synthesis

Considering the potential of RS, online tourism services and especially dynamic
packaging of tourism services, have very distinctive characteristics. Two features
need to be pointed out. A user who books a tourism service (a package or part of a
package) is, in general, not a regular visitor of the website. That is, his profile is not
known in advance, he has no purchase history and he has probably never rated any
other items.

Recommendations can be made for accommodation types or for packages. In the first
case, the integration site will have different RS for every type of service. In the
second case, a recommendation will be made for a service package. These two types
of recommendations correspond to two types of architectures that will be discussed
hereafter.

Solutions for individual services. If recommendations are made for individual
services, a system is created where, step by step, recommendations are made for every
single service. If, during a booking, the client first wants to book accommodation, an
accommodation recommendation will be made. In a second step, a recommendation
for winter sports will be made, and so forth. For these individual recommendations,
the following RS could be used:

e Solution 1: If ratings of individual services can be obtained, a memory-based CF
can be used. However, this method is necessarily based on a user profile, so that
similar user profiles can be found (cf. item-based CF). The user must thus be asked
to rate certain offers or to create a basic profile.

e Solution 2: With ontological filtering, more precise recommendations can be
made, without having to collect user preferences, because this RS uses an ontology
to deduce missing preferences.

The implementation of these solutions presents an additional complexity: several RS
have to be integrated into a single information system (i.e. the packaging platform).
Recommendations for individual services also present the following fundamental
problem: they do not take into account the entire booking process with its constraints.
If, for instance, a family with four children wants to book a package, the presence of
the children will have an influence on the services (type of accommodation, activities,
etc.) and on the constraints on these services (e.g. budget constraints). A user should
be able to determine an upper price limit for the package. For this reason,
recommendations for service packages seem to be the more interesting option (from
the client’s point of view).

Solutions for service packages. The second possibility is to make recommendations
for tourism service packages (Ricci, 2002). There are mainly three different solutions,
the last two being the solutions generally found in the literature:

e Solution 3: This relatively simple approach consists in making association rules.
This method requires an extensive history of purchased packages in order to find
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out which services have been bought together. The advantage of this method is that
the rules can be calculated offline (e.g. every night), so that recommendations can
be made very efficiently when the client is online.

e Solution 4: Most research suggests the use of conversational RS using case-based
reasoning. As with the example presented by (Ricci, Mirzadeh, & Venturini, 2006),
a conversation system finds out user preferences or suggests examples that the user
rates. The system then suggests products to the user and uses their feedback to
improve the recommendations. One of the advantages of this system is the fact that
it does not require much user feedback. That is, it can immediately be used (no
cold start issues).

o Solution 5: The preference-based approach uses structured data, i.e. the kind of
data integrated into packaging platforms. This method presents the disadvantage of
requiring user profile information. In a second step, a solution is applied to a
constraint satisfaction problem. The VIBE system by ConfigWorks? is an example
of such an application that uses a conversational RS such as CSP to recommend
packages in the tourist destination of Warmbad-Villach® (Jannach, Zanker, &
Fuchs, 2009).

8 Conclusions

In this paper, we have analysed the different recommender systems that could be used
for a dynamic packaging application for the tourism industry. After presenting the
different methods, we have suggested five solutions for the application of RS
methods. Solutions 3, 4 and 5 are, in our opinion, the best options. For an optimal
choice, the components of the package and their number would have to be defined
more precisely. It could be useful to work in two steps. First, the packaging platform
could be developed, web services integrated and all transactions recorded. Then, a
thorough analysis of this data could be made and a feasibility study with different RS
methods could be carried out in order to develop a functional prototype. This study
would imperatively have to measure the calculation time of a recommendation, the
precision and the utility of the recommendation, and the cost for the implementation
and the maintenance of the system.
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Abstract

Tourists often have a hard time making their tour plans, especially when they are visiting a
large city on a tight schedule. To relieve tourists from such difficulty, a computer-aided
interactive tour planning system, called CT-Planner2, was developed. This system models a
tourist advisor who makes tour plans customized for individual tourists. Guided by an
interactive agent, each user of this system can request when and where he starts/ends his tour,
which tour criteria he wants to emphasize, and which attractions he especially wants to
visit/avoid, as well as compare several plans that the system automatically generates. By
repeating the revision of tour plans in an interactive manner, the user can eventually build a
custom-made tour plan that fits his requests and preference. In our user test, the usability and
potential of the system is evaluated positively by the participants.

Keywords: computer-aided tour planning; candidate/critique model; selective travelling
salesman problem; user’s preference; custom-made tour plan.

1 Introduction

Imagine that you are visiting Tokyo for a conference, after which you have a day off.
Probably you want to visit several places for sightseeing. If so, which places do you
visit? You may browse a guidebook or web site, or ask somebody, to find out what
places in Tokyo will be interesting for you. However, even if you have found several
interesting places, it is difficult to determine how many of them you can visit only in a
day, since you do not know the time necessary for visiting each place, as well as the
time necessary for travelling from one place to another. Your guidebook may kindly
show some model plans, but it is not guaranteed that these plans include one that fits
your interest and schedule. Alternatively, you can consult an expert, such as a staff in
a tourist information office or a concierge in your hotel. However, in a foreign
country you may experience difficulty in communicating with such experts.

To relieve tourists from such difficulty in tour planning, several researchers have
developed the systems that support the user’s tour planning. Some systems
recommend attractive points-of-interest (POIs) in the target area, taking the user’s
tour preference into account (e.g., Ricci et al., 2002; Schmidt-Belz et al., 2002;
Ardissono ef al., 2003). Some systems optimize the tour schedule complying with the
user’s request (Maruyama et al., 2004; Seifert, 2008). Some systems score the POls
based on the user’s preference and then generate a customized tour plan for each user
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(Kishimoto & Mizuno, 1997; Kurata et al., 2000; Goy & Magro, 2004; Lee et al.,
2007). Typically, these systems are aimed at rather fully-automated generation of tour
plans. CT-Planner (Kurata, 2010), on the other hand, emphasizes the concept of
interactive assistance—it models the interaction between a tourist and a tour advisor,
where the advisor shows several sample plans to the tourist, learns the tourist’s
preference and requests from the tourist’s feedback, customizes the plans accordingly,
and asks for the tourist’s feedback again to refine the plans. Kurata (2010) asserted
the potential of such interactive assistance, because the user can see the actual plans
from the beginning, without thinking about his own tour interests which he is often
not well aware of. However, he did not conduct an official user test to substantiate his
claim. In addition, CT-Planner still had room for improvement of user-friendliness
and interactivity. Thus, in this work, the revised version of CT-Planner, namely C7-
Planner2, was developed and evaluated through a user test. This paper introduces CT-
Planner2 and its mechanism, as well as reports the result of the user test. Note that
CT-Planner stands for Collaborative Tour Planner, and also City Tour Planner as it
mainly targets city-scale day tours. Currently, CT-Planner2 works on a Windows PC
as a stand-alone application.

The major contribution of this work is, in an academic perspective, to introduce an
alternative approach to computer-aided tour planning that emphasizes collaborative
design of tour plans by the system and the user, and in an industry perspective, to
demonstrate that this approach is highly potential as the users get high satisfaction
through their active involvement in revising their tour plans.

The remainder of this paper is structured as follows: Section 2 reviews some key
ideas of computer-aided tour planning. Section 3 describes the design concepts of CT-
Planner2, while Section 4 explains its mechanism. Section 5 reports the result of our
user test and identifies remaining problems. Finally, Section 6 concludes with a
discussion of future work.

2 Computer-Aided Tour Planning

People have a large variety of tour interests. In addition, there are a large variety of
tourist attractions, especially in huge cities which attract many tourists. Hence, user-
adaptation techniques for filtering, sorting, and refabricating tourist information for
individual tourists have been long discussed and implemented in many tourist
information systems. Such techniques are especially important for tourist information
services on mobile devices, because the users have to process the tourist information
in a short time during their tour on a tiny screen.

A key question in such user-adaptation techniques is how to estimate the value of
each POI for each user. In early systems, a user was asked to set several preference
parameters manually, for instance, by sliders (e.g., Kishimoto & Mizuno, 1997;
Maruyama et al., 2004; Hochmair & Rinner, 2005). Then, the value of each POI in
the target area is estimated, considering the matching between the POI’s character and
the user’s preference. To achieve more natural interactions, the system by Kurata et al.
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(2000) adopted an on-lime questionnaire, in which the user is asked to compare
several pairs of tour purposes. Then, from the user’s answers the system calculates the
user’s preference parameters. Alternatively, CT-Planner (Kurata, 2010) asks the user
to compare tour plans; the system provides several plans of different characters,
calculates the user’s preference from the selection of his favourite plan, and again the
system shows a set of adapted tour plans to the user to ask his feedback. With this
interface, the user no longer has to specify his tour interests explicitly before seeing
actual plans. This technique, called candidate/critique model, was proposed by
Linden et al. (1997) who applied it to online airplane ticket sales.

The controversial issue of such preference-based approaches is the validity of
measurement of users’ tour preference. To skip this problem, some systems adopted
collaborative filtering (Rensnick et al., 1994), which is now used practically in many
recommender systems (Bachrach ef al., 2009). In this approach, the evaluation of
each POI by previous visitors is used for the estimation of its value for each user,
assuming that tourists with similar profiles (gender, age, travel history, etc.) give
similar evaluations to the same POI (Ricci ef al., 2002; Lee ef al., 2007). Even though
this approach imposes fewer burdens on the users, the validity of the above
assumption needs to be carefully examined. In addition, this approach requires a large
amount of evaluation data by tourists.

Seifert (2008) pointed out that the main disadvantage of computer-aided tour planning
systems is that they exclude the user’s participation in the process of planning. Indeed,
according to the user test by Kurata et al. (2000), users complained about the inability
to customize the recommended tour plans by adding or removing POIs that they want
to visit/avoid. The same problem is also seen in other tour planning systems.
Exceptionally, P-Tour (Maruyama et al., 2004) allows the user to indicate where he
wants to visit/avoid, although indirectly, by assigning high/low scores to the POlIs.
However, P-Tour forces the user to evaluate all POIs in the target area, which requires
a lot of time and effort. From this lesson, CT-Planner (Kurata, 2010) allows the users
both to specify their requests on some POIs and to leave the evaluation of the
remaining POIs to the system.

3  System Design

Following the former version, CT-Planner2 models a tour advisor who makes tour
plans customized for individual tourists. It emulates the following roles of the tour
advisor:

e To propose sample tour plans to the tourist, based on the advisor’s knowledge
about the tourist’s profile

e To handle the tourist’s request about the overall character of his tour plan, as well
as his special request to include certain POIs in the plan or to remove them from
the plan

e To judge the tourist’s preference from his feedback



28

The idea of modelling a tour advisor’s role to realize user-friendly interactions is also
seen in Garcia et al. (2010), but they do not adopt a repetitive process like ours where
the tour plans are refined gradually as the user’s preference and requests become
clearer.

Currently CT-Planner2 targets Yokohama, a portside city near Tokyo, which attracts
more than forty million tourists in a year. The number of POIs we consider is 28,
which looks relatively fewer than the studies that target European cities where historic
attractions are distributed densely (for instance, the system by Garcia et al. (2010)
targets 50 POIs in San Sebastian, Spain).

Fig. 1 shows the main screen of CT-Planner2. A tour plan, recommended by the
system, is shown on the map of central Yokohama. This plan visits eight POIs in five
hours (from 10:00 to 15:00). On the right side the itinerary of this plan is shown,
together with a photo, a short description, and a rating (one to three stars) of each POI
visited during the tour. The user can see more detailed information about each POI by
clicking it in the map or itinerary (Figs. 2a-b).
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Fig. 2. Two small windows that show the property of (a) a POI and
(b) a transportation facility, respectively

In the upper right of the main screen, there are two frames: the left one, namely
Start/Goal Conditions frame, shows when and where the tour starts/ends, and the
right one, named Weights frame, shows a radar chart that visualizes the weights on
five tour criteria—popularity, learning, art, nature, and amusement—under which the
POIs are evaluated and the recommended plan is generated. The radar chart
essentially represents the user’s preference.

In the upper left of the main screen is a cartoon character who guides the user. The
user can interact with this character simply by selecting one of the options shown to
the right of the character’s message. Basically, the user has five options:

To change where and when the tour starts/ends;

To specify which POlIs the user wants to visit/avoid;
To change the character of the tour;

To see other plans for comparison; and

To finish tour planning

el

If option 1 is selected, the user is guided to manipulate the four components in the
Start/Goal Con