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This chapter deals with a highly popular and 
at the same time fiercely controversial 
psycho- neurobiological topic, namely con-
sciousness and its possible neural founda-
tions. In the following, we will set aside the 
philosophical dimensions of  this topic, even 
though we appreciate their importance, and 
concentrate on approaches that are based on 
empirical psychological and neurobiological 
studies. Research on the neural correlates of 
consciousness seeks to determine what hap-
pens differently in the brain when a stimulus 
is consciously recognized. What differences 
characterize the neural processing of  con-
sciously perceived stimuli compared to stim-
uli that do not reach consciousness? Is there 
evidence that stimuli do not reach con-
sciousness but are still processed by the 
brain? Can the brain decide what to be con-
sciously aware of  and what not? This chap-
ter will deal with these and similar questions.

Learning Objectives
After reading this chapter, you should have 
gained a deeper insight into the findings of 
empirical consciousness research. This 
includes knowledge of the applied psycho-
logical and neuroscientific methods, as well as 
the experimental distinction between uncon-
scious and conscious perceptual and cogni-
tive performance. Likewise, you will become 
familiar with core questions in the neurosci-
ence of consciousness.

8.1  Methodology 
of Consciousness Research

The neuroscience of consciousness aims to 
identify differences in how conscious and 
unconscious stimuli are processed in the 
brain. A simple first approach is to compare 
processing of two types of stimuli: First, 
weak or masked stimuli that don’t cross the 
threshold to consciousness (i.e., subliminal 
or subthreshold stimuli, from limes, Latin for 
the boundary); second, stimuli that are 
unmasked or sufficiently strong to cross the 

threshold to consciousness (i.e., suprathresh-
old or supraliminal stimuli). Comparing 
these two cases should allow us to determine 
which brain regions are more involved in 
conscious stimulus processing than in sub-
threshold stimulus processing (e.g., Dehaene 
et al. 2001; Haynes and Rees 2005a).

This approach, however, is rather crude 
in providing only two conditions on the con-
tinuum between invisibility and visibility. A 
more fine-grained approach would be to 
cross the perceptual threshold in more fine- 
grained steps. This seems to be simple at first 
glance. One starts with a simple, faint and 
brief  stimulus and then makes it either lon-
ger or more intense in order to determine 
the presentation duration or the intensity at 
which a person just begins to perceive a 
stimulus. One important finding of such 
studies is that the threshold of perception is 
not an abrupt, discontinuous transition 
from intensities at which the stimulus is 
never seen to intensities at which the stimu-
lus is always seen (see Gescheider 1997). 
Around the threshold, there are intensities 
where perception of the stimulus is not fully 
determined and it is seen only with some 
probability. This results in an S-shaped 
rather than a step-shaped threshold func-
tion.

The continuous and gradual nature of 
the perceptual threshold raises the question 
how it can be defined technically. Typically, 
a threshold is defined as the stimulus inten-
sity (duration) at which a certain percentage 
of responses are correct (e.g., 75%). Note 
that with such a definition performance is 
already above chance at the threshold. So 
why not define the threshold as the intensity 
at which the visibility first starts deviating 
from baseline? This has statistical reasons, 
because it is difficult to define the threshold 
as the first intensity or duration where a 
stimulus begins to be seen barely above 
chance. Take an accuracy of 51%. A lot of 
trials would be needed to tell if  a measured 
accuracy of 51% really is above chance, or if  
this just reflects random fluctuations in peo-
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ple’s behavior. In order to investigate truly 
unconscious processing and ensure that the 
subject has not seen a stimulus even on a few 
trials, the recognition of the stimulus must 
be at the chance level (e.g. 50% for two 
equally likely stimuli). For this, Bayesian 
statistics can be useful because they provide 
a framework for quanitifying evidence for 
the absence of an effect.

8.1.1  Criteria for Conscious 
Perception I: Subjective 
Threshold

One problem with determining the percep-
tual threshold is that there are different crite-
ria for whether a stimulus has been perceived. 
At first glance, one could simply ask the sub-
ject whether they saw a stimulus or not and 
base the threshold on their judgment. There 
are numerous examples of the use of such 
subjective judgments in research on uncon-
scious stimulus processing. One example is a 
study by Berti and Rizzolatti (1992) on 
neglect patients. Patients with right parietal 
lesions often show an attentional deficit for 
stimuli in the left visual field, especially when 
these stimuli are in competition for attention 
with stimuli in the right visual field. This 
visual hemineglect is not due to perceptual 
deficits, as single isolated stimuli in the left 
visual field can be readily detected. Berti and 
Rizzolatti (1992) presented prime stimuli to 
the neglected visual field and target stimuli 
to the intact visual field and investigated 
whether the invisible primes had an effect on 
target perception. They inferred the invisi-
bility of the primes from the subjective 
reports of the patients, who reported seeing 
only the stimulus in the right visual field. 
From this it was possible to conclude that 
unconscious primes have an influence on the 
processing of conscious targets (see Box: 
Confidence Judgments).

A study by Moutoussis and Zeki (2002) 
on the processing of unconscious object 
stimuli was also based on subjective judg-
ments about whether subjects were con-
sciously aware of stimuli. Face and house 
stimuli were presented in two different visi-
bility conditions. Stimuli had either the same 
color or opposite colors in both eyes (green 
on a red background in one eye and red on a 
green background in the other eye). As a 
measure of visibility, subjects were asked to 
give one of three possible responses depend-
ing on whether they thought they saw 
“house,” “face,” or “neither.” In the counter-
colored condition, the perceptibility of 
objects was greatly reduced. Subjects 
reported seeing no picture in most cases, so 
according to their subjective judgment they 
were unaware of the stimuli. However, an 
objective discrimination test revealed that 
some subjects were disproportionately good 
at guessing which picture had been shown. 
This typical dissociation between subjective 
reports and objective discrimination mea-
sures is discussed in more detail below in 
7 Sect. 8.2.

Experiments on unconscious stimulus processing were 
already conducted in the early days of experimental 
psychology, even with far more detailed distinctions 
between “conscious” and “unconscious” (Peirce and 
Jastrow 1884). As early as 1884, Peirce and Jastrow pre-
sented weight stimuli when investigating tactile percep-
tion and asked subjects to discriminate between positive 
and negative changes in weights. To investigate the role 
of consciousness in this, confidence judgments were col-
lected, ranging from 0 (“No preference for one judg-
ment over the other, the question seemed meaningless”) 
to 3 (“High confidence of having answered correctly”). 
Subjects were disproportionately correct even at the 
lowest confidence level. Later experiments also showed 
that even at minimal confidence levels, discrimination 
performance can be disproportionately good (for an 
early review, see Adams 1957). Confidence judgments 
are also occasionally collected in experiments on signal 
detection theory (Green and Swets 1966). As a rule, 
subjects are overconfidently good even at the lowest 
confidence ratings (i.e., above the identity in the 
 hits- versus- false alarms diagram).
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8.1.2  Criteria for Conscious 
Perception II: Objective 
Threshold

However, it was already criticized in the 
1960s that subjective methods could be influ-
enced by possible conservative response ten-
dencies (Eriksen 1954, 1960; Kunimoto et al. 
2001). This is understood to mean that a sub-
ject may not be entirely sure that he or she 
has seen the stimulus when the perception is 
faint and unclear, but may prefer to answer 
“no” once too often rather than “yes” too 
often, i.e., have a tendency toward false nega-
tive rather than false positive judgments. This 
problem is particularly glaring in the field of 
perceptual defense research (e.g., McGinnies 
1949), in which the perceptual threshold for 
taboo words (dirty words; Eriksen 1954) is 
reported to be elevated. Rather than a higher 
perceptual threshold for taboo words, it is 
also possible that subjects just have a reluc-
tance to report these words (Eriksen 1954).

The problem of partial information also 
plays a major role here. Even if  a subject did 
not fully recognize a stimulus, any partial or 
fragmentary information might be sufficient 
for the required discrimination (Kunimoto 
et al. 2001; Kouider and Dupoux 2004). For 
example, in an experiment by Sidis, subjects 
were asked to recognize numbers and letters 
on cards (Sidis 1898). The cards were pre-
sented at such a distance that subjects 
reported perceiving only a blurred dot. This 
was taken as evidence that the stimuli were 
not consciously perceived. Nevertheless, 
subjects were able to discriminate between 
letters and numbers disproportionately well. 
However, since the subjects had weak, albeit 
undifferentiated, perception, it may be that 
even fragmentary conscious perception 
allowed them to distinguish between num-
bers and letters (e.g., numbers tend to have 
more curves than letters). The problem of 
partial information is compounded by the 
fact that a dichotomous judgment of per-

ception as “conscious” or “unconscious” 
forces subjects to split a possible continuous 
graduation of awareness between two cate-
gories (Kunimoto et  al. 2001). Frame and 
anchor effects may occur, so that the separa-
tion between “conscious” and “uncon-
scious” responses may simply be oriented 
towards a median of visibility, with the con-
sequence that even partially conscious stim-
uli are classified as “unconscious”.

8.1.3  Experimental 
Implementation

Even once a decision has been made in favor 
of subjective or objective threshold measure-
ments, the determination of a perceptual 
threshold is fraught with numerous further 
difficulties. For example, as already pointed 
out by Fechner (1860), the result depends on 
the temporal order used in which stimuli of 
different intensities are presented. In the 
method of adjustment the subject themself is 
allowed to set the intensity at which a stimu-
lus is just perceived. In the method of limits, 
stimuli of increasing intensity are presented 
and the time at which the stimulus is per-
ceived is noted. To avoid hysteresis effects, 
one then switches from increasing to decreas-
ing intensity and notes at what point the 
stimulus is no longer perceived. This is 
repeated a few times, and the threshold is 
obtained as the mean value of the measured 
values of ascending and descending series of 
measurements. The most reliable method is 
the method of constant stimuli, in which dif-
ferent intensities are presented randomly in 
the threshold range, which allows sequence 
effects and expectations to be excluded. 
Likewise, it should be taken into account 
that often during a longer experiment stimuli 
that cannot be detected at first are seen later 
after some experience, an effect that can be 
attributed to perceptual learning (Kahnt 
et al. 2011; Watanabe et al. 2001).

Psychological and Neurobiological Foundations of Consciousness
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Background Information
Perceptual framing effects refer, for example, to the fact 
that a stimulus is judged differently depending on the 
composition of the set of other stimuli it is presented 
with in an experiment (anchor effects, see e.g. Cannon 
1984; Gescheider 1988). When determining thresholds, 
one usually cannot isolate individual variables but 
must consider the entire physical physical properties of 
the stimulus. For example, sometimes people report a 
“flicker fusion frequency”, above which the flickering 
of a light source is no longer perceived and it appears to 
be continuously illuminated. However, this frequency 
depends (among other factors) on stimulus intensity, so 
it is not possible to state a single, universal flicker fusion 
frequency (Watson 1986). Not only perceptual, but also 
cognitive context effects must be taken into account. 
Consider, for example, a priming experiment in which 
the effect of a subthreshold priming stimulus on the 
judgment of a suprathreshold target stimulus is to be 
examined. For example, one could work with pattern 
masking and present the following stimulus sequence: 
Mask (100  ms)—Prime (16  ms)—Mask (100  ms)—
Target stimulus (200  ms). In order to ensure that the 
prime was truly invisible one could randomly test on 
some proportion of trials whether the participant can 
see the prime. In the remaining trials one can then test 
for a priming effect on the perception of the target. 
However, the difference between these two cognitive 
tasks (judging the prime versus the target) will have an 
effect on the visibility of the prime, presumably lead-
ing one to over-estimate prime visibility. An alternative 
practice is to test the visibility before or after the series 
of measurements. But again, with this different task 
prime visibility could be overestimated, and perceptual 
learning throughout the experiment might also influ-
ence the visibility.

8.1.4  Criteria for Subliminal 
Processing

To investigate subthreshold processing, it is 
necessary, on the one hand, to measure the 
threshold of consciousness, as explained in 
7 Sect. 8.1.3. On the other hand, some 
behavioral or neuroscientific evidence is also 
required that indicates whether the sublimi-
nal stimulus is still processed by the brain 
(. Fig.  8.1). For example, one could test 
whether the subliminal—despite being 
unseen—has an effect on word stem comple-

tion or on some signature of brain activity. 
Measuring the conscious perceptibility of a 
stimulus is called a direct measure of pro-
cessing (Reingold and Merikle 1988)—direct 
because the task directly and explicitly refers 
to seeing the stimulus. The measure of hypo-
thetical subliminal processing of the stimu-
lus is called indirect because it does not refer 
directly to the stimulus but allows the indi-
rect effects of a stimulus on a task to be 
measured.

One possibility is to look for qualitative 
differences between conscious and uncon-
scious processing (e.g., Merikle et al. 1995), 
in which case implicit effects cannot simply 
reflect a weak form of perception because it 
has very different properties. Another 
method is the dissociation between confi-
dence judgments and discrimination perfor-
mance (Kunimoto et  al. 2001), in which a 
subject’s discrimination performance is 
assumed to be unconscious when he is 
unable to say in which trials his performance 
is good or bad. The process dissociation 
method is also applied to subliminal percep-
tion (Debner and Jacoby 1994). The logic of 
this procedure is that it should be impossible 
to rule out the effect of a stimulus that is 
presented unconsciously, so that it neverthe-
less has a nonconscious and therefore 
uncontrollable influence on a word stem 
completion. This connection between con-
sciousness and intentional controllability 
has been pointed out by several other 
researchers (Marcel 1983; Holender 1986). 
But even these newer approaches are not 
without controversy, so that presumably 
only the development of explicit mathemati-
cal models will bring about a clarification of 
the measurement problems (Schmidt and 
Vorberg 2006).

As mentioned above, it is also possible to 
take a completely different approach and 
use brain processes triggered by unconscious 
stimuli as evidence for implicit processing 
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       . Fig. 8.1 Thresholds and experimental contrasts. a, 
b Differential awareness of  stimuli presented with 
increasing intensity. Two ranges are uncontroversial: 
Below the objective threshold, a stimulus is no longer 
discriminable and possible residual processing is 
unconscious. Above the subjective threshold, the stim-
ulus is consciously recognized and can be discrimi-
nated. There are different interpretations of  the range 
between the subjective and objective thresholds in 
which a stimulus was not considered conscious by the 
subject, but he was still able to discriminate it cor-
rectly. According to one view, the stimulus is uncon-
scious and the residual discriminability is due to 
unconscious processing. According to another inter-

pretation, the stimulus in this domain is conscious, 
except that subjects are very conservative in their 
response behavior. c Two important statistical con-
trasts (comparisons) that examine different aspects of 
conscious and unconscious information processing 
and are commonly used in neuroimaging experiments. 
Contrast U  >  0 tests whether significant activation 
(greater than zero) occurs with unconscious stimuli. 
This can be used to identify regions where uncon-
scious stimuli are processed. The contrast B > U tests 
for regions where conscious stimuli elicit greater activ-
ity than unconscious stimuli. This allows us to deter-
mine what cortical activity is “added” during 
conscious processing

instead of implicit measures of behavior 
(e.g., Haynes and Rees 2005a). This will be 
illustrated in the following.

8.2  Neuronal Correlates 
of Conscious and Unconscious 
Stimulus Processing

Assuming that one has managed to avoid all 
the pitfalls and that one has experimentally 
generated a clean distinction between sub-
liminal and suprathreshold stimuli. Then 
one can set about the task of comparing the 
neural processing of consciously perceived 
and subliminal stimuli in order to determine 

something about the neural correlates of 
consciousness. First, one can examine what 
additional neural processing occurs during 
conscious compared to unconscious stimu-
lus processing (. Fig.  8.1c). On the other 
hand, one can investigate the depth to which 
unconscious stimuli are processed 
(. Fig. 8.1b).

8.2.1  Conscious Neural Processing

A number of studies have examined the 
effects of awareness of visual information 
on brain activity in humans and in non- 
human primates. Most notably, conscious 
stimuli have been found to undergo more 
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extensive cortical processing compared to 
unconscious stimuli. In one study, Dehaene 
et al. (2001) used functional magnetic reso-
nance imaging (fMRI) to examine the corti-
cal processing of masked words that were 
either visible or invisible. The subthreshold 
invisible word stimuli activated the brain, 
but the activation remained restricted to 
visual brain regions. In contrast, the supra-
threshold stimuli were characterized by 
widespread activation in parietal and pre-
frontal brain regions as well. This was inter-
preted by Dehaene et al. as an indication of 
a distribution of sensory information in the 
brain during conscious perception and was 
interpreted in terms of the global workspace 
theory (7 Sect. 8.5).

Suprathreshold and subthreshold stimuli 
are physically different stimuli. As a rule, 
one has to increase the stimulus intensity or 
attenuate a masking in order to cross the 
threshold of consciousness. However, this 
complicates the interpretation of the mea-
sured differences: a brain region that 
responds more strongly to a consciously per-
ceived stimulus than to a subliminal one 
could possibly be responding only to the 
fact that the latter has a higher stimulus 
intensity, that it entails a stronger exogenous 
allocation of attention, or that the subject 
prepares and executes a response to the 
stimulus (Dehaene et al. 2001).

Some of these problems can be avoided 
by a more fine-grained examination of the 
perception threshold. As explained in 
7 Sect. 8.1, the perception threshold does 
not jump abruptly from subthreshold to 
suprathreshold with increasing intensity, 
but there is a range in which perception is 
only partially determined and the subject 
consciously recognizes even a constant stim-
ulus only in a portion of the runs. The 
S-shaped transition at threshold can be 
approximated mathematically as a cumula-
tive Gaussian normal distribution 
(Gescheider 1997). This makes it possible to 
correlate the individual course of a thresh-
old for a particular stimulus and a particu-

lar person with the neuronal fMRI responses 
in different brain regions in order to search 
for areas in which the activity level reflects 
the threshold course.

It was shown that in the perception of masked objects, 
the profile of the perceptual threshold correlated with 
the level of activity in the lateral occipital cortex (LOC) 
but not in the primary visual cortex (V1) (Grill-Spector 
et  al. 2000). Similarly, masking of simple brightness 
stimuli showed that the shape of the masking function 
was reflected in the connectivity between early (V1) and 
later visual areas (in the fusiform gyrus) (Haynes et al. 
2005a, b). This direct comparison between psychomet-
ric threshold functions and neural or neurometric 
response curves can also be applied to the response 
behavior of single cells and cell populations in sensory 
brain regions (Parker and Newsome 1998).

Fluctuations in perceptual judgments of the 
same physical stimulus have been shown to 
be accompanied by fluctuations in neural 
activity already in early visual cortex. For 
example, in trials in which the stimulus is 
seen, activity in primary visual cortex V1 is 
higher than in trials in which the stimulus is 
not seen (Ress and Heeger 2003).

Fluctuations in perceptual judgments 
not only occur between individual stimulus 
presentations, but there are also other, 
slower stochastic fluctuations in perception. 
Tononi et  al. (1998) used MEG to investi-
gate fluctuations in awareness of rival stim-
uli. Conscious stimuli were found to produce 
more extensive activation and coherence in 
regions beyond the visual system. In a study 
of change blindness, Beck et  al. (2001) 
showed that conscious awareness of a 
change in a stimulus display leads to 
increased activity in frontoparietal net-
works. Similarly, Vuilleumier et  al. (2001) 
found the same in a study of perception in a 
neglect patient. In runs in which the patient 
consciously recognized a stimulus in the 
neglected visual field, brain activity was also 
increased in parietal regions.

Moreover, there was a widespread 
increase in effective connectivity between 
visual, parietal, and prefrontal regions dur-
ing conscious perception. Similar effects of 
conscious stimulus perception on functional 
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connectivity measures were also found in 
other studies (e.g., Lumer and Rees 1999; 
Dehaene et al. 2001; Haynes et al. 2005a, b).

8.2.2  Unconscious Neural 
Processing

Research on the neural processing of uncon-
scious stimuli shows that they are processed 
very deeply. On the one hand, stimulus prop-
erties that are not consciously recognized are 
already represented at the level of the primary 
visual cortex in the activity levels of individ-
ual neurons as well as in fMRI measurements 
of neuronal populations (Gur and Snodderly 
1997; Haynes and Rees 2005a), which had 
already been indicated previously in behav-
ioral studies (He et al. 1996). However, pro-
cessing of unconscious stimuli is not restricted 
to early stages of the visual system, but also 
reaches higher, content- specific processing 
stages (Moutoussis and Zeki 2002).

Moutoussis and Zeki (2002) were able to show that 
invisible images of houses and faces are processed in 
the corresponding regions parahippocampal place area 
(PPA) and fusiform face area (FFA, Kanwisher et al. 
1997), respectively. Activation for invisible stimuli was 
significant, but was significantly weaker than for visible 
stimuli. Studies in neurological patients have shown 
that even in neglect patients, stimuli that are detected in 
isolation but do not reach consciousness due to compe-
tition with stimuli in other regions of the visual field 
nevertheless selectively activate content-specific brain 
regions (Rees et  al. 2002). Fang and He (2005) used 
interocular suppression stimuli to show that the dorsal 
visual pathway is also activated by invisible objects. 
Interestingly, activation was almost as high for invisibly 
presented images of tools as for visible images, which 
fits with the theory that the dorsal pathway is relevant 
to action control (Goodale and Milner 1992). Moreover, 
emotional aspects of invisible pictures can activate 
emotion networks in amygdala and orbitofrontal cor-
tex (Vuilleumier et  al. 2002). The unconscious neural 
processing of stimuli may even lead to conditioning 
processes in the basal ganglia (Pessiglione et al. 2008), 
which may have direct effects on choice behavior.

8.2.3  The Phenomenon 
of Blindsight

An interesting phenomenon is blindsight 
(Weiskrantz et  al. 1974; Weiskrantz 2004). 
After V1 lesions, patients have perceptual 
deficits (scotomata) in subregions of the 
visual field corresponding to the deficient 
V1 region. They claim not to notice and not 
to be able to identify stimuli presented at 
these locations in the visual field. However, 
if  they are allowed to guess the stimulus, 
their recognition performance may be above 
chance, even if  they subjectively appear to 
be only guessing. One explanation for this 
perceptual performance is that visual infor-
mation from the visual thalamus can reach 
the rest of the cortex not only via V1, but 
also via direct projection to extrastriate cor-
tex areas (see, e.g., Bullier and Kennedy 
1983). Consistent with this, stimuli in blind 
regions of the visual field can induce exten-
sive activation of the extrastriate visual cor-
tex (MT+, V4/V8, LOC) in blindsight 
patients (Goebel et al. 2001).

8.3  Contents of Consciousness

Conscious perception cannot only be char-
acterized at the level of a dichotomous dis-
tinction into conscious-unconscious, but 
also involves the representation of conscious 
content. This calls for the study of the repre-
sentation of conscious content in the brain, 
all the more so because various theories of 
neural correlates make specific predictions 
about the effect of consciousness on repre-
sentation of content (Crick and Koch 1998; 
Tononi and Edelman 1998; Dehaene and 
Naccache 2001).

Three different “coding levels” must be 
distinguished in the representation of con-
sciousness contents.

Psychological and Neurobiological Foundations of Consciousness
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8.3.1  Coding Levels

At the top level of encoding are contents of 
different sensory modalities. In PET and 
fMRI, the cortical processing of the differ-
ent modalities is clearly separable (Binder 
et al. 1994; Tootell et al. 1996). At the mid-
dle level, the representation of the submo-
dalities occurs. In the visual system, these 
would be, for example, color, brightness, 
motion, or object perception. They can usu-
ally be traced back to separate regions 
within the individual processing pathways.

Background Information
An early example of the assignment of visual submo-
dalities to specific brain regions can be found in a PET 
study by Zeki et  al. (1991). Using positron emission 
tomography, brain activity was measured in healthy 
subjects while they viewed visual presentations with 
different content. 

In addition, a closed-eye condition was measured, 
which served as a “baseline” to which the activities in 
the other conditions were compared. A brain region 
responsible for recognizing motion should show stron-
ger activity for the moving stimuli than for the static 
stimuli. A region responsible for recognizing color 
should show stronger activity for viewing colored stim-
uli than for gray stimuli. This allowed the researchers 
to identify an area of movement they called V5 (now 
widely known as MT+). Similarly, at the ventral border 
of occipital and temporal cortex, they found a region 
that was more responsive to color stimuli, which they 
named V4. Although the designation of this region as 
“V4” is controversial (Hadjikhani et  al. 1998), there 
is no doubt that a color-selective region is located in 
the ventral temporal cortex. This was the first evidence 
in humans of a specialization of the visual cortex for 
 different submodalities.

Below the submodalities there is the level of 
the specific contents. Thus, in color percep-
tion, the specific color qualities (hue, satu-
ration, brightness) that are present at a 
particular location in the visual field must 
be distinguished. In motion perception, the 
different directions and speeds of  move-
ment must be encoded, and in object per-
ception, different shapes as well as 
exemplars and categories of  objects must 
be encoded.

Another and more flexible way of explor-
ing the contents of consciousness is offered 
by the class of “multistable stimuli”, which 
allow different interpretations in perception. 
Most famous are the “Necker cube” (Necker 
1832) and “My wife and mother-in-law” 
(Boring 1930). If  one looks at the stimulus 
for a long time, the perception suddenly flips 
and one sees another possible interpreta-
tion. Since the two interpretations are based 
on the same physical stimulus, this allows 
changes in conscious perception to be stud-
ied without changes in physical stimulation. 
A variant of this multistable perception is 
binocular rivalry (Leopold and Logothetis 
1996, 1999), in which conflicting images are 
presented to both eyes, with the effect that 
perception does not fuse these images but 
spontaneously switches back and forth 
between the two images. Single-derivation 
studies in awake monkeys (Leopold and 
Logothetis 1996) and fMRI studies in 
humans have shown that higher, content- 
specific cortical regions of the visual system 
change their activity in concert with con-
scious perception. Later, further evidence 
was added that even early stages of visual 
processing (V1, LGN) are involved in bin-
ocular rivalry (Tong and Engel 2001; Haynes 
et al. 2005a, b; Wunderlich et al. 2005), pre-
sumably due to altered representation of 
simple features of conscious perception 
such as edges and brightnesses. However, 
the role of attention in these early correlates 
has not been definitively established 
(Watanabe et al. 2011).

Binocular Rivalry

A type of  multistable perception in 
which both eyes are presented with 
images that do not merge into a unified 
image, but rather the perception sponta-
neously switches back and forth between 
the two images.
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       . Fig. 8.2 Coding principles for perceptual content. 
a A drawing by Ernst Mach (1886) in which he 
attempts to represent his visual experiences pictori-
ally. b left: In a univariate code, ordinally scalable con-
tents of  consciousness (such as brightness) are 
represented in a continuous neural parameter (e.g., 
firing rate). Middle: In a sparse multivariate code, a 
separate, specialized neuron is active for each content 
(so-called grandmother or cardinal cell code). Right: 
in a distributed multivariate code, all neurons are 

involved in encoding all content. c The connection 
between consciousness contents and neuronal repre-
sentations must meet certain mapping criteria. Total-
ity means that a neural correlate can be identified for 
each content of  consciousness. More important is 
reversibility, which means that no information is lost 
because each content of  consciousness is assigned its 
own neural correlate and thus the content can be 
decoded again from the neural representation at any 
time. (Illustration from Haynes 2009)

8.3.2  Coding of Consciousness 
Contents

The more recent approach of multivariate 
decoding (7 Sect. 8.3.3) makes it possible to 
investigate directly how certain contents of 
consciousness (colours, brightness, edges, 
movement, objects) are realised in the brain 
and how these representations change when 
people become conscious (Haynes 2009). 
For this purpose, the nervous system can be 
thought of as a kind of carrier into which 
the contents of consciousness are encoded. 
Encoding here does not mean that there is a 
homunculus that has to read out an 
encrypted code, but that there is a stable 
mapping relationship between states of con-
sciousness (such as different sensations of 
brightness) and the states of the neuronal 

carrier. So you have to look for a neural car-
rier in the brain that has a stable association 
with some content, so that every time the 
content is in consciousness, the same state 
of the carrier goes with it (Haynes 2009).

► Example

Let us take as an example a drawing by Ernst 
Mach (1886). . Figure  8.2a shows Mach’s 
visual perceptual space as he sits on a sofa 
and looks out of his left eye into his study. 
The black and white drawing shows mainly 
edges and brightness. The brightness sensa-
tion in a region in the upper right quadrant 
of his visual field was presumably encoded 
in some parameter of neural activity of a 
particular brain area. One possibility would 
be that each brightness was encoded in the 
activity rate of individual cells in a region (say 
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V1 or V4) (see, e.g., Haynes et al. 2004), so 
that greater brightnesses would be  associated 
with higher firing rates. This “univariate” 
code could be found by a simple correlation 
between brain activity level and perceptual 
intensity (Haynes et al. 2004). However, other 
coding formats are conceivable (. Fig. 8.2b). 
In a “multivariate” representation, multiple 
cells or cell populations are involved in the 
encoding, so that the content can no longer be 
explained by the activity of individual cells. 
In a “sparse” code, each perceptual content is 
associated with a dedicated cell, so that this 
cell (and only this cell) is always active when a 
person has a particular brightness experience. 
This representational format is also known as 
“grandmother cell” or “cardinal cell” code. 
In contrast, with a distributed multivariate 
representation, the assignment of experiences 
to individual cells is no longer possible at all; 
instead, a dedicated overall population activ-
ity state encodes each individual conscious-
ness content. This code is called a distributed 
code. Importantly, sparse and distributed 
codes can no longer be explained by a simple 
correlation between activity in a region and 
perceptual content. ◄

Many studies have adopted a priori the uni-
variate encoding model and searched for the 
neural “correlates” of specific perceptual 
content (e.g., Tong et  al. 1998; Ress and 
Heeger 2003; Haynes et al. 2004). However, 
to identify any sparsely or distributedly 
encoded neural carriers, one must use dedi-
cated analysis techniques, such as multivari-
ate correlation, regression, and classification. 
The latter is also referred to as multivariate 
decoding and is presented in 7 Sect. 8.3.3.

8.3.3  Multivariate Decoding

A general procedure for identifying neuro-
nal populations that encode specific percep-
tual content is multivariate decoding 
(. Fig. 8.3). This involves determining how 
well a perceptual content can be recon-

structed from a neuronal population 
response. If  this works well, then the popu-
lation has a lot of information about the 
content and there is a stable mapping rela-
tionship between brain states and a particu-
lar category of conscious content. 
Multivariate decoding can be driven by dif-
ferent types of population signals, i.e., mul-
tiple leads from single cells (Quiroga et  al. 
2005), fMRI voxel sets (Haynes and Rees 
2006), or multiple EEG electrodes (Blankertz 
et al. 2003).

Multivariate Decoding

A procedure for determining how well a 
perceptual content can be reconstructed 
from a neural population response.

Voxel

Data point in a three-dimensional repre-
sentation space, corresponds to a pixel in 
a two- dimensional representation space.

► Example

. Figure  8.3 shows the procedure using the 
example of an fMRI measurement. The aim 
is to determine in which cortical regions the 
content of consciousness is encoded when 
looking at one of the two vehicles shown on 
the top right (. Fig. 8.3a; Cichy et al. 2011a, 
b). First, one can start the analysis at a loca-
tion in the visual system. One extracts there—
averaged over a short measurement run—the 
activity level in the spatial neighborhood of 
this starting point while the subject is looking 
at the first car. Then one repeats this measure-
ment a few times, while the subject sometimes 
sees the first car and sometimes the second car. 
Thus, one measures several “samples” of the 
local brain activity patterns for both images.

The individual measurements can be 
thought of as points in a high-dimensional 
coordinate system with as many dimensions 
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       . Fig. 8.3 Decoding of  consciousness content using multivariate pattern recognition (see text). (Modified 
after Haynes and Rees 2006)
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as voxels (so nine in this example). Since peo-
ple find it difficult to imagine a 9-dimensional 
space, the analysis can be visualized for two 
dimensions. The measurements in voxel 1 can 
be plotted as x-values and the measurements 
in voxel 2 as y-values in a coordinate system. 
This would be a point (x, y) for each measure-
ment resulting from the first two dimensions. 
Several possible coding examples are shown in 
the figure. . Figure 8.3b shows a sparse code. 
High values in voxel 1 (x) occur only when 
image 2 is perceived, and high values in voxel 
2 (y) occur only when image 1 is perceived. 
The perception of a content can always be 
attributed to a dedicated voxel, and the clas-
sification of whether the subject was looking 
at car 1 or car 2 during a given measurement 
would even be possible based on one voxel 
alone (if  there were more than two objects, a 
sparse code in two dimensions would no lon-
ger be possible). Classification becomes more 
difficult in the case of . Fig. 8.3c. Here, the 
assignment of consciousness contents to indi-
vidual voxels is no longer possible. In this case 
the classification can also be done, but only 
if  the values of both voxels are known at the 
same time. In this example, the decision can 
be made based on a linear separation between 
the two groups, but there may also be situa-
tions that have nonlinear decision boundaries 
and require the use of specialized nonlinear 
classification algorithms (. Fig. 8.3d).

To test whether the classification of con-
sciousness content from a voxel population is 
possible, one uses a two-step procedure 
(. Fig. 8.3e). In the first step, one uses only a 
portion of the data, the training dataset, to 
train a classification algorithm to optimally 
separate the contents. The decision boundary 
can be learned via various algorithms, such as 
linear discriminant analysis or so-called sup-
port vector classification (Haynes and Rees 
2006). In a second step, one then takes a sta-
tistically independent, new part of the data 
(test data set) and classifies it using the previ-
ously trained decoder. If  the measurement 
points in the test data fall on the correct side 
of the decision boundary (. Fig. 8.3e, “cor-

rect”) and are thus correctly assigned, it is a 
hit. If  they fall on the wrong side of the deci-
sion boundary (. Fig. 8.3e, “error”), it is a 
miss. The goodness with which the test data 
can be classified overrandomly well provides 
information about how much information 
about the perceptual content was contained 
in the voxel population. ◄

There are several ways to define the region 
used for classification. The region of interest 
(ROI) method uses an a priori defined region, 
such as the primary visual cortex, which can 
be defined on the basis of independent reti-
notopic mapping (Tootell et  al. 1996). 
Alternatively, separate localiser runs can be 
considered, where a region is defined func-
tionally (such as the fusiform face area, which 
is defined as the region that shows stronger 
responses to faces than to objects). The 
searchlight method starts with one point and 
notes the information content in the local 
environment around the starting point. The 
procedure is then repeated at many locations 
in the brain, creating a three- dimensional 
map showing the local  information content 
at all locations in the brain (Haynes and Rees 
2006). In the whole brain method, the voxels 
of the entire brain are used for classification. 
This last method is more commonly used in 
brain-computer interfaces that need to 
extract maximum information from brain 
signals for technical optimization. However, 
since the whole brain method is limited for 
clarifying regional hypotheses, it is less com-
monly used in cognitive neuroscience.

Multivariate decoding has been used in 
numerous studies to investigate the encod-
ing of consciousness content (see Haynes 
2009 for a review). In one study (Haynes and 
Rees 2005a), it was shown that subliminally 
presented masked orienting stimuli are nev-
ertheless encoded in V1 in a feature-specific 
manner, confirming earlier results from psy-
chophysics (He et  al. 1996). Moreover, the 
encoding of specific consciousness cues can 
be clearly assigned to individual brain 
regions. Thus, different pictorial visual ideas 
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       . Fig. 8.4 Decoding of  visual 
ideas from temporo- occipital 
brain regions (Cichy et al. 
2011b). a Subjects were shown 
pictures of  different categories. b 
During an fMRI measurement, 
they had to imagine them 
pictorially. c Although special-
ized regions had the most 
information about their optimal 
category (e.g., faces in the 
fusiform face area FFA), it was 
also possible to some extent to 
read out which of  various 
non- preferred objects had been 
imagined (e.g., chair versus clock 
in the face area). Other 
abbreviations: EBA extrastriatal 
body area, FBA fusiform body 
area, OFA occipital face area, 
PPA parahippocampal place 
area, TOS transverse occipital 
sulcus

were found to be encoded in spatial brain 
activity patterns in specialized brain regions 
(Cichy et  al. 2011b). However, it was also 
shown that other visual regions, apparently 
specialized in other ways, also represent the 
contents in question to a certain extent 
(. Fig. 8.4).

An important property of higher-level 
conscious perception could also be investi-
gated, namely invariance to presentation 
conditions (Cichy et al. 2011b). Subjects had 
to imagine objects in either the left or the 
right visual field. This made it possible to 
train pattern recognition on images in one 
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hemifield and test it on another hemifield. 
The logic here is that object identity, as a 
higher-level feature, should be invariant to 
changes in the details of the presentation. 
Despite the change in position, it was possi-
ble to decode object category from patterns 
in the ventral path, arguing for a spatially 
invariant representation. In the ventral path, 
invariances to other stimulus properties, 
such as colors or textures, have also been 
demonstrated (Sáry et al. 1993).

8.4  Structure of Consciousness

Another important question is how similari-
ties between consciousness contents are neu-
ronally encoded. Let us take as an example 
two brightness gradations H1 and H2 of a 
grey area and their neuronal correlates N1 
and N2. Put simply, the aforementioned 
strict correlation between consciousness 
content and brain activity means that when-
ever a person sees a certain brightness, the 
same neuronal activity is observed in the 
brain. In other words, H1 would always mea-
sure N1, H2 would always measure N2, and 
so on. A broader question is whether the 
relations and similarity ratios between con-
sciousness contents also translate into the 
same relations and similarity ratios of activ-
ity patterns in the brain.

In the simplest case, this could mean, for 
example, the following: If  area 2 is brighter 
than area 1 (i.e., H2 > H1), then the neuronal 
activity N2 is also greater than N1. The 
advantage of such an encoding would be 
that not only would the individual contents 
be explained by specific brain activities, but 
the perceived similarity relations would thus 
be automatically explained as well. Evidence 

for such an encoding exists in certain ases, 
however, according to imaging experiments, 
especially the brightness encoding in the 
visual system seems to be organized rather 
bipolar, namely in the form of deviations 
from an average gray value. Thus, if  a sur-
face is particularly dark or particularly 
bright, specialized neurons react more 
strongly to this than if  the surface is gray 
(Haynes et al. 2004).

However, in other cases, particularly in 
object perception, there is strong evidence 
that the experienced similarities between 
perceptual states translate into similarities 
of  neural representations. For example, in 
an early study Edelman et al. (1998) showed 
their subjects a series of images of different 
categories. They then asked the subjects to 
rate how similar they found the images. 
Based on the similarity judgments, the 
images were then arranged on a two- 
dimensional surface using multidimensional 
scaling in such a way that the relative posi-
tions of the objects in this space reflected 
their subjectively perceived similarity to each 
other (. Fig. 8.5a). In a second step, fMRI 
was used to measure brain activity patterns 
in the object perception cortex LOC for 
each object. Then, these activity patterns of 
different objects were compared with each 
other, and similarity was determined. Now, 
the objects were arranged with a multidi-
mensional scaling such that the spatial prox-
imity indicated the similarity of their neural 
representation (. Fig.  8.5b). It was found 
that the space of subjectively perceived sim-
ilarities and the space of neural similarities 
reflect each other well. This means that the 
subjectively perceived similarity between 
objects can be explained by neural represen-
tations in this region, the LOC.
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       . Fig. 8.5 Psychophysical and neuronal perceptual 
spaces. A comparison of  the perceived similarities of 
objects a with their neuronal similarity in the lateral 

occipital complex (b see text). (Adapted from Edel-
man et al. 1998)

8.5  Models of Consciousness

A central question in research on the neural 
correlates of consciousness is what specific 
difference in the neural processing of a stim-
ulus determines whether it enters conscious-
ness or not. There are a number of 
candidates, and some evidence can be found 
for all of them. Some representative theories 
are briefly outlined below:

z Activity Level
The core idea of this theory is that the 
awareness of a stimulus is tied to how strong 
the activity is in the brain that the stimulus 
triggers. Accordingly, a weak activation in a 
brain region may remain unconscious, but 
above a certain level of arousal, the neuro-
nal representations it contains become con-
scious.

There is ample evidence to support this 
theory. The perceptual threshold for masked 
stimuli is directly correlated with the level of 
activity in object processing cortex, in mon-
keys (Kovács et  al. 1995) and in humans 
(Grill-Spector et  al. 2000). Already in pri-

mary visual cortex, there is evidence that 
activity level determines perception, even for 
small fluctuations in perception around 
threshold (Ress and Heeger 2003). However, 
work by Leopold and Logothetis (1996) 
shows that the link between activity and 
awareness may be more complex, at least in 
binocular rivalry. They found cells whose 
activity increased when the corresponding 
representation became conscious, but there 
were also cells whose activity dropped.

Activity theory can explain well an 
important property of conscious percep-
tion, namely its availability for access. We 
can respond to conscious stimuli intention-
ally, we can remember them, we can describe 
them verbally. This means that conscious 
stimuli undergo further processing in the 
brain. If  the associated neural representa-
tions are “stronger” according to activity 
theory, it could also explain that they influ-
ence later regions more strongly.

z Communication and Synchronization
Another and very popular model states 
that neuronal stimulus representations 

Psychological and Neurobiological Foundations of Consciousness



208

8

reach consciousness when the distributed 
 subrepresentations synchronize their firing 
rate (Engel and Singer 2001). The cortical 
activity associated with this is thought to 
be primarily in the high-frequency range 
(gamma band, 30–80  Hz). Accordingly, 
consciousness would not be reducible to 
individual brain regions, but would be a 
network phenomenon. This model can 
explain particularly well why, despite the 
distributed, quasi-modular processing of 
individual feature dimensions (color, shape, 
motion), an object is nevertheless perceived 
as integrated. The explanation would be 
that the uniformity of  perception can be 
attributed to the synchronization of  neuro-
nal partial representations. This synchroni-
zation theory could also well explain the 
“access property” of  consciousness, 
because neurons that become synchro-
nously active have a higher probability of 
suprathreshold excitation of  downstream 
regions (König et  al. 1996). However, the 
neurophysiological processes by which 
long-range, high-frequency synchroniza-
tion is thought to occur remain unclear. 
Although neurons that fire in the gamma 
band are found in narrowly defined popula-
tions of  neurons, such as in the visual cor-
tex (V1, V4), these are inhibitory 
interneurons that act on pyramidal cells as 
the respective output neurons of  the popu-
lation. However, apart from specialized 
pyramidal cells, the latter fire at low fre-
quency in the 1–10 Hz range and thus can-
not transmit gamma acivity over a long 
range (cf. Buszáki and Schomburg 2015; 
Ray and Maunsell 2015). However, they 
can be “forced” by high-frequency input 
from interneurons to fire with low-fre-
quency pulses during specific time win-
dows. Coupling of  closely neighboring 
populations via interneurons could lead to 
synchronous firing of  pyramidal cells in 
neighboring populations, thereby enhanc-
ing certain activities, such as attentional, 
within circumscribed cortex areas (see 
Taylor et  al. 2005; Fries 2015; Ni et  al. 

2016). Longer-range synchronization phe-
nomena in the gamma band region, how-
ever, cannot yet be explained by this.

z Recurrent Processing and Feedback
Another theory also relates to the dynamics 
of  long-range neural processes (Lamme 
et al. 2000; Pascual-Leone and Walsh 2001) 
and had previously been used to explain 
masking phenomena. Super et al. observed 
that conscious recognition of texture- 
defined shapes is expressed by increased 
activity at late stages of processing in pri-
mary visual cortex (Supèr et al. 2001). They 
interpreted this late activity as a “recurrent” 
phase of processing on which forward, 
backward, and lateral processing overlap. 
Further evidence for the importance of 
feedback signals after V1 was provided by a 
paper by Pascual-Leone and Walsh (2001). 
They showed that disrupting backward pro-
jection after V1 to a late stage of stimulus 
processing can prevent conscious awareness 
of motion stimuli. A related perceptual 
model is the reverse hierarchy theory 
(Hochstein and Ahissar 2002). If  recurrence 
should also be a necessary condition for 
conscious perception, feedback after V1 
might not be required for it, since in certain 
cases conscious experiences of motion can 
occur even without V1 (Zeki and Ffytche 
1998).

z Specific Regions and Micro- 
awareness(es)

Semir Zeki (2001) formulated a theory 
according to which different modules in the 
visual cortex can produce independent 
“micro-consciousness”. This is attributed, 
among other things, to the fact that lesions 
can be so selective that only a certain cate-
gory of consciousness content is precipi-
tated (e.g., color or face recognition). 
Further evidence is that different sensory 
feature dimensions (e.g., motion and color) 
reach consciousness at different times 
(Moutoussis and Zeki 1997). Most notable 
are the rare cases of patients with Riddoch 
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syndrome (Zeki and Ffytche 1998). These 
patients have a lesion in the primary visual 
cortex and are blind because of it. However, 
their MT+/V5 motor area is intact, and they 
report being able to see dimly fast motion 
and can discriminate motion stimuli cor-
rectly. They describe movement as being like 
a “black shadow against a dark back-
ground” (Zeki and Ffytche 1998). This pre-
sumably means that even when visual 
perception is largely absent, an isolated 
dimension can remain intact and be accom-
panied by activity in the corresponding cor-
tex area. Moreover, a content of 
consciousness without V1 means that feed-
back to V1 cannot be a necessary condition 
for visual consciousness, which contradicts 
the aforementioned V1 feedback theories of 
consciousness (Pascual-Leone and Walsh 
2001; Lamme et al. 2000).

z Dynamic Core
Tononi and Edelman (1998) formulated a 
theory that consciousness is equivalent to a 
“dynamic core” of brain activity. This was 
based on two observations: First, we experi-
ence our consciousness as integrated or 
“bound.” Thus, we experience a visual scene 
as a single entity rather than as an uncon-
nected collection of colors, brightnesses, 
and edges, even though these features are 
processed in different places in the brain. 
Similarly, we find it difficult to perform more 
than a single task at a time unless the pro-
cessing is highly automated. The second 
observation is that consciousness is differen-
tiated despite integration. We can have a 
variety of experiences, hence our conscious-
ness contains a lot of “information”.

They bring these two aspects together in 
their theory of  the dynamic core. According 
to this theory, there is an information- 
theoretically irreducible core in brain activ-
ity that exhibits a high degree of  integration 
and recurrence between posterior and ante-
rior thalamocortical loops, thus linking 
sensory categorization with action plan-
ning, evaluation, and memory. Evidence 

for this comes from an experiment on bin-
ocular rivalry in which two images flicker-
ing at different frequencies are presented 
separately to the left and right eyes (Tononi 
et al. 1998). It showed a response strength 
and an increase in coherence between pari-
etal and frontal MEG sensors at the fre-
quency corresponding to the image when 
one image was conscious. A body of  evi-
dence, according to Tononi and Edelman 
(1998), suggests that the core process is 
dynamic, that is, it can alternately integrate 
different brain regions into a functional 
unit. This includes, in particular, the encap-
sulation of  automated, unconscious pro-
cessing, as expressed, for example, in the 
activation of  extensive sensory cortex 
regions by unconscious stimuli.

The theory has been developed several 
times into a theory of information integra-
tion that gives explicit mathematical defini-
tions of integration (Tononi 2004). In this, 
an attempt is made to also explain the diver-
sity of qualitative dimensions of experience 
(qualia) within the same theoretical frame-
work by stating that each dynamic unit 
spans its own coding space. The dynamic 
core theory explains the dynamism, inte-
gratedness and metastability of conscious-
ness very well. One problem, however, is that 
the mathematical measures of integration 
are challenging to measure.

z Global Workspace
An important property of conscious percep-
tion is that we can cognitively access con-
scious representations differently from 
unconscious representations. When we con-
sciously recognize a visual stimulus, we 
know we have seen it and can remember it 
later, we can describe it verbally, or we can 
otherwise use it to control behavior, e.g., by 
pressing a response button. To explain this 
property, Baars formulated the theory of the 
global workspace (Baars 2002), which was 
then further developed by Dehaene and 
Naccache (2001). The idea is that visual 
stimulation that does not reach conscious-
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ness is informationally encapsulated in sen-
sory cortex regions. Information about 
stimuli that do reach consciousness, on the 
other hand, is broadly “distributed” in the 
cortex, as if  on a global worksurface where 
sensory information is available to multiple 
brain regions (such as for memory and 
action control) for readout. The global work-
space theory (GWS; Baars 2002) is sup-
ported by numerous evidences. For example, 
there is direct evidence from Dehaene et al. 
(2001) that visually masked, unseen words 
activate only the sensory cortex. In contrast, 
consciously recognized words excite broad 
regions of the brain, including the prefron-
tal cortex (Dehaene et  al. 2001). Baars 
(2002) lists a number of examples where it 
has been shown that conscious stimuli 
undergo more extensive processing. These 
include the extensive cortical distribution of 
information about binocular rivalry stimuli 
when they enter consciousness (Tononi et al. 
1998), or the greater frontoparietal activa-
tion when small changes in dynamic visual 
displays are detected compared to the situa-
tion in which they are not detected (Beck 
et al. 2001).

z Specific Regions
A number of authors have discussed the 
importance of specific regions for visual 
consciousness. Crick and Koch (1995) 
argued for V1 not being directly involved in 
conscious processes. Among the main argu-
ments for this is that V1 has no direct projec-
tions to the prefrontal cortex, which is 
incompatible with the availability of con-
scious information for complex behavioral 
control. Moreover, V1 is also activated by 
unconscious stimuli (He et al. 1996; Haynes 
and Rees 2005a, b). It would be difficult to 
explain why V1 should be involved in con-
sciousness and yet these stimulus represen-
tations do not reach consciousness. Goodale 
and Milner (1992) argued against involve-
ment of the parietal-dorsal visual process-
ing pathway in visual consciousness. This 
was based on a double dissociation in the 

behavioral profile of two patients who had a 
lesion in the dorsal and ventral pathways, 
respectively. One patient with a dorsal visual 
lesion was able to describe a visual stimulus 
but was unable to use it to control behavior. 
In contrast, a patient with a lesion in the 
ventral visual pathway was able to incorpo-
rate the stimulus into behavioral programs 
but was unable to describe it. The authors 
interpreted this as evidence that only the 
ventral visual pathway is conscious.

Overview
An assessment of the various theories of 
consciousness is complicated by the fact 
that they are good at explaining different 
aspects of consciousness. Some theories 
focus on the availability of consciousness 
content for multiple complex behavioral 
performances. Activation theory and syn-
chronization theory predict that subse-
quent regions are more amenable to 
suprathreshold arousal and explain this 
in terms of greater activity or synchroni-
zation of conscious neural representa-
tions. Both aspects are in principle 
compatible with global workspace theory, 
although other physiological realizations 
have been proposed by the authors. 
Moreover, in empirical data, activation 
and synchronization (and presumably 
recurrence) are strongly correlated in 
most cases (e.g., Siegel and König 2003), 
making it difficult to distinguish between 
the theories.

The theories mentioned in this section 
make very different predictions about 
what happens to content-specific neural 
representations during conscious versus 
unconscious processing (. Fig. 8.6). For 
example, according to the microcon-
sciousness theory, it is sufficient for 
awareness to occur if  a neural representa-
tion arises in a dedicated perceptual area. 
For example, content-specific activation 
in the fusiform face area would already 
automatically lead to face perception 
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Coding and
access intact

no
encoding

no
access

no entry into
a “global

workspace”

       . Fig. 8.6 Contents of  consciousness in different 
models of  consciousness. (Adapted from Haynes 
2009). From left: In the state of  normal awareness, 
both the stimulus representation and the access to the 
stimulus representation are intact. If  a stimulus is not 
consciously perceived, there could be several reasons 

for this: A lack of  encoding of  the content in content- 
specific brain regions, a lack of  attional or executive 
access to the information despite an intact representa-
tion, no long-range distribution of  the information in 
the sense of  a “global workspace”

without requiring additional conditions 
such as attention. In contrast, for theories 
that focus on access to visual representa-
tions, a selection or distribution mecha-
nism must be operative in addition to a 
representation. Accordingly, it could hap-
pen that a content is encoded in sensory 
regions but does not reach consciousness.

To distinguish between these two the-
ories, it would be important to investigate 
whether encoding in sensory regions 
actually necessarily leads to awareness of 
the stimulus. Some experiments have 
shown that even unconscious stimuli can 
lead to content-specific activation in the 
visual system (Rees et  al. 2002; 
Moutoussis and Zeki 2002; Haynes and 
Rees 2005a). Moreover, awareness leads 
to more widespread activations outside 
sensory brain regions as well. This sug-
gests that additional processes are 
required to bring a representation into 
consciousness. However, whether these 
additional processes operate in the sense 
of a global workspace is currently unclear. 
This theory suggests that content must be 

distributed widely in the brain in order to 
become conscious.

Accordingly, not only would one have 
to find widespread activity in the brain 
upon awareness of a stimulus, but these 
processes would have to be shown to be 
content-specific and, in fact, to encode 
information about the sensory process. 
More recently, advocates of the different 
positions on consciousness have started 
to engage in adversarial collaborations in 
order to define crucial experiments that 
will help decide between the different 
views (Melloni et al. 2023).

8.6  Awareness, Selection 
and Attention

According to a widely held view, selective 
attention regulates access to consciousness 
and is, in effect, the selective gatekeeper of 
consciousness. This would mean that we can 
only consciously recognize stimuli when we 
attend to them.
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There is indeed some evidence for a close 
connection between consciousness and 
attention. The clearest evidence is provided 
by so-called cueing experiments (Sperling 
1960; Posner et  al. 1980; Hawkins et  al. 
1990). Experiments by Hawkins et al. (1990), 
for example, showed that the accuracy with 
which target stimuli presented at different 
positions could be recognized increased 
when subjects were given a cue indicating 
the most likely target position beforehand. 
Earlier, in a similar experiment, George 
Sperling (1960) had shown subjects random 
sequences of letters and asked them to recall 
as many letters as possible afterwards. It 
turned out that their hit rate was consider-
ably better when the subjects were given a 
cue as to which rows they should report, 
even when this cue was given only after the 
row of letters had been removed. Accord-
ingly, attention can even operate on repre-
sentations in iconic memory and select its 
contents for conscious perception.

Another example of the close relation-
ship between awareness and attention is pro-
vided by experiments on inattentional 
blindness (Inattentional Blindness; Mack 
and Rock 1998) and change blindness 
(Change Blindness; McConkie and Currie 
1996; Rensink et al. 1997; Niedeggen et al. 
2001; Beck et  al. 2001). In inattentional 
blindness, subjects complete a few runs of a 
difficult fixation task, and in a final, crucial 
single run, a stimulus is presented in the 
periphery of the visual field during the fixa-
tion task. Few subjects report seeing the 
unexpected peripheral stimulus at all (Mack 
and Rock 1998). The lack of conscious rec-
ognition of the peripheral stimulus is attrib-
uted to lack of attention. In the very similar 
phenomenon of change blindness, even 
striking changes in visual images are not 
detected until they are processed with atten-
tion.

However, there is also evidence in these 
experiments that attention does not auto-
matically lead to consciousness. Thus, a sim-

ilar “blindness” can also occur with fully 
attended stimuli.

► Example

In one experiment, subjects were engaged in 
fake conversations with a stranger (Simons 
and Levin 1998). The conversation was 
briefly interrupted by two construction work-
ers carrying a door between them so that their 
view was briefly obscured. Unbeknownst to 
the subject, the interlocutor was exchanged, 
which was not noticed by numerous subjects. 
Since the subject had been looking at the 
interlocutor (with only one minor interrup-
tion) with full attention, this argues that the 
faulty recognition was not so much due to a 
lack of attention but to a lack of expectation 
that an interlocutor’s identity might change. 
Other experiments show that attention can 
also affect the processing of unconscious 
stimuli (e.g., Martens et  al. 2011). Together 
with the other experiments elaborated above, 
this would imply that attention is a necessary 
but not a sufficient condition for conscious-
ness. ◄

However, in recent years some dissociations 
have been elaborated suggesting that attention 
is not necessary for consciousness either, 
because consciousness can occur without 
attention (Lamme 2003; Koch and Tsuchiya 
2007; Srinivasan 2008). A number of experi-
mental findings lead to this conclusion:
 1. Some stimulus properties can be recog-

nized even without attention. Even with-
out attentional guidance (Full Report), 
the recognition rate in Sperling’s experi-
ments was well above chance (Sperling 
1960), which could argue for residual 
processing, presumably by the subject’s 
spontaneous attention. On the other 
hand, it could also mean that minor pro-
cessing is possible even in the absence of 
attention. This is confirmed by studies 
with dual tasks (Braun and Julesz 1998). 
Here, subjects’ attention is bound by a 
difficult primary discrimination task at 
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the fixation point. The extent to which 
additional peripheral stimuli can be 
detected without diverting attention 
from the central task is then investigated. 
It is first shown that simple stimulus fea-
tures (such as color) can be detected 
without attentional cost, whereas com-
plex stimulus features (such as shape) 
cannot. This suggests that conscious rec-
ognition of simple features is not depen-
dent on attention. Later, it was shown 
that even the core content of extended 
and complex visual scenes can be repro-
duced without attention (Li et al. 2002).

 2. Attention can be a hindrance to aware-
ness. Awareness can in some cases be 
improved by paying less attention to the 
target stimulus (Yeshurun and Carrasco 
1998; Olivers and Nieuwenhuis 2005). 
For example, Yeshurun and Carrasco 
(1998) have shown that foveal texture 
detection can be degraded by attention, 
presumably because processing of 
coarse-resolution shape information suf-
fers from the increased spatial resolution 
induced by attention.

 3. Attention and consciousness can have 
opposite effects on visual processing. 
Some experiments suggest a double dis-
sociation between the effects that atten-
tion and conscious stimulus detection 
have on visual information processing. 
For example, a number of studies on 
afterimages showed that attention short-
ens their duration, whereas conscious-
ness can increase their duration (see 
Koch and Tsuchiya 2007 for a review), 
although there are also opposite findings 
(Kaunitz et al. 2011).

 4. Attention can also be controlled by uncon-
scious stimuli. For example, McCormick 
(1997) directly compared attentional 
control by suprathreshold and sublimi-
nal stimuli in a study. It was shown that 
even invisible stimuli can trigger exoge-
nous orienting of attention (see 
Mulckhuyse and Theeuwes 2010 for a 
detailed review). Attention can even be 

guided by complex properties of invisible 
stimuli, which suggests that subliminal 
stimuli and can be processed deep 
enough to control attention (Jiang et al. 
2006). Interestingly, the effect may 
depend on the unconscious stimulus that 
attracts attention being relevant to the 
subject’s task (Ansorge et  al. 2010). 
Taken together, then, the above points 
show a clear dissociability between atten-
tion and consciousness, even though the 
two processes are usually closely inter-
twined.

Summary
In this chapter, we first considered the psy-
chological conditions of  the occurrence of 
conscious awareness and found that it is not 
an all-or-nothing phenomenon, but that 
there is a gradual transition between com-
pletely unconscious and clearly conscious 
stimuli: Thus, some features of  a stimulus 
may be recognized but not others, or seem-
ingly completely unconscious “masked” 
stimuli may have a marked influence on 
choice decisions between alternative con-
sciously presented stimuli (priming). There 
is evidence that certain stimuli are not con-
sciously perceived at all, but nevertheless 
influence our behavior, for example in 
unconscious learning and conditioning 
tasks.

The crucial cognitive neuroscience ques-
tion is whether there are stable differences in 
the brain activities evoked by unconscious 
or conscious stimuli. It has been established 
that unconscious stimuli can activate not 
only low-level but also high-level processing 
areas of  the brain, e.g. the temporal face rec-
ognition area (fusiform gyrus), but that acti-
vation by conscious stimuli is always more 
extensive and involves a larger number of 
cortical areas. This mainly concerns the so- 
called fronto-parietal network, which 
extends between the superior frontal cortex 
(PFC) and the posterior parietal cortex 
(PPC). However, even in primary sensory 
areas, e.g. the primary visual cortex, 
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responses to stimuli that become conscious 
are stronger than those that remain uncon-
scious.

Neuroscience has also addressed the 
question whether there are discrete single-
unit representations, called “cardinal cells”, 
not only for very simple stimuli, but also for 
certain complex contents such as faces, per-
sons and situations, or whether such con-
tents are encoded in a distributed code 
involving activity patterns of  wide cortical 
populations of  neurons. Recent research has 
confirmed the latter view for many domains 
as the rule using the method of  multivariate 
decoding. It shows that even in the case of 
distributed coding, the same perceptual con-
tents give rise to the same neuronal represen-
tations.

Another central question of neuroscientific 
consciousness research is to what extent differ-
ences and similarities between contents of con-
sciousness are also expressed in differences and 
similarities of neuronal coding, i.e. whether the 
structure of our experience is reflected in the 
relational structure of our brain activity pat-
terns. Subjectively  perceived similarities are 
indeed expressed in similar neural responses. 
Thus, the link between subjective experience 
and brain activity can be established also at the 
level of detailed contents.

Consciousness and attention are usually 
closely linked: Attention acts to amplify the 
neural responses to sensory stimuli. 
Attention and awareness are not identical, 
however, because we can miss information in 
stimuli even when they are fully focused. 
This can happen, for example, when the 
information was not expected.

Neurotheorists and neurophilosophers 
have developed numerous models for the 
emergence of  consciousness and its relation-
ship to brain processes. Some authors 
assume that everything that affects the brain 
strongly enough and for long enough also 
penetrates into consciousness. Other authors 
assume that this requires “recurrent” activ-
ity between primary sensory areas and asso-
ciative areas in the cortex. According to one 

older model such areas “bind together” in a 
specific way using high-frequency synchro-
nization in the so-called gamma range (30–
80  Hz) to produce meaningful conscious 
content. This can also be integrated with the 
idea that there is a “core mechanism” under-
lying all consciousness content that is active 
between the cortex and thalamus and con-
stantly aligns with new current content. The 
various models can explain many aspects of 
consciousness well, but by no means all of 
them. According to a different view, con-
sciousness can be understood as a “global 
workspace” involving special mechanisms of 
information processing, enabling current 
detailed perception, its memorability and 
linguistic reportability, and greater access to 
behavioral responses, including complex 
action planning.

Current neuroscience provides strong 
evidence against so-called dualistic posi-
tions, according to which there is an inde-
pendence of  brain and mind. Rather, the 
contents of  consciousness are precisely 
related to neuronal processes in the brain.
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