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Preface to “Digital Transformation: Core  
Technologies and Emerging Topics from a  
Computer Science Perspective”

Scope of the Book

The terms “digitalization” and “digital transformations” are nowadays used on a daily 
basis in media, enterprise, research, and societal contexts. In particular, the competitive-
ness of the industrial sector is considered to depend on the level of digitalization and 
potential digital transformations of the products, enterprises, business models, etc. This 
is mostly due to the ever-growing importance of flexibility in industry, e.g., shorter inno-
vation cycles, rapidly changing customer needs, changes in legislation, and more empha-
sis on sustainability such as resource efficiency, to mention just a few reasons, as is also 
highlighted by initiatives such as Industry 4.0/5.0. However, this requested flexibility 
puts additional challenges on the design, realization, operation, maintenance, and reuse 
of industrial systems. The hope is that digitalization allows to deal with these challenges, 
as it is currently stressed by the emerging topic of Cyber-Physical Production Systems 
(CPPS). CPPS highlight that both physical and virtual entities and processes are nowa-
days required to realize modern production systems which are able to deal with the cur-
rent challenges. At the same time, by having this new type of systems, we are currently 
facing a dramatically increasing complexity in engineering, operation, and management 
of such CPPS as they are complex, heterogeneous, and networked socio-technical sys-
tems. The latter aspect is of particular importance to drive the digital transformation 
processes within an enterprise considering not only the technological aspects but also 
organizational ones such as business models, staff, or general societal needs and chal-
lenges.

As an answer, several digital technologies are emerging and gaining attention to sup-
port different phases of the system life-cycle such as design-space exploration, runtime 
adaptation, and predictive maintenance to mention just a few examples. For instance, the 
term Digital Twin refers to the capability to partially copy an actual system into a virtual 
counterpart, that reflects the important properties of the system for both engineering as 
well as operation purposes. Thus, digitalization is not only a key enabler for innovation, 
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but is nowadays deeply integrated in the engineering and operational processes, and thus, 
into the aforementioned socio-technical systems.

This book is focussing on the digitalization topics in Industry 4.0/5.0 from a computer 
science perspective. In particular, the book introduces a rich set of different concepts, 
techniques, and methods from the computer science discipline and provides insights on 
their application, especially for the domain of CPPS, and thus, complements other view-
points which are equally important in this area such as automation, mechatronics, and 
business engineering.

Having this focus, the book is in particularly intended as an entry point to digitaliza-
tion for disciplines outside computer science by giving an orientation and providing the 
basics of the different sub-domains of computer science relevant for Industry 4.0/5.0 as 
well as giving pointers to further literature to find more information on the presented  
topics.

Content of the Book

The book “Digital Transformation: Core Technologies and Emerging Topics from a 
Computer Science Perspective” is structured into five parts. While Part 1 is about why 
and how industrial systems are represented as digital artefacts, Part 2 is focussing on 
emerging digital infrastructures to run industrial systems by showing their potential 
and applications, as well as how they can be integrated and secured in larger settings. 
Parts 3 and 4 are focusing on the data-driven paradigm, especially on data management 
and analytics which opens the door for a multitude of innovation potentials for indus-
trial systems. Finally, Part 5 is giving an outlook on particular digital transformations 
aspects such as improved human-machine interactions possibilities as well as driving and 
managing organizational issues such as enterprise model transformations. By this, the 
book gives an outlook on the emerging Industry 5.0 paradigm which has been presented 
recently by the European Commission.

We would like to thank all the authors who contributed chapters to this book and hope 
you will enjoy reading about the core technologies and emerging topics for digital trans-
formation from a computer science perspective.

January, 2022 Birgit Vogel-Heuser
Manuel Wimmer
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Engineering Digital Twins and Digital Shadows
as Key Enablers for Industry 4.0

Stefan Braun ,Manuela Dalibor ,Nico Jansen ,Matthias Jarke ,
István Koren , Christoph Quix , Bernhard Rumpe ,ManuelWimmer
and AndreasWortmann

Abstract

Industry 4.0 opens up new potentials for the automation and improvement of production
processes, but the associated digitization also increases the complexity of this develop-
ment. Monitoring and maintenance activities in production processes still require high
manual effort and are only partially automated due to immature data aggregation and
analysis, resulting in expensive downtimes, inefficient use of machines, and too much
production of waste. To maintain control over the growing complexity and to provide
insight into the production, concepts such as Digital Twins, Digital Shadows, and model-
based systems engineering for Industry 4.0 emerge. Digital Shadows consist of data
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traces of an observed Cyber-Physical Production System. Digital Twins operate on Digi-
tal Shadows to enable novel analysis, monitoring, and optimization.We present a general
overview of the concepts of Digital Twins, Digital Shadows, their usage and realization
in Data Lakes, their development based on engineering models, and corresponding engi-
neering challenges. This provides a foundation for implementing Digital Twins, which
constitute a main driver for future innovations in Industry 4.0 digitization.

Keywords

Digital Twin • Digital Shadow • Industry 4.0 • Model-based Systems Engineering •

Data Lake

1 Introduction

The fourth industrial revolution, Industry 4.0, is a fundamental driver for agile manufac-
turing through integration and communication of production systems. It aims at integrating
Cyber-Physical Production System (CPPS) to optimize the complete value chain [74]. Ini-
tially announced by the German Federal Ministry for Education and Research in the year
2011 [6], Industry 4.0 has become an international phenomenon as the next big step towards
future development and manufacturing [7, 32, 48, 52]. To this end, it leverages state-of-the-
art research results from a variety of fields, including the Internet of Things (IoT), big data,
and machine learning. Combining these approaches, Digital Twins are envisioned as digital
duplicates of CPPS that represent, control, and monitor their physical counterpart to make
better use of resources. In this vision, Digital Twins need to rely on detailed knowledge of
the system, including its requirements and operation data. Since an exact digital replication
of all parameters down to the atomic level is not feasible, the concept of Digital Shadows
was introduced, which promotes purpose-driven compilations of production data. More-
over, while simulations approximate the behavior and effects, the calculated results often
diverge from reality due to external influences such as wear, tear, pollution, or environ-
mental impacts. Remedial actions require extensive manual effort by experienced operators
performing measures on real-world counterparts. In the following, we introduce the main
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themes of this chapter, including the aforementioned engineering models, Digital Shadows
and Digital Twins.

1.1 EngineeringModels in Industry 4.0

Modern product development processes employ methods of model-based systems engineer-
ing (MBSE) [28, 61] and model-driven development (MDD), in which models become the
primary development artifacts [15].MBSE raises abstraction in traditional systems engineer-
ing approach by harnessing structured models over unstructured documents. MDD extends
the classic model-based approach even further by establishing models as primary drivers
within the development process. Adhering to explicit modeling languages, with well-defined
semantics (meaning) [29], these promote understanding and transparency in development,
fostering intra- and interdisciplinary communication [41], as well as automated analysis and
synthesis [31] of (parts of) the system [57] under development.

Managing complexity in the interdisciplinary engineering process requires domain-
specific views on the overall system, filtering essential information. Thus, by leveraging
view-based modeling [18, 55], experts of participating domains are provided with the infor-
mation relevant to their specific concerns in suitable modeling languages (the views), which
is anchored in the overall system’s context. Systems Modeling Language (SysML) [23] is
a prominent collection of modeling languages, to describe the relationships between the
concerns of a system and thus provides the glue between participating engineering domains
and their domain-specific models.

Engineering models [8] are typically used constructively, i.e., to prescribe a system under
development, and contribute directly to the CPPS development process. As CPPS devel-
opment is a highly interdisciplinary effort, different models exist across different domains.
These are also relevant in engineering Digital Twins since they contain essential information
about the CPPS. Thus, engineering models do not only contribute to system development,
but also to the development of its twin by integrating important information as well as
runtime simulations.

1.2 Digital Shadows

Modern CPPSs are typically equipped with sensors that capture tremendous amounts of
raw data while these CPPSs are running. These large amounts of data can no longer be
transmitted in real-time or sensibly processed to gain insights into the system’s state. Thus,
a software system running in this context must provide mechanisms to reduce the sheer data
volume and its level of detail, while also coping with obsolete and incomplete data. Data
must be provided in a reduced and purpose-oriented fashion to achieve better performance
and more context adaptation. To address this, we conceived a notion of Digital Shadows that
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provide compact views on dynamic processes, usually combining condensed measurement
data with highly efficient simplified mathematical models [42]. Therefore, we define digital
twins as follows [3, 13]:

Definition 1 (Digital Shadow) A Digital Shadow is a set of temporal data traces and/or
their aggregation and abstraction collected concerning a system for a specific purpose with
respect to the original system.

Thus, the Digital Shadow is a set of data observed from the CPPS. This data is usually
captured using sensors of various forms but also data of the state of computation, actions
executed by control devices, or even input from human operators. ADigital Shadow contains
purpose-oriented data for a specific point in time, provided in a transformed (e.g., reduced
or augmented) form. Additionally, this data can be enriched with quality information, such
as origin, fidelity, accuracy, and more. Consequently, this implies the existence of multiple
Digital Shadow at different times and for a variety of objectives that may reference another.
The complete history of Digital Shadows is available to a Digital Shadow, enabling temporal
analyses such as predictive maintenance based on variations in the collected data.

1.3 Digital Twins

While there is some consensus that a Digital Twin is a sort of digital duplicate of a physical
entity [67], there is still no generally accepted definition that specifies what this means and
entails. There are numerous differing interpretations of what a Digital Twin actually is and
should be capable of. Many realizations of this concept heavily depend on their specific
domain or application purpose. Digital Twin applications range from simple data acquisi-
tions across virtual models of the physical system to an integrated twin with optimization
capabilities. Thus, they can serve observation and monitoring purposes purely or directly
support management and controlling to support the development process of CPPSs actively.
Engineering in Industry 4.0 is highly interdisciplinary, resulting in modern trends in MBSE
striving for integrated models to bridge the gap between different domains. Therefore, we
use a definition of the Digital Twin based on models that was developed within the German
Cluster of Excellence “Internet of Production”,1 which comprises 200 researchers in 25
departments from different domains, including mechanical engineering, electrical engineer-
ing, automation, factory construction, software engineering, systems engineering:

Definition 2 (Digital Twin) A Digital Twin of a system consists of a set of models of the
system, a set of Digital Shadows, and a set of services that allow using the data and models
purposefully with respect to the original system.

1 Internet of Production: https://iop.rwth-aachen.de.

https://iop.rwth-aachen.de
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Hence, a Digital Twin can be engineered based on heterogeneous sets of engineeringmodels
of different domains. It relies on the Digital Shadows as highly optimized representations
of cohesive, purpose-driven, data of the CPPS to conduct analyses for monitoring, decision
making, prediction, and performing operations with the system. Additionally, the Digital
Twin of a system provides services for handling user input, controlling its real-world coun-
terpart, and interacting with other systems (e.g., product life-cycle management systems or
other Digital Twins). We assume that each CPPS will, in the future, have its own Digital
Twin and both closely interact for monitoring but potentially also for controlling purposes.

To conclude, Fig. 1 illustrates the triangular relationship between the production site, Dig-
ital Shadows, and the Digital Twin. Starting on the left-hand side of the figure, application-
specific viewpoints illuminate certain aspects of the production area to collect specific data
from the machines and processes. These are then collected figuratively by the Digital Shad-
ows and flow into the Data Lake. From there, the data diffuses into the Digital Twin. Engi-
neering models contribute to the digital replicate, releasing both analysis results back to the
Digital Shadows, as well as configuration and control parameters into the production site.

Fig. 1 Continuous Data Cycle in Industry 4.0
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1.4 Outline

The remainder is structured as follows: Sect. 2 discusses challenges in engineering Digital
Twins with respect to their construction, operation, and services. Section3 introduces a con-
ceptual structure of Digital Twins and Digital Shadows based on an underlying Data Lake
infrastructure, while Sect. 4 introduces specific engineering approaches based on state-of-
the-art technologies. Sect. 5 elaborates on data processing techniques (e.g., artificial intelli-
gence) for Digital Shadows. Sect. 6 concludes with an outlook on the future of Digital Twins
and Digital Shadows and their potential in Industry 4.0.

2 Challenges in Engineering a Digital Twin and Its Digital
Shadows

This section discusses challenges in the model-driven engineering and operation of Digital
Twins.

2.1 Challenges in Engineering Digital Twins

Integrated engineering of a digital twin and its represented system Engineering Digital
Twins either coincides with the engineering of the represented system, i.e., both systems are
conceived and developed together (“greenfield” engineering), or takes place after the repre-
sented system has been deployed (“brownfield” engineering) [26]. In both cases, the purpose
of the Digital Twin and its information management requirements must be made explicit.
However, during the greenfield engineering of Digital Twins, development of the repre-
sented system can consider these requirements, whereas in the brownfield case, the required
information might not be available, demand augmentation of the represented system, or
synthesis from other sources. Moreover, most Digital Twin operations demand information
with specific quality requirements, such as frequency, precision, reliability and augmented
with additional contextual information (e.g., time and source of origin). Where greenfield
approaches can consider this during development of the represented system, brownfield
approaches often cannot. This can lead to less precise, out-of-date, and unreliable Digital
Twins. Consequently, brownfield approaches can severely limit the capabilities of potential
Digital Twins and, to achieve effective Digital Twins, they should be considered an integral
part within the development of the represented system.

The systematic identification of Digital Twin purposes in the context of available,
producible, and synthesizable information is a complicated task. Consequently, its
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systematic integration into the development of the represented system is a major
challenge in engineering useful Digital Twins.

Data quality in context of sensor data and data streams has been addressed in various appli-
cations [20, 38]. In the context of Digital Twins, this challenge has been recognized, but not
yet explicitly addressed [72]. The parallel development of a Digital Twin and its physical
twin is discussed in [51], where different levels of a Digital Twin are presented.

Systematic specification and implementation of digital shadows Another quintessential
challenge in engineering Digital Twins is enabling these to leverage the data retrieved from
the represented system and making sense out of it. In order to retrieve data, both the aspect
of data streams originating from different sources as well as heterogeneous formats of data
have to be addressed. in (domain-specific) real-time and ultimately hamper Digital Twins
to fulfill their purposes: On the one hand, the three Vs of big data—Volume, Velocity, and
Variety—pose a challenge for handling the data. At the same time, all possibly relevant data
shall be captured as one wants to keep all data for later possible usage. To mitigate this, data,
information, andmodels of the represented systemand related systems can be aggregated and
abstracted prior to processing, resulting in Digital Shadows [36]. To be more exact, it might
be even not possible to collect all data initially, as the volume is too large, the systems are not
capable of analyzing the data at the required speed, or there is no sensor to capture specific
information. As illustrated in Fig. 1, Digital Shadows are produced by different viewpoints
on the represented object, i.e., only data relevant for a specific purpose or application is
considered. Still, it is not possible to foresee all potential use cases in Digital Twins when
designing the CPPS or the corresponding data management systems. Therefore, we propose
to use a Data Lake [60] as a repository for raw data that supports functions to prepare data
as required by the Digital Twins, integrates models and other sources of information, and
provides the right amount, granularity, and precision of data at the right time.

For the definition of Digital Shadows, suitable data modeling and integration tech-
niques are needed. These must enable the implementation of Digital Shadows consist-
ing of required data integrated from multiple sources, including data transformation
functions to clean, harmonize, and restructure the data into the desired format.

Some case studies that apply the concept of a Digital Shadow have been described in [42].
Data Lakes have been proposed also in [70] as a solution to the data challenges that are
present in the context of Digital Twins, e.g., heterogeneity, volume.

Integration of domain expert solutions Engineering Digital Twins is an interdisciplinary
effort that, dependingon their purpose, can demand the collaboration of experts fromautoma-
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tion engineering, human-machine interaction, software engineering, andmore. These experts
employ a variety of different solution paradigms, methods, and technologies that need to be
properly integrated to produce and deploy Digital Twins. To this end, often solutions fol-
lowing geometric and functional paradigms, continuous and discrete perspectives, heavily
front-loaded and agile methods, which employ a large variety of different implementation
techniques (CAD, knowledge representation, physical modeling, state-basedmodeling, pro-
gramming, etc.) must be integrated. Due to the required technical complexity and level of
detail of the different experts’ solution implementations, their integration and joint use in
Digital Twins introduces another level of complexity.

MDD is a solution paradigm that aims to facilitate the integration of these different
domains by overcompensating the growth in complexity of their solutions. To this end,MDD
lifts abstract models (in contrast to technically detailed implementations) to primary devel-
opment artifacts that can leverage terminology and concepts of the participating experts’
domains. Through automated analyses and syntheses that reify domain expertise, these
models can greatly facilitate the integration of solutions and their joint use in Digital Twins.
Consequently, the efficient inter-disciplinary engineering of Digital Twins demands suitable
modeling techniques and tools for the different domains and means to their integration.
While appropriate domain-specific modeling techniques and tools have been brought forth,
such as Simulink [11] or Modelica [16] for physical modeling, various CAD variants [21,
22, 43] for geometric modeling, and different software modeling techniques [14, 43, 54],
means for their integration are rare and either do not consider how the different domain-
specific solutions shall be integrated, nor consider the models’ semantics (meaning) [15],
but consider their syntactic structure [9] only.

The systematic, syntactic, and semantic integration of the Digital Twin parts con-
tributed by experts from participating domains demands suitable and precisemodeling
techniques for these experts that can be integrated easily and semantically meaning-
fully.

Research in software language engineering [31, 39] investigates the conception, engineer-
ing, and evolution of suitable modeling techniques; on the basis of SysML [14, 75], their
integration can be achieved.

Composable digital twins Systems of systems are ubiquitous in manufacturing. Through
well-defined interfaces, standards, or handcrafted integration, these collaborative system
groups achieve goals unachievable alone. While there are various standards on the inte-
gration of systems through joint interfaces or shared data structures in manufacturing [74],
research in Digital Twins rarely considers their collaboration, integration, or composition.
With Digital Twins often being data-intensive applications that conduct complex analyses
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relying on (domain-specific) real-time data acquisition, operating many Digital Twins on
the same data sources (e.g., Data Lakes) can lead to bottlenecks rendering the data acquisi-
tion in real-time impossible. Collaborative Digital Twin groups or composed Digital Twins
that share data, reduce redundant data acquisition, could mitigate this. For achieving this,
reuseability and interoperability of Digital Shadows is desirable. (8) Moreover, research
on composable Digital Twins can facilitate their engineering through reusing off-the-shelf
Digital Twins provided by third-party vendors.

The systematic, syntactic, and semantic integration of the Digital Twin parts con-
tributed by experts from participating domains demands suitable and precisemodeling
techniques for these experts that can be integrated easily and semantically meaning-
fully.

Leveraging the time-honored concepts of component-based software engineering [3], such as
encapsulation of functionality behind stable interfaces or substituability of implementations,
and applying these through modern architecture description languages [50] can greatly
facilitate engineering Digital Twins through composition.

Measurable digital twin and digital shadow fidelity Digital Twins intrinsically serve to
represent the system they observe. As such, the usefulness of a Digital Twin depends on the
fidelity, i.e., the precision of this representation, with respect to its purpose. For instance,
if a Digital Twin controlling an injection molding machine [3] is subject to a deviation
of several millimeters, the resulting products might be rendered unusable, whereas for a
Digital Twin monitoring an automated vehicle [40], this relatively small discrepancy might
be tolerable. Consequently, the quality of representation and its possible degradation leading
to divergence between the represented system and the Digital Twinmust be consideredwhen
engineering Digital Twins. As the possible quality of representation directly depends on the
quality of data in the Digital Shadow, the data quality requirements of Digital Twins need to
be made explicit, such they can be considered during design, implementation, and runtime
of the Digital Shadows. Moreover, Digital Twins must anticipate degradation of that quality
and provide metrics to gauge that quality during runtime. Similarly, as Digital Twins are
meant to strategically contribute added-value tomanufacturing, these expectations should be
made explicit and controlled at runtime, e.g., through simulation-based benchmarks applied
to the Digital Twin. Data quality requirements, degradation metrics, and benchmarks need
to be formulated relative to the heterogeneous models the Digital Twins consist of and, thus,
demand suitable modeling techniques as well.
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A Digital Twin and its Digital Shadows are subject to representation quality that
depends on the quality of available data and aim to produce added-value through
optimization. Measuring all of these must be anticipated at design-time measured to
prevent diverging of the represented system, its Digital Twin, and its strategic goals.

Asmentionedbefore, data quality issues have not been explicitly addressed forDigital Twins,
butmore general frameworks have been developed for representing data quality requirements
for sensor data and data streams. For example, [20] proposes an ontology-based approach
to model data quality requirements, dimensions, metrics, and measurements.

2.2 Challenges in Operating Digital Twins

Mind the gap between design-time and runtime Digital Twins can be used at system
design-time as well as during their operation and even after their decommissioning. At
design-time, they can support exploration of the design space through the rapid creation
of system variants for dimensioning, testing, and simulation. To this end, the design-time
Digital Twins need to operate on data and models from a system yet to be created. Both,
data and models, can be provided from observations of similar or predecessor systems
or synthesized from simulation of similar systems. When migrating from design-time to
runtime, not only the sources of data that the Digital Twin operates upon must change, but
changes in quality, precision, frequency, etc. of available real data might render observations
made from design-time data invalid. For instance, a Digital Twin at runtime, controlling a
real-time process, might not be able to reproduce behavior previously anticipated in design-
time.Moreover, migrating from design-time to runtimemight change the form ofmodels the
Digital Twin relies upon: while design-time models may be of arbitrary complexity due to
the availability of sufficient computing capacity, deploying the sameDigital Twin on a CPPS
of less capacity might demand reductions in the used models’ orders to ensure operation of
the Digital Twin.

Migrating a Digital Twin from design-time to runtime demands changes in the sources
of data, the form of models, and the interpretation of both. This may lead to additional
engineering challenges for a Digital Twin. A careful separation of data acquisition and
the conclusions drawn from design-time data can prevent this gap.

For numerical models, research in model order reduction [71] can contribute to the (par-
tially) automated and deployment-specific reduction of design-time models into run-time
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abstractions. For symbolic (knowledge bases, systems engineeringmodels) and subsymbolic
(artificial neural networks) models, this is subject of ongoing research [62].

Extensible digital twins Digital Twins are expected to chaperone their represented systems
during their lifecycles. Therefore, they need to evolve with changes to the represented
systems and in their environment. When new systems, subsystems, Digital Twins, sensors,
or actuators become available, their data sources and models might be useful for optimizing
the behavior of existing Digital Twins. Making these new data sources and models available
in a Digital Shadow, without stopping the corresponding Digital Twin, and without major
software engineering efforts either demandsmeans to automatically discover and incorporate
these or configurationmechanisms to adjust existing Digital Twins during their runtime. The
former not only requires inventing mechanisms to discover novel data sources and models
within theDigital Shadow, but also to integrate this new informationmeaningfully and safely
without causing operational issues. The latter requires means to describe the availability of
new data sources and models and their integration in Digital Shadows and Digital Twins
tailored to non-programmers.

The evolution of represented CPPS requires a Digital Twin to incorporate new data
sources and models during its runtime. Foreseeing this evolution during design is
crucial to ensure the future extension of a Digital Twin.

For the syntactic and semantic representation of data sources, models, their interfaces and
relations leveraging data structure modeling techniques, such as Unified Modeling Lan-
guage (UML) class diagrams [64], and knowledge representation techniques, such as ontolo-
gies [45, 59], can facilitate engineering extensible Digital Shadows and Digital Twins. For
both paradigms, (semi-)automated matching techniques that can facilitate discovering and
integrating newdata sources andmodels [1, 45] aswell as service discoverymechanisms [37,
46] are available. For the non-invasive configuration of Digital Twins during runtime, low
code modeling techniques [68] and results from research on models at runtime [2] might
facilitate the integration of new data sources and models.

Adaptive digital twins Digital Twins are used to predict the behavior or evolution of
the represented system, e.g., for predictive maintenance, future resource consumption, and
more. To this end, they simulate possible behaviors based on currently available data and
models. Depending on the frequency of changes of data and models as well as on the
duration of computing predictions, these predictions might become outdated while being
computed. Hence, computational resources are wasted and the Digital Twin’s chances to
react on properly predicted results are missed. If prediction is successful, but prediction
and reality diverge, either the Digital Twins underlying data, models, knowledge bases, etc.
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must be changed or the Digital Twins must use the predictions results to change reality.
The Digital Twin’s reaction to this divergence are highly application-specific and demand
suitable modeling techniques to describe these reactions by domain experts.

A predictive Digital Twin must support domain-specific actions for reacting on the
divergence of expectations and reality. These reactions can include applying domain-
specific expertise or adjusting its models of reality.

Modeling can facilitate encapsulating domain-specific expertise in a machine-processable
form that the Digital Twins can leverage. This can be continuous Simulink [63] models,
discrete state-based [64] descriptions, or rule-based specifications [3]. To enable domain
experts in efficiently reifying their expertise, all of these must be tailored to their domains,
e.g., by applying techniques from software language engineering [31].

3 Engineering a Digital Twin and Its Digital Shadows

For engineering Digital Twins and Digital Shadows, we first have a closer look at their
relationship and their components, which is depicted in Fig. 2.With respect to the definitions
introduced in Sect. 1, we identify a fundamental set of conceptual constituents that most
Digital Twin applications should comprise, even though concrete realizations might differ.

Modern CPPSs are usually equipped with sensors that monitor the system behavior. In
addition, there are also cameras and external sensors in production plants, for example to
monitor the activities of employees or to be able to react in time to smoke detection. These
data are usually managed in different databases but can be combined with the help of a Data
Lake.

TheDigital Twin accesses theData Lake and extracts Digital Shadows from it, combining
exactly the information it requires for a specific purpose. A dedicated component within the
Digital Twin, the Shadow System, performs this task. The Shadow System encapsulates the
Shadow Caster and the Shadow Controller. The Shadow Caster processes data of the Data
Lake and calculates Digital Shadows by combining insights and information of heteroge-
neous data sources within the Data Lake. It creates task-specific Digital Shadows, that can
support the Digital Twin in performing its tasks. For example, a Digital Shadow can be the
temporal evolution of a parameter within the CPPS to detect wear of CPPS components.
Combined with material and maintenance information about this component, the Digital
Shadow can enable predictive maintenance tasks. The Shadow Controller decides, when to
create and destroy Digital Shadows. It controls the storing process of digital shadow insights
and analysis results within the Data Lake and decides which data to be stored or ignored.
The Shadow Controller also manages the visibility and access rights of Digital Shadows.



Engineering Digital Twins and Digital Shadows as Key Enablers for Industry 4.0 15

Operative System
(e.g., ERP, MES, …)

Additional
Services

CPPS / Process / 
Observed System

Digital Twin

Data Streams

CPPS 
Controller

Twin 
Controller

Controlling and Configuration

Schatten. 
Reduktion, 
Aggregation

, …
für best. 
Zweck

‘Passive’ 
Daten?

Shadow System

Shadow 
Reduction, 
Aggregation, 

…
For specific 

purpose

Digital 
Shadow

Calculator

Shadow 
Controller

Schatten. 
Reduktion, 
Aggregation

, …
für best. 
Zweck

‘Passive’ 
Daten?

Shadow System

Digital 
Shadow

Calculator

Shadow 
Controller

Shadow System

Shadow

(Reduction, 
Aggregation, 

Purpose-
driven)

Shadow
Caster

Shadow 
Controller

Uses

Data Lake
(Tools and Data)

Data
Input

Analysis
Results

Uses

Data Streams

Data Streams

Fig. 2 Schema of the Relationship of Digital Twins and Digital Shadows

Other operative systems, such as ERP or MES, can access information provided by the
Digital Twin, or leverage the Digital Twin to understand or influence the behavior of the
CPPS. The same applies to other, domain-specific services. For applying reconfigurations
to the system and controlling its activities the Digital Twin has a control flow to the CPPS.
When the CPPS behavior needs to be adjusted and how its communication interface can
be accessed is managed by the CPPS Controller, which is part of the Digital Twin. The
Twin Controller encapsulates the behavior of the Digital Twin and decides which actions
the Digital Twin should take, which tasks it should perform, and which Digital Shadow it
requires for these tasks.

4 From EngineeringModels to a Digital Twin

Engineeringmodels aremodels that promote the design and construction of systems. Typical
engineeringmodels are technical or CAD drawings, circuit diagrams, or UMLmodels. They
support design and engineering activities by capturing a system’s properties and giving
insight about the system even before it is constructed, i.e., they prescribe properties of the
things to be. Therefore, their application domain is usually in constructive domains where
their prescriptive capabilities can support design decisions and design space exploration
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of different variants of a system before it is constructed. Engineering models are created
by domain experts, e.g., mechanical engineers, electrical engineers, software developers,
administration, UI designers, etc. to master the complexity of CPPS systems. As such, they
encapsulate domain knowledge that can support the realization of Digital Twins. In addition,
engineering models can also support the Digital Twin at runtime, as they provide the Digital
Twin the opportunity to understand and reason about the internal structure and behavior
of the represented systems to detect anomalies, divergence of expected (e.g., simulated)
behavior and real behavior, or other perils to operations.

Typically, engineering models are developed during the design phase of a CPPS and are
of limited use after deploying the system, as they are hardly updated and, therefore, cannot
represent the CPPS precisely. Their lifetime can be extended by deriving parts of the Digital
Twin’s functionality or providing a knowledge base for the Digital Twin. For this purpose,
the essential information must be extracted from the engineering models and prepared in
such a way that it can be further processed by other software systems and utilized by the
Digital Twin.

4.1 Semantic Data Extraction

Each phase of a system’s lifecycle contains specific activities, creates characteristic data,
and relies on different services of the Digital Twin. When integrating model information,
we distinguish between horizontal and vertical integration. Horizontal integration focuses
on combining information from different lifecycle phases of the CPPS. For example, a CAD
model of the design phase can help to evaluate whether the assembled product conforms to
the specification during the implementation phase.Vertical integration combines information
of models of different hierarchical levels. For example, a CPPS’ SysML model consists of
models representing its individual components. Vertical integration also refers to a stepwise
refinement, where higher-resolution models refine a coarse system description.

Figure3 shows the lifecycle phases of a CPPS and its Digital Twin. During Design the
system’s concept, its concrete functions and appearance are developed, based on customer
requirements and market information. Data aggregated during this phase consists of cus-
tomer requirements specification, often in unformalized mediums, such as plain text. How-
ever, it can also involve requirements models, e.g., specified in DOORS, where requirements
are recorded and managed. Typical models that support the design phase are CAD mod-
els, describing the appearance and dimensions of the CPPS, SysML models that translate
customer requirements into system functionality descriptions, and also simulations, e.g.,
in Matlab that evaluate the system’s behavior. The Digital Twin supports the design phase
by evaluating different variants of the CPPS and providing the optimal one concerning cus-
tomer requirements and estimated working conditions. The Implementation phase combines
all activities for creating the CPPS, including software development and hardware construc-
tion. During this phase, the different components of the CPPS are created, combined, and
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Fig.3 The DT contains data, models, and services for every lifecycle phase of the underlying CPPS

tested to detect errors. Data in this phase include human performance, use of resources,
material properties and test results. During the implementation, software architects create
models specifying the internal structure of the software components and interfaces to other
software systems. Also, models for Building Information Modeling (BIM) and Engineering
Change Requests (ECR) are employed to support the realization of hardware components.
The Digital Twin could support this phase by ensuring consistency between models of the
design phase and the implementation, or by generating test cases to evaluate the imple-
mentation. During the Operation phase, the system is assessed and evaluated to ensure it
functions as intended and does not become obsolete. In this phase, large amounts of data
are created, since modern CPPS are equipped with sensors that capture changes within the
system itself and its operating context likewise. The Digital Twin can monitor the system
and check whether the expected parameters from the design phase conform to the real oper-
ating data. It accesses the Digital Shadows that provide information about estimated and
real values and evaluate these to perform e.g., predictive maintenance.

4.2 Technologies for Connecting Digital Twins and Engineering
Models

For the further use of engineering models beyond their intended life phase, special software
technologies are required. During the realization of a CPPS different domains collaborate
and develop individual model artifacts that in combination describe the CPPS. Combin-
ing information from these different models requires model integration mechanisms [15].
Through model integration each discipline involved in the CPPS and product development
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process can develop using its own terminology and tools while the combination of these
models describes the entire CPPS . Language integration [27, 44] focuses on integration of
models on the language level, thus, also affects the tooling provided for describing CPPS.
Language aggregation employs several artifacts of different languages to describe aspects of
the target domain.Theprocessed artifacts remain separated but describe the sameCPPS.Lan-
guage embedding combines models into one common artefact, while keeping the languages
and tooling for these languages separated. Language inheritance also combines different
languages into one artifact but in addition customizes elements of these languages [30].

Another approach for combining knowledge is tool integration [12]. Tool integration
realizes the exchange of model data between specific tools. Thus, it reduces gaps during the
development process and reduces inconsistencies.

Model-Driven Software Development Generating software is crucial to successfully inte-
grate modeling in development processes [65]. Code for production systems or for test
drivers can be efficiently generated and thus, improve the consistency between model and
implementation and save resources. By deriving software code from engineeringmodels, the
development effort for Digital Twins can be reduced even further. Engineeringmodels incor-
porate domain knowledge from which components of the Digital Twin can be derived. One
challenge is the extraction of the relevant information from these models. In model-based
software engineering symbols are an established way of extracting the relevant information
from a model. Accordingly, it might be interesting to closely analyze engineering models
according to this aspect and identify the significant symbols, that can be useful in other life
phases, too.

Tagging One possibility to add required data to already existing engineering models is
tagging. A tag model logically adds information to the tagged model while technically
keeping the artifacts separated. Thus, the engineering model can stay clean of this additional
information, and domain experts are not confused by additional model elements that do not
directly correspond to the domain. A tag model could e.g., connect model elements from
different life phases, thus ensure horizontal integration. It could also add information about
the structural decomposition of a model to support vertical integration. It could also add
data retrieval information to models to connect the engineering model with data about the
physical system, its behavior or its development process.

Models at Runtime In contrast to those development methods for Digital Twins, models at
runtime focuses the utilization ofmodels during theCPPS runtime. Since engineeringmodels
encapsulate domain knowledge and information about the underlying CPPSs they can build
a knowledge base for Digital Twins to rely on while they are running [4]. Thus, they support
the Digital Twin to cope with new challenges and to adapt the twin to even to unanticipated
changes. Runtime models are reflective, meaning that they are causally connected with the
underlying CPPS. Thus, every change in the runtimemodel leads to a change in the reflected
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system and vice versa [47]. A structural model, that describes the components of the CPPS,
reflects the CPPS’s constituents and can be update if new physical assets are added, or
components are exchanged [24]. Physical models describe the dynamics and current state of
physical phenomena [69]. The Digital Twin can rely on physical models to assure selected
properties of the running CPPS. Behavioral denotes a runtimemodel capturing the dynamics
of the systems, i.e., what the system can or will do based on its current state. Behavioral
models can support run-time verification and sensitivity analysis, to determine how CPPS
parameters are affected based on reconfigurations. For example, behavioral models may
support the Digital Twin in predicting the CPPS’s behavior or evaluating several possible
reconfigurations for identifying the best solution for a present problem [17].

View-based Modeling Often, while applying model-driven development leads to redun-
dancies and inconsistencies if models share a semantic overlap and describe the same CPPS.
View-basedmodeling is an approach to tackle fragmentation of information across instances
of different metamodels and can support the Digital Twin in combining knowledge from
heterogeneous models. A view type defines the set of meta-classes whose instances can be
displayed by a view [5]. Different view types can support the visualization of relevant model
elements. Combined with a query language, they build a tool for describing and creating
Digital Shadows and thus can also support the Digital Twin in providing insight about the
current CPPS state.

Executable Metamodeling Ametamodel is a model of a model and specifies the concepts
and model elements that are useful for solving a specific class of problems. By means of
Kermeta workbench [49], Ecore [66] meta models can also be executed. Kermeta provides
an action language to implement the execution semantics of Ecore metamodels. It supports
adding new methods to existing Ecore meta-classes, that define the execution semantics of
the corresponding metamodel in the form of an interpreter [10].

5 Digital Shadows and Data Processing

For engineering Digital Shadows, the task of data processing is essential, as the Digital
Shadow is closely linked to the data providing infrastructure. Regarding the standard data
processing steps of ETL (Extract-Transform-Load) [34], the Digital Shadow has strong
ties to the transform task: in the traditional sense, data is adjusted in this step, in order to
be stored and used later. Digital Shadows exceed traditional data adjustment and aim to
embed further intelligence in this step, making the transform task more sophisticated and
therefore introducing a new smart data layer. For this to be possible, incoming data streams
have to be steered—which is taken care of by the Data Lake—and relevant data must be
identified, specified, and processed—which is the task of the Digital Shadow. Since Digital
Shadows serve specific purposes, their data granularity can differ significantly; for some
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Fig. 4 Purpose-Driven Digital Shadows

purposes, a very detailed view on data is necessary, whereas for other purposes, aggregated
or intelligently processed data is of interest. The structure of different granularity of Digital
Shadows is depicted in Fig. 4, as envisioned in the Internet of Production [33, 36, 58].

From the bottom to the top, we observe the data abstraction, aggregation, and refinement
process: In the bottom, data is in its raw format, corresponding to data gathering in the
interconnected infrastructure. With each subsequent step up, the data can increasingly be
refined, e.g., by employing data modeling, such that in the top we obtain task-specific
Digital Shadowswhere artificial intelligence is applied. Depending on the task, wemay need
more refined or more raw data. Use cases regarding long-term analysis, e.g., value stream
optimization, requiremore refined data, whereas, for ad-hoc analysis, e.g., tool optimization,
more granular data is required. Mid-term analysis, e.g., shop floor optimization, might
demand a mixture of both raw and already partly refined data.

The different levels of granularity and the different levels of data abstraction, aggregation,
and refinement of Digital Shadows correspond well with the concept of Data Lakes and their
levels of different data layers.
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5.1 Data Lakes as a Serving Infrastructure

A Data Lake, as described in [60] is a repository where data from various sources can be
stored in their original structures. In this regard, the concept of a Data Lake significantly
differs to the data-handling approach of traditional data storage systems, with the most
prominent concept being the data warehouse: The Data Lake introduces an ELT (Extract-
Load-Transform) approach instead of the traditional ETL. Raw data is stored in its raw
format without prior integration or aggregation to avoid restricting data usage and analysis
to a predefined integrated schema. This especially means that we do not—as is common in
datawarehouses—have a schema-on-write paradigm, but delay the importance of schemas to
the time of reading the data, i.e., we follow a schema-on-read approach. This also contributes
to the challenge discussed in Sect. 2, that Digital Shadows should be flexible and should be
able to incorporate newdata sources at least semi-automatically, without requiring a software
engineering process to define ETL workflows and integrated schemas.

In general, Data Lakes provide tools to extract data and metadata from heterogeneous
sources, offer a data transformation engine that can transform or clean data and integrate
it with other data, and provide interfaces to explore and to query data and metadata it con-
tains. According to [60], a Data Lake is distinguishable into four components serving those
purposes: Ingestion Layer, Storage Layer, Transformation Layer, and Interaction Layer. The
composition of a typical Data Lake is shown in Fig. 5 and described in the following.

Fig. 5 Data Lake Architecture
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Ingestion Layer: Tomakedata available inDigital ShadowsorDigitalTwins, it is important
that the data collection is as easy as possible. The ingestion of new data sources into the
Data Lake should be as simple as a copy operation in a file system, as data from the sources
is copied to the storage layer in its original format. To ensure sufficient data quality, the
ingestion should extractmetadata from the sources automatically and enforce data quality
rules to prevent that data with insufficient quality pollutes the Data Lake.

Storage Layer: This layer is comprised of common big data tools, such as Apache Hadoop
or Apache Spark. They provide storage and query mechanisms for heterogeneous data.
Metadatamanagement is usually limited to structural information, but should be enriched
with semantic and data quality information to make the data more usable.

Transformation Layer: Raw data needs to be transformed and cleaned if it should be
usable for an application. This functionality is provided by the Transformation Layer,
which might also be implemented with big data tools as Apache Spark. This layer can
be also considered as the Shadow Caster, as it creates Digital Shadows (or Application-
Specific Data Marts) by aggregating, transforming, reducing, etc. the raw data.

Interaction Layer: Finally, the Interaction Layer provides means to interact with the data
in the Data Lake or Digital Shadows and to make it available for a certain purpose in a
Digital Twin.

An example reference model of a Data Lake System is provided by Constance, introduced
in [25]. There are various benefits of Data Lakes compared to more traditional approaches.
These include easier integration of heterogeneous data (e.g., relational data, JSON, XML,
graphs, data streams, documents), easy exploration of heterogeneous data on data level
instead of application level, and avoidance of data transformation during data ingestion. The
latter has the effect of making it easier to handle data with a purpose that is unclear at design
time.

On the other hand, Data Lakes pose the threat of deteriorating into data swamps. A data
swamp is a Data Lake that is overwhelmed by unusable data to the degree of becoming
unusable itself, because data of interest cannot be found or data cannot be interpreted any-
more. A countermeasure for data swamps is to ensure metadata ingestion and data quality
management when loading the data. An additional approach to ensure data comprehensibil-
ity is to adopt ontologies and other rich data models in Data Lakes. The relationship of Data
Lakes and traditional data management systems is further addressed in [35].

For the use case of Industry 4.0 and the employment of Digital Shadows, the principle of
Data Lakes to store data in its raw format, in particular, gives us the following advantages:
The immense heterogeneity regarding the involved sensors and machinery, which often
characterizes industrial production settings, can be handled well since it perfectly fits the
paradigm of Data Lakes. The characteristic of Data Lakes to keep all data enables us to
create multiple purpose-specific Digital Shadows based on data located in the Data Lake. In
general, Digital Shadows fit well onto the idea that we have an extensive repository of data
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and may select different traces of data, depending on the application of the specific Digital
Shadow.

Addressing the challenges introduced in Sect. 2, we conclude: the three Vs of big data,
are addressed as follows: Volume is addressed by the distributed nature of Data Lakes.
Variety can be managed by the heterogeneous nature of the storage layer in Data Lakes.
Velocity is most challenging aspect for Data Lakes as they are more ‘static’ repositories for
long-term collection of data rather than real-time processing. However, it is also important
to store streaming data in the Data Lake, which can be used, for example, for the training of
machine learning algorithms. The challenges to capture all possibly relevant data and still
keep all other data for later possible usage are implicitly handled by Data Lakes because all
data is stored in its raw format.

With introducing a Data Lake as serving infrastructure for Digital Shadows, we face
another non-technical issue: in a conglomerate of cross-company contributors, each stake-
holder needs to collaborate ideally using a unified interface to access and share their data
and Digital Shadows. The Data Lake provides us with such a central repository instead of
many separate data silos. However, the nature of the collaboration may impose that not
all data may be kept in the Data Lake. Reasons may be data access rights or policies of
individual organizations. We address this issue by proposing a hybrid Data Lake approach:
We introduce one central Data Lake, that everybody has access to. At the same time, we
keep some data landscapes (e.g., Data Lakes) at participants’ sites where confidential data
that cannot be shared with everybody resides. Still, we keep the central Data Lake and its
interface as the primary instance in questions of data. This entails that the data which is not in
the central Data Lake has to be retrieved from the private data repository—if allowed for the
specific participant. With this, we face a new challenge—the challenge of integrating private
Data Lakes. One Solution for this is to employ data virtualization. Data virtualization may
take place on different levels, but for the architecture of a hybrid approach and to hide the
virtualization from the users, the best choice is to employ it on the lowest level possible [73].
In this case, data governance becomes an interesting and at least partially open problem. An
alliance-like approach to data governance is proposed by the Industrial Data Space initiative
[56]. Concluding, we see Data Lakes as an essential component to enable Digital Shadows,
already solving a lot of presented challenges.

5.2 FromData Processing to Digital Shadows

In order to engineer Digital Shadows, both application domain and computer science knowl-
edge become a necessity resulting in cross-domain collaboration. The added value of cross-
domain collaborations to engineer Digital Shadows is best illustrated by an example [36]: In
[53] the combination of domain knowledge and artificial intelligence expertise provided by
an interdisciplinary team allowed for the evaluation time of an engineering process simula-
tion to be reduced by six orders of magnitude: while traditionally finite element simulation
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is used to evaluate manually designed schedules for heavy plate rolling, [53] were able to
adequately approximate this simulation by six reduced analytical models operating on data
provided by Digital Shadows, therefore reducing the computation time from 30–240min
to less than 50 milliseconds. This example of significantly influencing a simulation’s com-
putability demonstrates the advantages for diagnosis and predictions in domain-specific
real-time if they are based on Digital Shadows.

The challenges formulated in Sect. 2 are tackled by Digital Shadows as follows: The
reduction of the three Vs of big data is partially handled by the Data Lake system. Unsolved
by the Data Lake is the reduction and refinement from massive data volumes to manageable
ones. The Digital Shadow addresses this issue for e.g., computability reasons—as opposed
to using the whole data in the Data Lake. The challenge of interoperability and traceability
of data traces in the data layers is addressed by [19], introducing the concept of FACTDAG.
Closely related to interoperability and traceability is the desired reusability of Digital Shad-
ows. Reusability is particularly powerful when the groundwork of agreed-upon ontologies
has been established beforehand. Using Digital Shadows, not only reusability of the data is
to be considered, but also the reusability of the component extracting this data, the Shadow
Caster. As Digital Shadows are digital artifacts describing real objects, they serve a specific
purpose regarding this real object. Beyond this, they can be used as input for other systems or
for analysis exceeding the extent of the primary use of the Digital Shadow. This is typically
achieved by conforming to best practices of development, e.g., modularization and reuse.
The difficulty to know which data is relevant and the data selection process that shall reduce
the used data for computability, are addressed by on the one hand collaborating with applica-
tion domain experts—for Industry 4.0 mostly mechanical engineers—and on the other hand
with the approach to systematically use artificial intelligence methods to first find structure
and insights in the data and second to automatize the process of building Digital Shadows,
yielding a combination of the two. The commitment of whether data is relevant usually has
to be made during the data gathering and design phase. However, based on the Data Lake
infrastructure, we obtain the possibility to gather all data and only with the engineering of
the Digital Shadow commit to a specific data model as input. This leads us to the importance
of Artificial Intelligence in Digital Shadows.

5.3 Artificial Intelligence in Digital Shadows

In order to understand how data that is about to be incorporated into the Digital Shadow
has to be prepared and handled, we first must have a closer look at the composition of the
Digital Shadow System (cf. Fig. 2). In general, the Digital Shadow System consists of two
main components—a passive part, the Shadow Data, and an active part, the Shadow Caster
that may be executed and manipulates the passive part. The first component Shadow Data
is typically located in a Data Lake. The second component, Shadow Caster, can embrace
advanced techniques, especially from the domain of artificial intelligence, transcending
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traditional transformations and thus incorporating intelligence. From a data-flow perspec-
tive, intelligence is applied earlier than before. This especially entails that Digital Shadows
themselves are already incorporating domain knowledge and intelligence, establishing a
new smart data layer.

Regarding the employment of AI in Digital Shadows, we distinguish between two
approaches: Digital Shadows repeatedly using AI methods to generate the Shadows’ data on
the one hand and Digital Shadows using AI initially and only once to determine the struc-
ture of the Digital Shadow. The first approach employs continuous learning and employment
of AI, whereas the second employs one-time learning of the structure. An example of the
first case would be to have some parameterized machine learning component in the Digital
Shadow, e.g., a neural network, where the parameters, i.e., in the case of the neural network
the weights of the edges, are continuously recalculated. An example of the second approach
would be to determine the inputs for the Digital Shadow, e.g., the input layer of a neural net-
work. Naturally, the two approaches are not exclusive and can be combined. The integration
of intelligence into the Digital Shadow raises the question at which point a Digital Shadow
ends, and the application using the Digital Shadow begins: depending on the complexity
of the Digital Shadow, intelligence that previously was contained in the application layer,
may now be shifted into the Digital Shadow instead. This can have the advantage that this
artifact can be used by several applications. In this case, however, they have to share the
same ontology to be able to use the same Digital Shadow, as they would otherwise use the
same data with different interpretations. Finding the right degree of transferring logic into
the Digital Shadow, and therefore deciding howmuch logic should remain in the application
layer and how much should instead be located in the Digital Shadow, poses an interesting
research question of its own.

6 The Future of Digital Twins and Digital Shadows

This chapter has covered the concepts ofDigital Shadows andDigital Twins,with a particular
focus on engineering methods. Digital Shadows consist of data traces of an observed CPPS.
A Digital Twin operates on them to enable novel analyses, monitoring, and optimization.
They both offer extensive support for production companies throughout the development,
production, and usage life cycles, while harnessing the interconnectivity of manufacturing
devices with processes and domain knowledge. This lifts the Internet of Things to an Internet
of Production, particularly considering the aspects of Industry 4.0. Integrated applications
on top then allow to specifically plan, simulate, inspect, and control processes. This is
an essential requirement to manage the ever-increasing complexity of modern production
processes.

Depending on the levels of sophistication and integration, these concepts elevate the
operability of CPPS. Low-level realizations, e.g. for real-time analysis, allow deployment
directly on the CPPS. In contrast, a variety of solutions rely on cloud-based systems, as these



26 S. Braun et al.

can dynamically provide necessary storage and computation capacities, often required for
complex operations. Following the platform as a service (PaaS) paradigm, virtual platforms
can be provided, which offer dedicated services for engineering individual Digital Twin
applications. In turn, this fosters general interchangeability and extension of these frame-
works. After all, complete and ready-made systems may be provided, which companies
can configure and directly put into operation, similar to the software as a service (SaaS)
approach. The conceptual separation of the Digital Shadow particularly offers enormous
application potential for sustainability in Industry 4.0. The archival storage of raw data in
Data Lakes ensures its long-term usability. This is an important factor in commissioning
production systems; the infrastructure must be able to sustain for years or even decades. For
instance, machine learning algorithms may operate on years ofacquired data to enable more
precise decision support. As a challenge, interoperability between various providers needs
to be ensured; the potential withdrawal of an operator may not cause disruptions. Similarly,
switching providers should not infer severe migration costs.

Developing corresponding frameworks offers exceptional possibilities for both research
and industry in the near future. The data collections can be used to perform sustainable
analyses on raw data collected over many years, to provide insights into CPPSs and auto-
matically optimize them by integrating domain expertise. It will also enable new data-driven
business model opportunities. It is particularly in cross-company collaboration that the auto-
matic exchange of data opens up entirely new perspectives. First and foremost, challenges
regarding data sovereignty must be solved [33]. Ultimately, however, a data-driven world-
wide integration of CPPS leads to the emergence of synergy effects. While the advantages
for machine manufacturers through distributed data collection are most obvious here, it also
offers new possibilities for the production industry in general, e.g. to mutually benefit from
the experience of other companies, for instance in terms of concrete machine parameters.
Similar effects can also be anticipated through the exchange of engineering models. There-
fore, Digital Shadows and Digital Twins will continue to be the key enablers of Industry
4.0, offering exciting new avenues regarding sustainability and data sovereignty.
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Loose coupling of system components on all levels of automated production systems
enables vital systems-of-systems properties such as simplified composition, variability,
testing, reuse, maintenance, and adaptation. All these are crucial aspects needed to realize
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highly flexible and adaptable production systems. Based on traditional software archi-
tecture concepts, we describe in this chapter a use case of how message-based com-
munication and appropriate architectural styles can help to realize these properties. A
building block is the capabilities that describe what production participants (machines,
robots, humans, logistics) are able to do. Capabilities are applied at all levels in our use
case: describing the production process, describing machines, transport logistics, down
to capabilities of the various functional units within a machine or robot. Based on this use
case, this chapter aims to show how such a system can be designed to achieve loosely cou-
pling and what example technologies and methodologies can be applied on the different
levels.

Keywords

Software Architecture • Actor Model • Message-centric • OPC UA • Capabilities •

Machine-to-machine Communication • Production Process • Composition • Orchestra-
tion • Loose Coupling

1 Introduction

Cyber-Physical Systems (CPS) tightly interweave software and physical components for
integrating computation, networking, and physical processes in a feedback loop. In this
feedback loop, software influences physical processes and vice versa. CPS in the manufac-
turing context are referred to as Cyber-Physical Production Systems (CPPS). A production
cell involving machines, robots, humans, and transport systems such as pick and place units
are one example of a CPPS; drones, smart buildings, or medical devices are not. One goal
of CPPS is increasing the flexibility and adaptability of industrial production systems to
address the need to reconfigure a physical plant layout with little effort and to produce a
higher variety of products on the same layout, in smaller lot sizes, at the same costs. The
requirements of customized mass production imply that control and integration software
needs to be adaptable after deployment in a shop floor (factory), possibly even without
interrupting production, at all levels: down at the level of Programmable Logic Controllers
(PLCs) all the way up to Manufacturing Execution Systems (MES).

Software, and specifically, software architecture plays a central role in achieving this
goal in multiple ways. Fast and cheap reconfiguration can only happen through software
specifically designed to enable adaptability and flexibility. The resulting software comes
with non-negligible complexity and—with incomplete upfront requirements on what kind
of adaptation and flexibility might be desirable at a future stage—needs to be prepared for
extensibility.

Ensuring decoupling of system components on all levels of production systems enables
vital systems of systems properties such as simplified composition, variability, testability,
reusability, maintainability, and adaptability. All these are crucial aspects towards realizing
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highly flexible and adaptable production systems and are highly dependent on the software’s
architecture [21].

Inspired by traditional software architecture concepts (i.e., components, connectors, inter-
faces, ports, and wires), we describe in this chapter how message-based communication in
general, and an architectural style in particular, enable system designs that can help to realize
these properties.

Capabilities are the key element that describes what production participants (machines,
robots, humans, logistics) are able to do at every level (fromMESdown to PLC level)without
specifying details on how to do it—thus achieving abstraction and information hiding.
Capabilities comprise structural interface description as well as a behavioral description
(e.g., finite state machines grounded in OPC UA1 programs).

Capabilities find application at all levels: describing the overall production process,
describingmachineproxies that enable a scheduler to reasononavailable shopfloor resources
(and changes thereof), enabling anMES to interactwith production resources, describemate-
rial transport (e.g., capabilities of a turntable, conveyors, pick and place units, etc.), down
to capabilities of the various components within a machine or robot (which again may be
hierarchically composed).

This chapter demonstrates based on a use case of how such systems can be designed
and what example technologies and methodologies can be applied on the different levels.
Specifically, our use case “Factory in a Box” shows how the C2 architecture style enables
decoupling and reuse of components at the shop floor level and the intra-machine level and
how IEC61499 and actor frameworks realize such decoupled and reusable architectures in
the actual software.We then describe how our use case has individual shop floor participants
expose their capabilities inOPCUAandhow these capabilities are then reused for production
process specifications, process execution, and discovery of shop floor participants.

The remainder of this chapter is structured as follows. We first introduce a running
example based on a lab-scale production environment in Sect. 2. Subsequently, in Sect. 3 we
introduce the notion of architecture-centric design [41]. After this, we discuss the building
blocks for adaptive and flexible productions systems in Sect. 4. Lastly, in Sect. 5 we outline
how these concepts can be applied for designing the application logic of soft real-time
execution control devices 5.1, of non-time critical machine control 5.2, at the cell level 5.3,
at the production process level 5.4, and ultimately at the systems-of-systems level 5.5.

2 Running Example: Factory in a Box

Our lab-scale production cell, as part of a university-funded demonstrator project Factory in
a Box (FIAB), aims at illustrating the concepts that enable flexible production and the need
for software to achieve this. Our particular demonstrator has the capability to customize the
drawings on a piece of paper at multiple plotting stations. The production cell consists of the

1 OPC UA is short for Open Platform Communications Unified Architecture.
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Fig. 1 Lab-scale production environment: Factory in a Box

following machine types: input stations that provide pallets with paper, plotters that load the
pallets and draw images, turntables that transport the pallets between plotters, and finally,
output stations where the finished product (i.e., paper) is placed.

Communication between themachines is purely based onOPCUA (the predominant shop
floor communication standard). Plotters and output stations are designed and programmed
with the IEC 614992 industry standard using the open source IDE Eclipse 4diac [30] and the
respective FORTE runtime environment that builds on the Open62541 OPC UA [16] server.
The turntables are implemented in Java, using the EclipseMilo OPCUA framework. Hence,
despite the toy character of the setup, the used software and communication infrastructure is
industrial grade. We use Lego Mindstorm EV3-based PLCs as a basis as this enables rapid
and cheap machine prototyping without the need to test individual subcomponents such as
motors, actuators, and sensors. Also, it ensures their seamless integration. The complete
physical lab environment can be seen in Fig. 1.

In this chapter, we use this lab-scale production cell as a running example to outline the
introduced concepts for decoupling at the soft real-time execution level (i.e., plotter), actor-
based non-time-critical execution (i.e., turntable), process-based execution at machine or
micro-cell level (i.e., alternative turntable control), scheduler based execution at MES level
(i.e., print order scheduling), and the system of system composition (i.e., actors at MES
level).

Flexible production aspects in this lab-scale production cell include, but are not limited to,
(i) flexibly positioning plotters, input/output stations, and turntables next to other turntables,

2 http://www.iec61499.de/.

http://www.iec61499.de/
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(ii) dynamically allocating production jobs to plotters, (iii) dynamic routing of production
orders between plotters, and (iv) dynamic discovery of shop floor participants and their
capabilities.

Aside from showcasing such flexibility, FIAB supports the demonstration of how to
design the various system elements to enable adaptation, how to efficiently test the adaptation
mechanisms, how to achieve component reuse, and how to abstract from implementation
details.

3 Architecture-centric Design

The primary difference between architecture-centric design and model-driven software
development [41] is that the latter focuses heavily on modeling details sufficiently fine gran-
ular for code generation or further model generation, while the former focuses on supporting
a design that achieves the overall desirable system properties without an explicit claim for
executability. Hence, in the following subsections, we focus on the typical architecture mod-
eling elements, and how their utilization in an architecture model can be constrained (i.e.,
limited) to achieve a system design that is reusable and flexible, and more.

3.1 Architecture Modeling Elements

Conceptually, the following metamodel elements [23] enable the definition of architectures.
Various software architecture description languages such as xADL [22] or software design
languages (such as UML/SysML) provide these meta model elements but apply a different
vocabulary and/or visualizations. The purpose of this subsection is neither to mandate nor
to promote one modeling language over another but to convey the necessary concepts in a
manner that the readers can map these to the language of their choice.

• Components are the loci of computation, that implement the essential capabilities of a
system, for example, in Fig. 2 the ConveyingComponent (responsible for moving pallets
onto the turntable as well as offloading), Turning Component (responsible for positioning
the conveyor in the right orientation) and TurntableCoordinator (responsible for telling
the turning componentwhen to turn and inwhich orientation, and the conveyor component
when to engage and in which direction).

• Connectors. In contrast to e.g., UML/SysML component diagrams that define only a
component element, Taylor et al. [22] motivate the distinction between components and
connectors. Connectors are responsible for communication between and coordination of
components and often surpass the components in size and complexity. The use of appro-
priate connectors has a profound impact on an architecture’s qualities such as adaptability
or robustness. For instance, in Fig. 2 the shaded boxes showing simpleMessageConnec-
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tors for directed message passing, and aMessageBus supporting publish/subscribe capa-
bilities. A more complex connector for coordination of transport is discussed in Sect. 5.2.
A question that one can ask to determine whether an element is a component or a con-
nector: within the observed system scope, does this element provide business value (i.e.,
is it necessary for the system’s purpose), or does it provide a non-value adding (but
still important, quality-inducing) functionality? At the coarse-grained shop floor level in
FIAB, for example, plotters are the components and turntables the connectors; within the
turntable scope the turning and conveying components are value-adding, and any mes-
sages passing infrastructure are the important, loose-coupling achieving (but non-value
adding) connectors.

• Interfaces describe (similar to UML/SysML) the services of a component or connector.
They describe the contract between the consumer (i.e., component or connector) of the
interface and the provider of the interface (i.e., components or connectors). In Fig. 2
interfaces are visualized as annotations on components. In FIAB, interfaces describe the
messages that are passed between components and connectors.

• Ports model the realization of an interface, respectively the usage of an interface (also
denoted required interface), by a component or connector. In method-invocation-centric
architecture (e.g., UML component diagram), these ports are also known as provided,
respectively required interface. In data-flow centric architectures (e.g., SysML Internal
Block Diagram (IBD)) provided and required interfaces are also described as in or out
proxy ports. In ports model the flow of information, events, or requests into a component
or connector, while the out ports have been modeled in reverse. Ports are depicted as
boxes with ingoing/outgoing arrows in Fig. 2.

• Wires (or links, or connectors in UML/SysML) describe the configuration of how com-
ponents and connectors interact by connecting two or more ports. This is also often
described as a dependency. A wire connects exactly two ports. A wire is visualized as a
full line between ports in Fig. 2.

• Port Mappings describe for hierarchical defined components (or connectors), how the
outermost ports map to the port of the internal components (and connectors) that actually
implement an interface (visualized as dashed lines, discussed in Sect. 5.2).

3.2 The C2myx Architectural Style for Strong Decoupling

Differences in software architectural styles result in various degrees of adaptability [24].
Combining the very related Components and Connector (C2) [31] and myx architectural
style [9], this section describes the C2myx style that hence also produces, in particular,
strongly decoupled, highly adaptable architectures.

When discussing an architectural style, it is important to note two crucial aspects: Firstly,
an architectural style is a set of constraints. Thus the freedom to deviate from a particular
style is always given and only bounded by the elements the modeling language provides.
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Fig.2 Excerpt of the internal FIAB turntable components and connectors architecture. (xADL nota-
tion)

Secondly, an architectural style is not bound to a particular modeling language as long as
its design constraints can be encoded in the language. See below for a brief discussion on
how to utilize SysML for modeling a C2myx compliant architecture.

We distinguish between two general building blocks: components and connectors (as
defined above). Specifically, connectors are limited to message-based communication and
coordination, thus no long-blocking requests or shared memory access is foreseen. Compo-
nents (and asynchronous event/message connectors) typically have their own (virtual) thread
of control. Components and connectors are arranged in alternating layers (see e.g., Fig. 2),
with ports on the top and/or bottom. A port is then said to be in the top domain or in the
bottom domain of a component, respectively connector. Ports may be required or provided
regardless of whether they are part of the top and bottom domain.

The concept of top and bottom domain (summarized in Table1) is essential in obtain-
ing a robust architecture. A component is independent of any other components that are
“below”, i.e., components that are reachable via ports in its bottom domain. It must not fail
if these ports are not wired. Any required ports in the bottom domain thus need to be event
publisher endpoints (or potentially synchronous calls to an event connector which, in turn,
asynchronously forwards the call as an event to components below it). The component waits
on a provided port in the bottom domain for requests. In other words, a component must
be completely indifferent whether any call, message, or event leaving via a bottom domain
port is received or processed by any lower components.

This implies, that a component may only request services from other components via
ports that are part of its top domain, thus accessing services that are located “above” it. If
these are not available, it then should degrade gracefully. Required ports in the top domain
represent sending of asynchronous requests (i.e., messages) or synchronous invocations
with immediate responses, while provided ports represent endpoints for receiving events or
response messages (to asynchronous requests).
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Table 1 Top and Bottom ports vs Required/Out and Provided/In ports from the perspective of a
component

Provided / In Required / Out

Top Incoming messages via this port are
required by the component. Missing
or ill-timed messages should not cause
failure but graceful degradation.

Component sends messages (via con-
nector) to component above. If no
such recipient is available or the mes-
sage is not received, component should
degrade service but not fail.

Bottom Component waits for (request) mes-
sages, to start, adapt, continue, or stop
its behavior. Represents the main pur-
pose of the component

Component sends message regardless
of whether these are processed any-
where below with no influence on its
behavior (e.g., publishing of its state or
responses to requests)

Note that the resulting layers have to be understood in reverse order to traditional layered
architectures. InC2myx, the components in the top layer are the most detailed/reusable ones,
and the bottom layer contains the most application-specific components.

Connecting connectors and components via wires between ports must obey the following
conditions:

• A port in a component’s top domain may be wired to a single port in a connector’s bottom
domain.

• A port in a component’s bottom domain may be wired to a single port in a connector’s
top domain.

• A connector’s top and bottom ports may be wired to multiple component ports (and/or
connector ports); see, for example, the multiple incoming wires of theMessageBus’s top
domain port in Fig. 2.

• Wires between directly linked connectors must be between one top port and one bottom
port; see, for example, the discussion of the wires betweenMessageConnector and OPC
UA Server in Sect. 5.2).

3.3 Benefits of Using C2myx

As C2myx is a pragmatic merge of the already similar C2 and myx styles, it inherits their
properties:

• Reusability: components and connectors clearly describe their required and provided
interfaces as the only mechanisms of communication (recall: no implicit shared memory



Designing Strongly-decoupled Industry 4.0 Applications… 41

or side-channel invocations). A component or connector is thus agnostic to its execution
context.

• Flexibility: the strict independence of components and layers below (i.e., substrate inde-
pendence) and the resulting layering enable replacing or removing at every level the lower
part of the architecture without affecting the functionality in the remaining components
and connectors above the cut.

• Dynamism: connectors are dedicated loci for enabling run-time replacement and rewiring
of components: e.g., via buffering of messages. As components remain agnostic of con-
nector implementation, an engineer can choose very detailed at design-time via the appli-
cation of different connectors exactly when and where the resulting architecture may be
later adapted during run-time.

• Concurrency: asynchronous communication viamessages enables components to operate
independently, thus promoting concurrent execution across threads, processes, or cores.

• Distributability: given asynchronous messaging as the sole means of interaction com-
bined with the use of connectors facilitates distributing components (and connectors)
across different (networked) machines. Note, however, that the interface design (i.e., the
granularity of messages) and the timeliness of expected responses from ports in the top
domain have an impact on the overall system’s performance attributes. In this respect,
C2myx is not a silver bullet.

Note that an engineer may decide to deviate from these constraints when other qualities
become more important. For example, a data-processing component may need to be opti-
mized primarily for throughput, and may then be internally structured along the pipe-and-
filter architecture style.

3.4 Architecture Style Vs Modeling Language

In the previous subsections and multiple figures, we utilized xADL as the architecture
language to describe various excerpts of the running example. We used xADL as it supports
the design along theC2myx style with explicit meta modeling elements (e.g., top and bottom
ports). However, xADL is not the only possible language, with a plethora of languages
available [18]. A viable alternative is a UML component diagram.While it doesn’t explicitly
support the notion of connectors (in the sense of “boxes” rather than arrows), or a distinction
of top or bottom ports, such semantics could be added as profiles or as custom properties. For
example, a port could then have simply a customproperty “domain”with twopossible values:
“top” or “bottom”. In a similar manner, also textual languages are amenable to designing
according to the C2myx style. How much effort it is to check whether the resulting models
indeed follow the C2myx style constraints, is a different aspect. Here xADL provides more
support. Such conformance checking [40] is a whole different topic that goes beyond the
scope of this chapter.
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3.5 Brief RelatedWork on Architectures in CPPS

Ahmad and Babar [1] show that the last decades have seen the adoption of software devel-
opment paradigms in robotics. As robots are a specialization of CPS, we expect a similar
development for the CPS and CPPS community. For example, see [36], [2] for a “3c”
architecture (i.e., communication, computation, control); [4] for a “5c” architecture (i.e.,
connection, conversion, cyber, cognition, and configuration levels), and [15] for an “8c”
architecture (“5c” plus customer, content, and coalition facets). Further, a proposed anthro-
pocentric CPS integrates physical, computational, and human components [26]. The focus
of these architectures are systems at a component level and aim to work within the context of
the “automation pyramid”. This concept describes a hierarchical system of systems, where
parent systems aggregate data from child systems, and strict top-down control dominates.
We show in our use case that such a rigid pyramid is not necessary to achieve loose coupling
but also that a network-centric layout as proposed by the following works provides too little
structure. Pisching et al. [27] propose to use service-oriented architectures for CPPS and
define a layout for CPS to behave as services. Thramboulidis et al. [32] investigate the usage
of CPS as microservices. Others develop architectures, usually based on patterns studied
well already in software architectures [12, 14, 29]. Their goal is to improve the compatibility
between components.

4 Building Blocks

Next, we need to select a set of concrete models and technologies that are suitable to express
the architectural design decisions (i.e., including decision that follow the architectural style)
in a CPPS context. We focus primarily on OPC UA as the communication standard across
network boundaries and messages in the respectively used programming language (here
IEC 61499 and Java) as the inter-component/connector communication mechanism. Other
technologies such as MQTT (a message-based communication standard) or ROS (a robot
operating system) are equally potent candidates for implementing a system according to
the C2myx style. In the following subsections, we outline the building blocks that allow the
execution and integration of participants at the shop floor level and how these enable the
designing according to the C2myx style.

4.1 Capabilities

The concepts, that our approach is based on, are defined in a core meta-model developed in
multiple applied research projects within the research center Pro2Future. The two central,
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and tightly linked concepts in thismeta-model areCapabilities andParticipants [20].3 Capa-
bilities are abstract from machine-specific functions, software method calls, or human tasks
and activities, and describe the ability to bring about a particular output. As such Capabili-
ties most closely resemble interfaces in traditional architecture description languages such
as xADL [22] or interfaces in UML/SysML. In CPPS, capabilities range from representing
simple activities such as drilling a hole to more complex activities such as attaching a car
power train to the chassis. However, capabilities are not necessarily limited to representing
physical activities. A capability may also represent purely software-centric activities (i.e.
services) such as planning an optimal route between two machines, sending an alert to a
foreman, or updating production statistics in an enterprise resource planning system. Similar
to interfaces, a capability describes what to do (with what input and expected output), but
not how to achieve the represented activity, thus hiding internal realization details. Input
typically includes parameters that configure the desired result—from simple values like the
diameter of a hole to complex geometries describing the path of a cutting pattern—and
output parameters describing the result. Being targeted specifically to CPPS, our model also
includes concepts for parts and resources (such as tools) as part of a capability provisioning
or requiring. These, however, are not relevant for the scope of this chapter. Participants are
then systems (humans, robots, machines) that provide capabilities—somewhat similar to
objects/components implementing an interface, and which require (i.e., depend on) other
capabilities provided by other participants to do so. For example, a plotter machine (partic-
ipant) provides plotting (capability) and requires a pallet feeder (another participant, with
loading/unloading capabilities) to work properly.

Most important to note is, that capabilities describe who needs the services/capabilities
of someone else, but not necessarily in which direction the information and control flow
between the providing and requiring participant is realized. Requiring and providing a capa-
bility can thus be compared to the top and bottom domain of a component. For example, a
pick and place unit (participant) requires the current loading state (capability) from an input
stack (participant). The input stack publishes its state updates as events without needing to
know who will receive them or if anyone receives them. Note that when modeling this with
a UML/SysML component diagram or with a SysML IBD proxy port, such an event source
would be modeled as a required interface of the input stack as the stack “requires” another
endpoint/interface to send the events to.

4.2 Grounding Capabilities in OPC UA

We intend to use our metamodel in industrial environments which rely on OPC UA interac-
tion protocols. Hence, atomic capabilities include OPC UAmethod calls, OPC UA readable
andwritable parameters,OPCUAevents, andOPCUAprograms.Depending on such a bind-

3 The coremeta-model uses the termActor whichwe replace here withParticipant to avoid confusing
the term with the actor implementation approach outlined in Sect. 5.
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ing, other participantsmake use of a capability by sending an event using a publish-subscribe
protocol, invoking a method, or writing to a parameter. Mapping from atomic capabilities
to OPC UA nodes is subsequently achieved via browsename4 matching. Implementing a
capability is only one part of the solution: making a shop floor participant discoverable is
the other one. A participant needs to describe what capabilities they provide and which ones
they require.

Participants may provide or require the same capability multiple times. A turntable (par-
ticipant) as part of a flexible transport system may receive and distribute pallets from four
sides, with machines, robots, or other transport systems placed at each side. The turntable
needs to synchronize un/loading actions with each neighboring participant separately to
ensure a successful handover of a pallet. Such synchronization is typically defined as a
capability to ensure that participants from different vendors can seamlessly interact using
an interoperable interface. The capability then may consist of a state machine describing the
synchronization protocol between the two neighboring participants, the methods to trigger
transitions in the protocol state machine, and events to monitor the current protocol state. A
turntable participant would then provide a separate synchronization capability for each side.
A single neighboring participant then only needs to monitor/interact with its assigned (i.e.,
wired) capability without any further knowledge needed how many other capabilities (i.e.,
pallet un/loading sides) the turntable participant exposes or what state their synchronization
protocols are in. Internally the turntable participant may want to distinguish among its syn-
chronization capabilities by roles with labels such as “NORTH”, “EAST”, “SOUTH”, and
“WEST”.

In order for participants to become connected to other participants (or to be integrated in
a production process/recipe), they need to expose what capabilities they provide and which
they require. To this end, anOPCUA servermay contain at any hierarchy level aCapabilities
folder node. ACapabilities folder lists allCapability references that this participant provides
or requires. Such a reference needs to provide at least the following properties:

• A host-wide unique identifier of this capability instance.
• A URI referencing the capability definitions (similar to how XML identifies schema

documents).
• A flag for specifying whether the capability is provided or required.
• An optional actor-centric specific role identifier that may be non-unique across the server,

useful when more than one capability instance of the same type is required/provided (see
above).

Exposed required and provided capabilities are sufficient to model a distributed architecture
of the shop floor or its participants at any desired level of detail. Note that we do not
promote the explicit tagging of a capability at the OPC UA level as being in the bottom or
top domain as, first, capabilities per-se do not enforce a particular architectural style, and,

4 An OPC UA node has a unique id, but potentially a non-unique browsename.
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second, engineers might decide to deviate from a particular architectural style in dedicated,
carefully-chosen cases.

4.3 Production Process Modeling

Increasing flexibility of production is already a well-established concept in specific indus-
tries. For example, chemical industry knows the concept of process templates, so-called
“process recipes” as described in ISA88. Process recipes specify, what needs to be done to
realize a specific product. In a manufacturing context, a task as small as “rotate the conveyor
belt by 90 degrees” could be a step in such a recipe, and as large as “fold a box”. The recipe
only specifies the production order, but neither who is executing the task, nor when this is
scheduled.

The additional information (who, when, where) is generated during the allocation of the
recipe, based on the current state of the shop floor. The boundary conditions for the allocation
are the availability of machines, materials, and operators, as well as concurrent production
processes. Possible criteria for optimization could be to reduce spatial distances between
production steps, or optimal load balancing and maximum throughput of the shop floor.

A process is put together from capability descriptions (as introduced above). The process
itself consists of the following elements:

• ProcessSteps are the fundamental elements to model process templates, processes allo-
cated to a shop floor layout, and, partially allocated processes. To support multiple levels
of granularity, and reuse of processes, processes again are ProcessSteps containing a list
of ProcessSteps.

• LogicSteps like decisions, parallel branches, or loops, structure the flow of processes.
• CapabilityInvocations are specialized ProcessSteps, that link the invocation of a capabil-

ity with a distinct role.
• EventSources and EventSinks, in turn, are capability invocations based on asynchronous,

message-based communication. The most basic way to use message-based communica-
tion is an event sink which, when activated, waits for a specific event.

• Parts have been foreseen to model products, raw materials, tools, and resources used in
manufacturing processes. An important property of parts is their passivity, they require
an actor to be part of a process. As an example, a gripper requires a handling robot to be
useful in a process. As soon as parts are able to provide capabilities independently—more
or less, as they are actuated by their own control software—they become actors.

A process engine executing a process obeys the C2myx style as any included shop floor
participants remain unaware of each other, react only to requests (i.e., invocations) from
the process engine, which in turn receives responses and events. The process engine may,
in turn, react to requests (e.g., the triggering of a new process instance) or other external
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signals to stop, pause, or abort a process from its bottom domain, respectively send events
“downwards”. To keep in line with the capability-centric design, a process engine and
process may be deployed as a dedicated component, exposing capabilities on its bottom
domain (i.e., describing the capability of the process), and on its top domain (i.e., describing
the capabilities required for the process to be executed).

5 Designing Behavior with Capabilities

In this section, we start with the lowest level of system design: at the soft real-time execution
within control devices and then work our way up to system-of-systems that span shop floors
and beyond. At each level, we discuss how the C2myx style could be applied and which
technologies can be used. We are neither suggesting to use these four levels as the only
layers in a C2myx architecture style nor that the complete system of systems from the
lowest level to highest level should always follow the C2myx architecture style. Rather, we
demonstrate that the same principles are applicable at each of these levels. Figure3 provides
an overview of how a software architecture design following theC2myx stylemay bemapped
to implementation at the various levels.

5.1 Soft Real-Time Execution within Control Devices

The demand for more and better software in Industry 4.0 poses especially high demands
to the soft real-time control layer of automation systems. At this layer, we have typically
non-software engineers working with Domain-specific Languages (DSLs) which are not apt
to the demands anymore. This results in a high effort, errors, and cost [34]. New DSLs,
architectures, and approaches are needed [3]. One promising language for our context is
the domain-specific modeling language defined in the IEC 61499 standard [13]. IEC 61499
defines strongly decoupled components, an event-based execution model which directly
reflects the actor model as well as basic support for dynamic reconfiguration. The latter
provides the infrastructure to change control systems quickly to the current needs of the
production.

As a first step to integrating the soft real-time control layer into a C2myx style system
we need to represent capabilities in IEC 61499. IEC 61499 offers a very interesting concept
for defining component interaction with the adapter interface elements. An adapter interface
enables to model the bidirectional interaction between two components. In the terms of
IEC 61499 it combines a set of events and data sent between the two components. Therefore,
we often speak of adapters as cables and the two ends of the cable are called plugs and sockets.
Sockets define provided services, plugs the required services. Components providing or
requiring an interface can be developed and later used (i.e. connected) connected without
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Fig. 3 Overview of the potential mapping of the design to implementation at each level

having to know each other. This is in the intention of the C2myx architecture and will be the
basis for our proposed approach.

A shortcoming of today’s PLCs is the lack of communication support. This is typically
done on a variable basis, i.e., the developer has to definewhich variables to offer andwhich to
expect. Any semantic information is lost. For an approach where each participant is offering
and requiring services through message exchange, this is by far not sufficient. It is required
that interfaces modeled in form of adapter interfaces can be used to automatically configure
the required communication. An approach of mapping adapter interfaces to communication
systems is presented byDorofeev et al. [10]. A first approach forOPCUAhas been presented
and makes the implementation of capabilities on IEC 61499 very easy. Especially the event-
driven nature of IEC 61499 enables to directly react on capability requests and sending the
appropriate response.

While this first approach is mainly targeted towards how to provide capabilities in the
overall context it is also important to consider how to better implement the soft real-time
control software as a whole. The strong encapsulation of IEC 61499 Function Block (FB) is
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a starting point to support this. Utilizing the adapter interfaces together with the aggregation
means sub-applications of IEC 61499 applications can be very well structured. Utilizing
these means [42] presented a hierarchical design pattern, where the application hierarchy is
following the mechatronical structure of the machine. This enables to build soft real-time
control application structures in the C2myx style which represent the same level of decou-
pling as shown in Fig. 2. The main difference is that because of the limitations of IEC 61499,
a visualization of an IEC 61499 application would have to be rotated by 90◦ counterclock-
wise to accurately reflect top and bottom domains (i.e., a right side plug becomes a top
port and a left side socket becomes a bottom port). The “cables” then represent individual
point-to-point asynchronous event connectors provided by an IEC 61499 runtime environ-
ment such as 4diac FORTE [30]. More sophisticated connectors are then built from FBs in
sub-applications. An example of an application designed in that way is shown in Fig. 4.

However, recent work [39] identified drawbacks in the pure hierarchical design pattern.
While the hierarchical design pattern leads to well-structured decoupled components, which
can be independently easily replaced (especially on the lower levels), changes in themachine
structure require a high adaptation effort. In order to overcome this limitation a new design
pattern called “distributed hierarchical design pattern” was proposed and analyzed. The first
results are very promising as they show much less effort for adapting control solutions to

Fig.4 Example of the top level control of an pick and place unit can be represented in a modular IEC
61499 application following the C2myx style. Green double lines represent connectors, red single
lines depict FB initialization signals. (IEC 6199 4Diac visualization)
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new requirements and production scenarios. However, the approach needs to be applied to
more machine structures to identify its potential of generalized applicability, especially for
hard real-time applications.

5.2 Actor-based Non-time Critical Execution—PLC Level

Within a machine or robot, the C2myx architecture style for controlling non soft real-time
critical elements such as a turntable or conveyormay be achieved using actor implementation
frameworks such as Akka5 or CAF [5].6

Actor frameworks provide a runtime environment for the actor model, first introduced
by Hewitt et al. [11] in 1973. Note that this actor model is different from our (shop floor
participant) actor concept introduced above in that our concept describes the allocation of
required and provided capabilities to executing entities, rather than prescribing a particular
interaction or implementation mechanism.

In the scope of this Chapter, the following properties of the actor model are of relevance:

• Actors are the units of computation and coordination.
• Actors operate independently (i.e., concurrently) of other actors (compare toC2myxCom-

ponents having their own (virtual) thread of control).
• Actors receive messages and send messages, no other mechanism of interaction such as

shared memory or method invocation is available. The set of messages that are received
and understood make up their in-port, the message types represent the interface. The set
of messages sent by actors makes up the out-ports. This achieves a clear information flow
from one actor to the next.

• Actors achieve high parallelism as upon sending a message they typically will not wait
(i.e., blocking) for a reply but instead immediately continue with processing other queued
messages.

• Actors typically have their own state, make decisions based on this state, update their
state based on received messages, and create (child) actors (with which they can interact
again only via messages).

On top of this, actor implementation frameworks such as Akka or CAF (and many more)7

often provide additional services and guarantees (e.g., an actor will process at most one
message at a time). For our use case, we opted for Akka due to the developers’ familiarity
with the Java programming language.

Taking the internal architecture of theHandshakeConnector in Fig. 5 as an example. The
components ClientHandshakeActor and ServerHandshakeActor are implemented as Akka

5 https://akka.io/.
6 https://actor-framework.org/.
7 https://en.wikipedia.org/wiki/Actor_model#Actor_libraries_and_frameworks.

https://akka.io/
https://actor-framework.org/
https://en.wikipedia.org/wiki/Actor_model#Actor_libraries_and_frameworks
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actors, the MessageConnector connectors are realized as the Akka ActorRefs, thus the
Akka framework takes care of message delivery. TheMessageBus connector is built on top
of the Akka EventBus, which is customizable to control message filtering and delivery and
manages subscriptions. The dashed lines in Fig. 5 describewhich ports are externally visible,
i.e., at runtime, any component or connector below does not connect to these mapping ports
but directly to the internal connectors. However, any outside connecting element remains
unaware of the HandshakeConnector’s internal structure. It is the task of the wiring logic
(or dependency injection mechanism) at system startup to link the correct ports.

We are not the first to propose the application of the actormodel in cyber-physical produc-
tion systems, e.g., see [8] or [28]. Yet, applying the actor model itself will not automatically
yield strongly decoupled systems (or systems-of-systems).

The attentive reader will notice that the properties of the actor model enable to build
architectures along the C2myx style, but these properties are not constraining an engineer to

Fig.5 Internal architecture of theHandshakeConnector; dashed lines are portmappings that associate
a high-level component’s or connector’s port with a port on its internal components and/or connectors;
full lines depict the message flow. (xADL notation)



Designing Strongly-decoupled Industry 4.0 Applications… 51

obtain different architectural styles such as peer-to-peer or pipes-and-filter. In other words,
the actor model, respectively implementations thereof, is not an C2myx architecture imple-
mentation framework that guarantees theC2myx qualities but provides some important basic
building blocks for obtaining a system with these qualities.

The main aspects that provide the freedom for an engineer/architect to deviate from
C2myx are:

• Actor implementation frameworks typically enable only to explicitly describe which
message types an actor may receive (i.e., understand) but not what messages an actor
will send. Hence a component or connector implemented via an actor framework will
require an additional, external (out of bands) mechanism to describe an actor’s required
interfaces (i.e., in-ports).

• An actor has a single message inbox. Thus, again, an out of band mechanism is required
to distinguish between different ports, especially between ports that are in the bottom
domain, and ports that are in the top domain. Using dedicated actors per port or per
top/bottom domain has a similar issue: they require an additional mechanism (e.g., dif-
ferent message types) to distinguish between component/connector internal and external
messages.

Within a machine (or robot) or production cell, individual actors provide capabilities while
other actors consume these capabilities. These actors make up the components. Whenever
message passing becomes insufficient for coordinating components, actors will also serve
as the implementation mechanisms for connectors.

Designing a machine using actors, wired up in the C2myx style, provides all the ben-
efits outlined in Sect. 3.3.We exemplify how these benefits manifested in the FIAB scenario.

Reusability: the ConveyingComponent, as an example, is only concerned with controlling
the conveyor, receives messages to reset, load, or unload, and provides its state as messages
in return. It remains unaware of its usage context. As such we reuse the component on the
turntable system (see Fig. 2) and in the plotter system.

Flexibility: the layering resulting from substrate independence enabled to flexibly run the
various components of the turntable system in multiple settings: testing at various levels
of granularity. The layers enabled to test the ConveyorComponent and TurningComponent
each in isolation (with mocked hardware and with real hardware), the turntable system
in isolation (with mocked conveying and turning functionality, with real components and
mocked hardware, and on real hardware), and then again at the MES level with turntables
using mocked hardware. This reduced testing complexity and time enormously, as hardware
needs to be set up only for a very specific, limited number of tests. It also made it possible to
test partial hardware integration, e.g., turning without conveying, without requiring changes
to the software.
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Dynamism: moving the synchronization abilities into a dedicated (distributed) connector
enables rewiring of the connector internally (e.g., replacing the plotter on one turntable
side with an output station) without having to integrate such logic into the TurntableCo-
ordinatorComponent itself. For the connectors below turning and conveying components,
we opted from Akka built-in mechanisms, i.e., plain messages amongst actors and an event
bus. This clearly reduces the ability to replace components easily at run-time. Due to the
hardware-related functionality, we do not expect this to be a requirement at the moment.
In future scenarios where the conveying functionality should be temporarily replaced by a
robot gripping the pallet (thus no conveying should occur), a different connector may simply
be integrated before the system is deployed, which enables the switching between convey-
ing and robot gripping. In this case, the actual components, nevertheless, remain unchanged.

Concurrency: in the turntable system, each component is implemented as a separate actor.
This enables to have the turning component run totally in parallel to the conveying com-
ponent. The turning component thus may check, for example, sensor and actuator states at
fine-granular intervals independently from the conveying components monitoring its respec-
tive hardware; all the while the TurntableCoordinatorComponent will listen to handshake
events at the same time. Given the Akka framework guarantees that each actor processes
only one message at a time, we can also avoid thread deadlocking or race conditions within
an actor which greatly simplifies their design.

Distributability: selecting a different HandshakeConnector implementation enables switch-
ing the whole FIAB shop floor from a single process system to a distributed system where
each turntable system, plotter system, and input/output station are placed on a different
host. To this end, we duplicated the message connectors and message bus between the
ClientHandshakeActor and the ServerHandshakeActor (see Fig. 5) and added a sophisti-
cated, distributed connector that communicates via OPC UA (see Fig. 6). This OPC UA
based connector then also provides the ability to dynamically rewire the endpoints: e.g.,
the ServerHandshakeActorProxy, i.e., an OPC UA client connects to a different OPC UA
server to enable machines to be physically moved around without having to shutdown either
side. The OPC UA HandshakeConnector in Fig. 6 exemplifies the direct linking of multiple
connectors (top to bottom). However, these connectors are of various complexity. The OPC
UA connector is typically a large software subsystem while theMessageConnector orMes-
sageBus on top of it are simpler software elements provided by the actor framework runtime
environment. In order to move from a local intra-actor framework connector as depicted
in Fig. 5, any connector between the two internal components (i.e., ClientHandshakeActor
and ServerHandshakeActor) are duplicated, and subsequently OPC UA client and server
are placed in their midst. Hence the two components remain completely unaware in which
configuration they are used: local or distributed. Using the same approach, one could also
derive a MQTT based handshake connector. As long as the C2myx constraints are not vio-
lated (or any deviations encapsulated in a connector or component that externally follows the
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Fig. 6 Distributed HandshakeConnector using OPC UA. (xADL notation)

constraints) the resulting new handshake connector yields the same architectural properties.
We provide additional details on how actors are bound to OPC UA in the following section.

As explained above, the actor model does not enforce the C2myx style. Similar, we
were free (but chose not for the above-listed reasons) to deviate from the style’s constraints
as we directly build on the Akka framework’s API. FIAB thus follows the C2myx style
only through careful selection of connectors, the appropriate specification of interfaces, and
correct wiring. This is a viable approach for small systems. Dedicated, architectural support
is needed for more complex setups: either via architecture implementation frameworks that
guarantee a style or through run-time monitoring that detects violations upon deployment.
One specific approach we are currently exploring is the use of code generators to obtain
actor skeletons and messages tagged with bottom and top ports to ensure that actor logic
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dispatches the right events via the right ports, and inversely, to ensure that actors receive
only valid messages from the correct (virtual) ports.

5.3 Process-Based Execution

Process-based execution at the cell level or even within a machine (or robot) enables the
quick reconfiguration of behavior without having to deploy new software. Using a process
editor, an engineer selects the capabilities and the respective capability instances that will
be provided in a cell (or machine) and integrates them into a process. For pre-existing or
pre-planed cells, the engineer can already select the actors that these capabilities should be
consumed from.Any capabilities that are to be flexibly linked on site remain un-allocated and
are exposed by the process engine are required capabilities. An actor internally implemented
as a process engine is indistinguishable from an actor that is hard-wired (as in the previous
subsection) based on the provided and required capability instance alone.

While several process engines in the CPPS domain exist, for example, [25], in the scope
of projects at the Pro2Future competence center, we focused on implementing a light-
weight process engine that is also able to run on a PLC [20]. First, the high-level process
description is transformed into a state-transition system. This enables using less complex
interpreters that can be integrated easier with the programmable logic controllers widely
used in industry. After this transformation, the engine and process description can be used
as a standalone application orchestrating the process by calling above mentioned OPC UA
mechanisms.

We also support adapters to be used directly with the control of a machine, thus enabling
to run the engine in the same system process as a machine’s control software. This results
in a controller whose product-specific code can be reprogrammed online. At the time of
writing, three adapters have been created. The first wraps java functions, the second adapts
to the Akka Actor Framework, and the third integrates with a company partner’s custom
control software. There is no need for an adapter for OPC UA calls, as these are already
supported by the core functionality.

In addition to explicitly provided capabilities in an engine’s bottom domain, the engine
also publishes the currently executed process, together with its active steps, in the OPC UA
nodeset and thus makes the process available for monitoring.

Binding Actors to OPC UA
The only means of communication for an actor are messages. Hence, an OPC UA server’s
variables, methods, and events need to be mapped to messages:

• Methods are converted into messages by taking the method name as a message type, and
each parameter as a message property. The method handling component of the OPC UA
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server needs to be instrumented with a reference to the actor responsible for handling
this message and forwards a message upon every method invocation. Actor frameworks
typically allow the sender of a message to block for a reply message from the actor (if
one is needed).
It is best practize to implement an actor to be able to process each incoming message
promptly, therefore having all long-running (and potentially blocking) logic placed in
child actors. Hence, an actor should be able to immediately reply to a message stem-
ming from a method invocation, subsequently enabling the method invocation handler to
provide a prompt response.

• Variables require the inverse mapping. An actor having access to the OPC UA server
(e.g., managing it, or having obtained a reference to an OPC UA node subset as part of
its spawning) receives messages that represent new variable values. Such messages thus
need to identify the variable node and its value. Alternatively, to avoid a high message
load for variables that are expected to change a lot, a reference to the variable node can
be passed (not as a message but upon actor spawning) to the actor that is responsible for
determining the variables value. In the same manner, an actor can read the value from an
externally writable variable node.

• Events are conceptually the simplest to map, as one can either pass on the message as it
is (thus exposing the OPC UA data model to the actor implementation) or map it rather
straightforward event property by property. Any automatic or supported mapping (for
events or methods) would be OPC UA framework specific. To the best of our knowledge,
no such mappers exist at the time of writing this chapter, but we found them easy to
write during the process of binding Eclipse Milo OPC UA server to our Akka actor
implementation.

Compliance with the C2myx style The process engine, in combination with a deployed
process, obeys the C2myx style. All the capabilities a process requires (as provided by an
actor) are represented as components (i.e., the shop floor-level actor) at the architectural
level. Hence, the interaction means to send messages to these actors (and the messages
obtained in return) define the ports on the process engine’s top domain. The engine’s bottom
domain consists then of the messages that the engine accepts for the currently running
process (as well as those that allow deploying new processes) and the messages that signal
changes to the engine’s and process’ state. A system implementing one or more components
(or connectors) with a process engine is thus following the rules of C2myx, and thus will
yield the same benefits as outlined in the previous section.

Cell-level process execution in FIAB We used our editor to create a process model that
defines the turntable’s behavior (i.e., loading parts from one machine, unloading to another
machine). To this end, the turntable controlling process makes use of capabilities provided
by the turntable’s individual submodules. The capabilities describe the following aspects:
first, rotating the turntable superstructure; second, conveying parts to/from the superstruc-
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ture from/to neighboring machines (i.e., input/output stations, drawing stations, and other
turntables); and third, a synchronization protocol to coordinate the handover of parts with
an adjacent machine. Our process engine integrated in the turntable exposes a capability for
loading process models. These capabilities are defined using our core model and as such are
independent of a particular turntable implementation. Subsequently, we can model different
behaviors such as, but not limited to, process option 1: turn to the source station, complete the
synchronization protocol, load, turn to the destination station, complete the synchronization
protocol, unload; or process option 2: start the synchronization protocol with source and
destination, turn to the source station, wait for the source station synchronization to finish,
load, turn to the destination station, wait for the destination station synchronization to finish,
unload.

5.4 Scheduler Based Execution andTransport

In contrast to machine or cell-level control where a process engine has tight control over
the participating subsystems (i.e., actors) and where behavior is comparatively rigid (e.g., a
turntable only transports one pallet at a time, a plotter only plots one image at a time), this
assumptions hold no longer true when multiple orders are concurrently under production on
the shop floor.

Figure7 depicts the FIAB shop floor view. Shop floor participants such as Turntable(s),
InputStation, OutputStation, and Plotters are found at the top (in accordance with the
C2myx style) and connected via OPC UA to respective proxies (middle) which are part of
the MES. Within the MES we find the Transport System Coordinator that determines which
turntable(s) and orientations are needed to move a pallet from one machine to another, and
the Order/Process Scheduler (bottom) that determines which order get assigned to which
machine at what time. All components in Fig. 7 are implemented as Akka actors.

At the shop floor/MES level, a process modeled in our language (see Sect. 4.3) describes
all necessary production steps and their order for a particular product using only capabili-
ties without allocating the individual steps to concrete machines (providing the respective
capability). Consequently, neither are the required transport means modeled as part of the
process.

A transport routing system similarly benefits from modeling transport systems via capa-
bilities. As individual transport units such as conveyors, turntable, autonomous guided vehi-
cles (AGVs), pick and place units (PPUs), etc. expose their ability to move items around via
a standardized capability, a transport scheduler does not need to care about implementation
details during route planning or when transport units are replaced and extended. Further-
more, if transport capabilities are wired up similar to the synchronization handshake, the
wires represent physical transport handover interfaces (otherwise therewould be no synchro-
nization handshake required). Given that these capabilities are integrated into the respective
transport and production systems’ architecture, one can determine from the overall shop
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Fig. 7 Minimal FIAB shop floor architecture layout comprising one turntable, two plotters, input
station, output station, transport system, and order scheduler (additional components/connectors for
Web based monitoring and control not shown). (xADL notation)

floor architecture which transport pathways exist. Hence, the architecture creates an overlay
network that can be used for routing items on the shop floor. Such a shop-floor level archi-
tecture can be established top-down during planning (e.g., modeled with AutomationML)
or gathered during run-time from wiring information exposed by the various shop floor
participants [19].

Different strategies for a production scheduler are possible. Some examples across the
spectrum from centralized to distributed are the following:

• Centralized scheduler that is aware of production and transport durations which subse-
quently optimizes the order sequence for maximum throughput, order priority, or order
robustness (minimal effect of out-of-service machines). Such a scheduler only needs to
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know which machine provides which capability, and how input parameters to the capa-
bility determine duration.

• Centralized just-in-time scheduler that is merely reacting to machines signalling the
end of a production job, respectively their availability for a new job. The scheduler
then requests each order that has been completed at one machine to be routed to the
next machine that provides (one of) the next capability as defined by the production
process. Such a scheduler is maximally flexible for just-in-time arriving orders and shop
floor reconfigurations (e.g., failing machines, added machines, removed machines) at the
expense of utilizing the available machines at full capacity.

• Decentralized per-order scheduler that exists for its assigned order only, thus many such
schedulers request capabilities from machines and transport means. These schedulers
behave as autonomous actors bidding for production time or observe load on machines
(based on issued requests from other schedulers) to select which machine to reserve for
the next production step. A per-order scheduler flexibly deploys different scheduling
strategies and reactions to machine availability and demand without having to integrate
such behavior in a centralized scheduler.

From an architecture point of view, a centralized production scheduler is not much different
from the process engine at the machine level. It receives new production orders from its
bottom domain, observes events from available machines and their state through its top
domain, and sends production jobs requests to machines as well as transport requests to the
transport subsystem (both via a top domain port). Similar decentralized per-order schedulers
(actors) also follow the C2myx architectural style as long as their coordination protocols are
encapsulated in (distributed) connectors that are correctly wired.

Order scheduling in FIAB Two reasons determined our choice to deploy a centralized
just-in-time order scheduler in FIAB (see Fig. 7 bottom). First, the goal for FIAB was to
demonstrate flexible production systems, hence being able to react to changing available
capabilities and changing shop floor layout. Second, due to spatial restrictions, FIAB has
no buffers, i.e., pallets with intermediary images cannot be temporarily parked anywhere
but block a machine, respectively a turntable, until a machine with one of the next required
capabilities becomes available and is transported there.

When the scheduler receives a new order, it checks all available steps (e.g., a single one
in a sequential process, multiple ones in a process with parallel branches) whether at least
one of these require a capability that is currently provided on the shop floor (otherwise the
order is rejected). If no machine is currently idle, the scheduler will pause the order and
unpause it once a suitable machine signals ready for production (we check orders in FIFO
order to avoid starvation). The scheduler will step through the process as long as provided
machine capabilities match the required process capabilities. If the process arrives at a step
that requires a capability not provided on the shop floor anymore (or that has not been added
yet), then the process is aborted and the order removed from the shop floor (recall that we
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have no buffers available where an order could wait for a required capability to be provided
by a new machine).

Using capabilities, the scheduler remains unaware of whether the received signals and
dispatched requests are handled by mock machine and transport actors, whether there are
mock hardware machines that communicate via OPC UA, or whether it is running on the
real, physical shop floor. Hence, testing different scheduling algorithms and different load
profiles becomes very easy and limits the need to deploy actual hardware.

FIABShop floorArchitecture In the IEC 622648 control hierarchy (aka. automation pyra-
mid), level 3 components (MES—manufacturing execution systems) are responsible to pro-
vide a plan for the execution of orders (which are dealt with within the Enterprise Resource
Planning system (ERP)). The overall responsibilities of that layer involve scheduling, which
is the determination of which steps of a production order should be executed at which
machine, at what time. This includes logistic steps. To do so, the MES needs a dynamic
view of the overall shop floor and its machinery [38]. Dynamic here refers to (a) that the
current state needs to be known (which machines are operational) and (b) durations for each
step of a production order.

In FIAB, also all elements involved in transport coordination and order scheduling con-
form to the C2myx style. Due to space constraints, Fig. 7 depicts a shop floor configuration
with merely a single turntable, two plotters, input station, and output station. These com-
ponents expose only their external ports (i.e., to receive commands and send status updates
from the bottom domain, and conduct the pallet handshake via ports in their top domain). All
internal components and connectors are hidden for the sake of clarity. Each shop floor partic-
ipant has a corresponding MES proxy component residing with the MES that is responsible
for the discovery of the participants via OPC UA, forwarding status events downwards, and
translating requests upwards: specifically they translate process step information (described
in our metamodel) to actual OPC UA calls. Within the MES, the Transport System Coor-
dinator and Order/Process Scheduler components are actors that dynamically obtain the
set of available shop floor participants (via status events from MES proxies) and thus use a
message bus also for upward requests to address the individual participants.

5.5 Interoperability and Composition of Systems-of-Systems

The actor concepts and the C2myx architecture complement each other in order to reach
strong decoupling. We, therefore, discuss the relationship of C2myx to the research domain
of Enterprise Interoperability (EI)[6]. EI discusses the coupling of systems not only from a
technical but also from an organizational point of view. In Cyber-Physical Systems (CPS)
like production systems, it is important to consider both aspects when discussing systems’
boundaries and interfaces.

8 https://www.iso.org/standard/57308.html.

https://www.iso.org/standard/57308.html


60 C.Mayr-Dorn et al.

The concept of interoperability is related to integration [33]. Interoperability (in the gen-
eral sense) defines a range from ad-hoc federation over loose coupling to tight integration
of parts [7]. In a specific sense, interoperability refers to the loose coupling of system parts.
Such a loose coupling gives the systems designers more freedom in connecting different
parts. One part can more easily be exchanged with a different part. In this view, interoper-
ability is related to systems-of-systems [35]. Here the parts that form a system are systems
themselves [17]. Following the definition of Maier [17] a system-of-systems has to show
two distinct properties:

• Operational independence of parts: This requires that parts remain operational when
removed from a system and put into another system. This underlines the loose coupling.

• Managerial independence of parts: Parts are independently created and then assembled
in a system-of-systems.

Both aspects are desirable for building distributed systems where different parts are con-
trolled by different people. It also helps to build more complex systems, as control for the
inner complexity is distributed among different systems.

The disadvantage of systems-of-systems is that the different parts can not be put under
centralized control. There is also some overhead when communicating through a standard
interface with other systems.

Enterprise Interoperability discusses different levels of concern with respect to interop-
erability [7]. In the following, we use these levels to show the contributions of C2myx

Technical Interoperability: Actor systems provide an architectural means for building
systems-of-systems [37]. The interface to other parts of the systems are the send and
receive methods used for communication. Standards and common libraries enforce inter-
operability on a technical connectivity level.

Semantic Interoperability: Interoperability on a semantic level, refers to the vocabulary
used by different actors. The messages are the content that is exchanged. Actor-based
systems have a single ontology that is well known to all. Depending on the level to which
the ontology is used only external for communication or internal as a conceptual model
for reasoning, it might be a tight or loose coupling. If the internal model of an actor, used
for reasoning and decision making, is mapped to the common ontology this is a loose
coupling. If the actor’s inner processes depend on that model then there is tight coupling.

Organisational Interoperability: With respect to the scenario discussed here, it is impor-
tant to include the physical aspects of interoperability in CP(P)S. Practize has shown
that in production systems, it can be easier to exchange a piece of hardware than to
exchange a piece of software. For a similar component, interfaces have to be rewritten,
and the detailed behavior in the context of the overall SW has to be tested. C2myx sup-
port for strong decoupling enables to clearly separate different aspects, by making the
connectivity a dedicated connector.
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In the case of FIAB, our lab-scale production cell constitutes just one system in a larger
system-of-systems that combines, perhaps, multiple production cells involvingmanual labor
for folding paper into boxes, for example, that become then input to a different production
application that then fills these boxeswith items. At this stage, centralized design is no longer
feasible, but by designing individual systems in a manner compatible with the C2myx style,
then partial, local adaptability, testability, etc. remains easy to achieve.

6 Discussion and Conclusion

Increasing the flexibility and adaptability of industrial production systems requires to design
loosely coupled systems at every level. As we have shown in this chapter, achieving such
loose coupling through an architecture-centric design approach, at all levels, supports the
awareness of how components interact and what connectors are best suited. Even the same
architectural style–C2myx–is applicable at every level, although implemented by vastly
different technologies.

Explicitly choosing an architectural style is more important than choosing the right mod-
eling language, be it UML, SysML, xADL, or others, as all these languages, on purpose,
enable a large degree of design freedom. The benefit and qualities of a system emerge from
the design constraints that the engineer applies: from simple ones such as using well-defined
capabilities (interfaces), to asynchronous, event-driven connectors for inter-component com-
munications, to very specific ones such as the distinction of ports according to top and bottom
domain in combination with wiring top to bottom only.

This brings us to the outlook on future CPPS design. As flexibility, adaptability, testa-
bility does not happen by chance but careful decisions, we need to focus on supporting
the engineer to make the right decisions, to make the engineer aware when decisions are
conflicting or jeopardizing the aimed for design qualities. Such support ranges from architec-
ture implementation frameworks that are best suited to target languages and environments
such as IEC 61499 that will remain relevant for a considerable time. Such a framework
could check in the Eclipse 4diac IDE whether “cables” between sub-applications violate the
C2myx (or any other chosen) style. Such support is much harder to obtain at higher levels
where programming languages and supporting libraries are subject to frequent extensions.
As we reach the system-of-systems level, design-time guidance has only limited effect as
there is rarely a central point of control that could enforce the constraint apriori to deploy-
ment. In this sense, runtime monitoring can help to identify components that are tightly
coupled (or which violate a particular style).
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One orthogonal measure to prescribing an architectural style is putting architectural
information into the systems for discovery at design-time (to obtain better guidance on how
to compose, e.g., the various subsystems of a mechatronical system) and at runtime for
sophisticated monitoring when unknown actors dynamically interact on the shop floor.
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Abstract

Products and production are inherently variable. That is, the products themselves often
need to be variable—as in a car plant producing many similar, albeit not identical cars.
Such flexibility allows a product to be more easily customizable. We speak of variable
products. At the same time, production systems typically need to be flexible in supporting
the production of different products. Suchflexibility allows for a broader use of production
systems, supports lower production volumes while remaining economical, or optimizes
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production resources to avoid delays. We speak of variable production. This chapter
explores variability in products and variability during production where product vari-
ability needs to be understood together with its implications on production. Special con-
siderations are products that are consequently used during production and the issue of
hardware/software variability, which is mostly handled separately today. We provide
examples from an injection molding machine and also discuss open research challenges.

Keywords

Variability • Products and production systems • Variability engineering • Product lines

1 Introduction

The term Industry 4.0 is widely used to describe industrial automation systems combining
traditional platforms and practices with the latest smart technology in manufacturing and
production. Variability is fundamental in Industry 4.0. Many problems such as insufficient
product quality, machine downtimes, or schedule and cost overruns are caused by problems
of engineering and managing variant-rich systems. Understanding what is varying, why it
is varying, when it is varying, and how variability is implemented is essential for dealing
with these challenges.

In the context of Industry 4.0, variability needs to be understood at multiple levels: at
the level of machines we are facing an increased demand for customization and machine-
specific solutions [40]. Automation solutions are often built based on a core technological
platform. Individual solutions are then derived by selecting subsystems, components, and
elements from this platform, followed by configuring, adapting and extending this initial
solution [21]. Eventually, every machine is individually adapted and tuned for its particu-
lar application purpose, either by an original equipment manufacturer (OEM) or directly
by the end-user customer. Obviously, this results in high demands for the variability and
extensibility of solutions and solution methods. At the level of production systems (often
also referred to as shop floors), variability is relevant for the choice of machines and their
specific customization. Systematically managing variability is thus essential for defining the
shop floor layout and production process. At the level of the products, variability is funda-
mental for providing customizable machine designs, individual machine parts, etc. during
production. These different levels are obviously highly interdependent and the question of
how to produce a variable product goes hand in hand with the question of how to create a
flexible production system.

Variability is often the result of new or changing customer requirements, which may lead
to re-engineering a machine or its part by adding new or adapting existing features, or by
reconfiguring the machine. Variability is also often caused by technological changes: it may
be necessary, for instance, to replace a no-longer-produced part, which may affect machine
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behaviour and ultimately also the production process. Similar effects can be expected when
integrating newly-invented machines or parts in an existing production system.

The chapter provides the following contributions: we discuss challenges of dealing with
variability in products and production systems. We give an overview about the state-of-the-
art in variability engineering.We further illustrate selectedmethods for variabilitymodeling,
variability realization, variability-aware code analysis, and variability evolution using the
running example of an injection molding machine. We conclude the paper with a discus-
sion of open research challenges in variability for products and production systems. The
rest of the chapter is organized as follows: Sect. 2 discusses variability challenges in indus-
trial automation. Sect. 3 introduces the injection molding machine example. Sect. 4 gives an
overview of existingmethods for modeling, implementing, and realizing variability, and dis-
cusses approaches for verifying, validating, and evolving variable systems. Sect. 5 discusses
adoption models for migrating towards product lines and challenges in evolving product
lines. Sect. 6 discusses open research challenges. Sect. 7 concludes the chapter.

2 Variability Challenges in Automation

Supporting variability in automation systems ensures the ability of a product to change,
thereby addressing different customer wishes. It also ensures the ability of a production
process to change, thereby addressing different production needs. Indeed, facilitating such
changes is one of the most essential aspects of Industry 4.0 as it denotes the flexibility a
product or a production system needs to have. The principles of variability for products and
productions are not unalike. After all, a product is a complex system comprising of parts—
possibly from different vendors. These parts could change during design time (through
engineering) or during runtime (through configuration). Similarly, a production system is a
complex system comprising machines and “workers” (its parts abstractly speaking)—again
possibly from different vendors or educational backgrounds. Nonetheless, there are also
differences, which we discuss in more detail. We illustrate this at the example of a car
assembly line (cf. Fig. 1).

2.1 Variability of Different Production Levels

In Industry 4.0, we need to distinguish product and production variability to account for
both variable products and variable manufacturing situations.

Product variability concerns the variability in terms of commonalities and differences of
different product variants being produced. For example, a car may come with a wide variety
of options. These options and their effect need to be understood and designed for.
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Fig.1 The assembly line can produce different kinds of cars (product variability) and therefore needs
to be reconfigured accordingly (production variability). The variability of different production levels
relies on different variability binding time

Product variability comprises

• the commonalities and differences of different product variants,
• definitions of the parts the product is composed of, and
• descriptions of the features provided (or not provided) by the product.

Product variability can be expressed through

• the inclusion/exclusion of parts (e.g., a car with/without an A/C unit),
• the configuration of parts (e.g., pre-definable A/C cooling settings), or
• the variation of parts (e.g., different builds of the A/C for different power consump-

tion needs).

For a convertible car, it does not make sense to allow the addition of a roof rack due to
an obvious physical restriction. However, there can be logical restrictions as well. For a
convertible car, it probably does make sense to allow the addition of an air conditioning
(A/C) unit, but its use should be disabled while the roof is down. The A/C unit or roof
rack are features a customer may choose. The restrictions are dependencies. How can these
features and their dependencies be expressed?
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Production variability concerns the ability of a production system to adjust to different
and changing production needs. For example, depending on which features a car includes,
the associated assembly process will need to vary. Clearly, the assembly process differs
between a convertible car versus a non-convertible car. Production variability is thus essen-
tial in addressing product variability. Yet, production variability allows formore than product
variability. It also allows for production changes due to environmental issues or labor situa-
tions. Production variability needs to be understood and designed for like product variability.
Yet, in practical terms, a key difference is the presence of human workers in production sys-
tems. Like product variability, production variability relies on the variability of the “parts”
that make up production: humans, who obviously are quite capable of change, andmachines,
which tend to be less flexible. Today, much of production variability is achieved through
humans,who are able andwilling to change their roles and responsibilities during production.

Production variability comprises

• the variability in the production process,
• definitions of the various steps of the production process (performed by humans

and/or machines), and
• descriptions of features the production provides (or does not provide).

Production variability can be expressed through

• the inclusion or exclusion of workers or machines,
• the retraining of workers or the reconfiguration of machines (e.g., attaching a dif-

ferent tool to a machine or changing the settings of a machine), and
• the use of different or additional workers or machines.

Naturally, the variability of the production process needs to accommodate product variabil-
ity. However, production variability has additional goals: Production optimization aims to
avoid unnecessary waiting times for workers and machines. This can be achieved, in part,
by optimizing the order of products to be produced. For example, assembling a car with
an A/C unit might slightly overwhelms an assembly team, perhaps at a certain assembly
stage. This problem could be compensated by next assembling a car without an A/C unit if
doing so would slightly relieve that assembly team. Production adaptation aims to avoid or
circumvent environmental influences such as the unavailability of parts or unforeseen events
such as sickness of workers. This can be achieved by arranging the order of products to be
produced. For example, if A/C units are currently unavailable due to a delay in shipment,
then cars without A/C units should be scheduled for production until the A/C units become
available again.
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2.2 Variability BindingTimes

Managing the variability of different production levels relies on dealing with different vari-
ability binding times (cf. Fig. 1). Essentially, cyber-physical production systems need to
express variability at three stages in the life cycle:

Design-time variability concerns the ability to readily change systems (e.g., machines,
products, or production processes) during the design phase. In what ways is a 12V A/C unit
different from a 24V A/C unit? In what ways are they the same or similar? Rather than
designing two different products, we may consider them as the same product and focus on
the differences in their design but also their production. Then, during production, either
a 12V or 24V A/C will be produced. However, design-time variability implies that, once
produced, it can no longer change to the other.

Configuration-time variability provides the ability for the system to be changed as part
of its commissioning, perhaps even its startup. As such, an A/C unit may be usable with
both 12V and 24V, however, not at the same time. During commissioning (e.g., assem-
bly), the unit could be configured depending on the situation at hand. Such configuration
could be enabled by hardware (a physical switch or a 12V wire connection different from
a 24V wire connection) or by software (database entries defining pre-configured settings).
Configuration-time variability requires all elements for 12V/24V usage of the A/C unit to
be present such that the commissioning decides which voltage to use.

Run-time variability is the ability to readily change systems during operation. An A/C
unit that is specifically built for 24V cannot readily be changed during runtime. However,
if the A/C unit is both designed and built with the ability to accommodate 12V and 24V,
it is possible to change the usage of the A/C unit after construction. Naturally, runtime
variability is not only more expensive to build, but also more complex to design. Like with
configuration-time variability, the latter requires all elements for 12V/24V to be present and
functioning. These elements need to co-exist, which could be a problem in case of feature
interactions [41].

2.3 Re-Configurable Production

Production variability requires the variability of workers and machines. Human workers are
intrinsically flexible and production variability is today mostly achieved through humans.
But what about machinery? In traditional shop floors machinery is largely static. It is bought
and commissioned. Changes are mostly limited to changing parts such as the tools the
machines use. Today, production variability for machines is mostly about whether or not
to use a machine, but not about changing the machine. With Industry 4.0 this is changing:
machines, much like their human users, need to support variability to allow for shop floor
changes. Herein, we discover one of the most essential problems. How can we change
machines during production?
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Reconfiguration may happen monthly, weekly, or even daily. Reconfiguration will not
always be predictable, but may arise instantaneously, e.g., as a result of delivery shortage,
worker illness, or machine failure. The key challenge of Industry 4.0 is: how does a company
instantaneously assure the correct production behavior (and implicitly the correct behavior
of a shop floor), while the production process changes continuously with little to no advance
notice? Traditionally, companies would plan and design the production processes, and plan
and design their changes. Unfortunately, this requires significant effort, which limits the
ability to frequently change production processes.

Industry 4.0 implies readily configurable production processes
• for changing product needs,
• for changing production needs,
• for changing worker needs, and
• for changing environmental needs.

2.4 Verifying andValidatingVariable Products and Production
Systems

Unfortunately, the solution to this problem is not only in workers becoming even more
flexible to change, but rather also in re-configurablemachines supporting flexible production
processes. We encounter an even bigger challenge: much like any cyber-physical system,
the correct behavior of a production cannot be validated and verified by only considering the
correct behavior of its various parts (e.g., machines and “workers”). For example, if a shop
floor requires adaptation due to production changes and this adaptation requires changes to
machines, then the correct behavior of the shop floor needs to be assured. Several methods
are widely used:

Production variability modeling describes how products and machines were designed for
change. Today, it is becoming common practice to model the variability of systems using
variability modeling languages. A detailed example is provided in Sect. 4. This principle of
variability modeling can be applied to production, encompassing the variability models of
the various machines. Production variability is analyzed a-priori (during design or commis-
sioning), so that production changes are guaranteed correct for as long as they fit within the
analyzed production variability model.

Testing is considered the backbone for assuring correct system behavior (verification
and validation). However, testing is expensive and time consuming if not fully automated.
And testing is disruptive if changes to the production require testing before production is
to resume. In the context of Industry 4.0, testing needs to be shifted to the testing of virtual
machines and digital twins of shop floors—hence requiring variability-enabled digital twins
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of machines from their vendors to validate and verify production behavior before changing
it in real life.

Monitoring is useful in assuring that the production system does conform to the expected
system behavior [32]. Monitoring does not assure correct system behavior, but ideally pro-
vides instant feedback to workers and supervisors, so that corrective measures can be intro-
duced as quickly as possible if deviations are encountered. Some of these correctivemeasure
might be automatable also.

Static analysis is useful for ensuring properties that are deemed essential. It is typically
applied in safety-critical domains, usually on source code or formal specifications. As source
code for variable machines is likely unavailable (due to their proprietary nature), machine
vendors need to provide a (formal) specification of the logical functioning of their machines
(in addition to the physical specifications which they already do provide). Machines, their
interactions, and the effects of their variation may then be assessed through static analyses
of these specifications.

3 InjectionMoldingMachine Example

We use an injection molding machine for manufacturing plastic parts as a running example
for this chapter. Today, injection molding machines are the dominant technology for produc-
ing products made of plastic, which range from such simple parts like caps for plastic bottles
to complex plastic components of cars. During the injection molding process, the machine
heats granulated plastic material and then injects the viscous material into the closed mold
chamber with high pressure. After cooling, the mold is opened, and the plastic part gets
ejected. Injection molding machines consist of several mechanical components, e.g., the
heating system, the injection component, and a complex hydraulic mechanism, as well as
complex hardware and software systems for their automation. Such machines rely on the
ability to change for varying products, but also play a role in the greater context of produc-
tion processes, and thus need the ability to change depending on production needs. Given
the variety of plastic products, injection molding machines need to vary regarding their
capabilities, performance, and size. The machines exist in many different variants and can
be further customized with configuration options. It is custom that each individual machine
is specifically configured, adapted, and extended to meet the special requirements of its
field of application. Often, this includes the development of specific hardware and software
components. Needless to say, this overall results in high challenges for managing machine
variability.

Injectionmoldingmachines thus often provide advanced configuration tools and end-user
programming capabilities for customization. For instance, Keba AG (www.keba.com) pro-
videsKePlast [22], a hardware and software platform for the automation of injectionmolding
machines. It comprises an industrial PC-based hardware solution with a real-time operat-
ing system, a run-time environment, and a development platform based on the IEC-61131

www.keba.com


Variability in Products and Production 73

standard [19], a configurable control software framework, a visualization system written in
Java, and a configuration tool supporting the interactive customization of solutions based on
existing components. The platform exists in several variants, e.g., one is providing specific
features for the Chinesemarket. The platform also comprisesmany software components for
supporting a high number of optionalmachine components. Thus, themachine configuration
also determines the software configuration.

KePlast supports a multi-stage process for developing customized automation solu-
tions [31]: sales and customer-support personnel elicit requirements from the customer.
Based on the generic domain solution, engineers then develop concrete automation solu-
tions to meet these requirements. They use a configuration tool that guides the selection and
customization of features. The tool automatically derives an initial solution [22], which is
then adapted and extended by adding new features or adapting components to meet the spe-
cific requirements. During commissioning, engineers fine-tune machines by calibrating the
properties of features. The automation solution provides further mechanisms to customize
machine behavior during start-up and operation.

The term feature [4] is widely used in this process to communicate with customers dur-
ing development, independent of the specific methods and technologies used. Obviously,
the role-specific perspectives and needs define what constitutes a feature: for instance, sales
people identify the needs of potential customers in terms of system features, while product
managers drive the development of different KePlast product variants by defining features
addressing market needs. They use problem-space features to define the scope of products
from a market and customer perspective in feature maps comparing different product vari-
ants. These spreadsheets comprise high-level system features, feature associations, available
hardware options, and references to order numbers used by sales people. At the technical
level, software engineers work with solution-space features, i.e., the code implementing a
specific functionality denoted by a feature. Features at this level are often cross-cutting,
spanning multiple components and sub-systems, and even implemented in multiple pro-
gramming languages. An example of such a feature is the MoldCavityPressureSensor, which
provides a quality index of an injection-molded part by monitoring the cavity pressure. First,
the feature comprises the actual sensor component, which can be integrated into the mold
chamber. In addition to this machine component, it comprises a control component and a
visualization component for monitoring and displaying the pressure curve. The feature is
visible to the customer as an extra option. It appears in spreadsheet documents used by sales
people and exists in different product variants. It further appears as an option in the software
configuration tool. Further, its software components provide various means for customiza-
tion. Finally, the user interface elements of the feature allow customizing its functionality,
such as alarm levels, during operation.

Engineers use a wide range of mechanisms to implement feature variability. For exam-
ple, they define interfaces to hook in new functionality, they use the software framework’s
capabilities for adding, exchanging, or reloading modules, and they exploit a mechanisms
for checking the presence of machining components, based on which parts of the software
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can be enabled or disabled at run time. Moreover, the solution framework supports different
binding times for variability. The custom configuration tool resolves design-time variabil-
ity. However, the software solutions also use configuration files, which can be changed
in a setup phase before start-up (configuration-time variability). Service personnel usually
changes these configuration files for reconfiguration. Further, the automation software pro-
vides specific input masks allowing to fine-tune the operations of the machines by operators,
often even while the machine is running [30].

4 Variability Engineering

Product line engineering methods and techniques [28] are widely used to develop and man-
age families of systems. Product line engineering distinguishes two life cycles: in domain
engineering, the commonalities among members of families are identified and reusable and
customizable components are developed to account for the required variability (develop-
ment for reuse). In application engineering, the reusable and configurable components then
provide the foundation for deriving and developing new family members (development with
reuse). These activities rely on methods supporting the systematic engineering of variabil-
ity during modeling, implementation, verification and validation, as well as evolution. In
particular, variability modeling (cf. Subsect. 4.1.) is essential in domain engineering for vari-
ability analysis and design. Variability models help to understand the commonalities and
variability of variants, thereby also defining the scope of a product line. During application
engineering, variability models support the derivation of new variants in a product line by
using variability models to guide and automate the creation of new products. Methods for
variability realization (cf. Subsect. 4.2.) guide the implementation. The three basic variabil-
ity realization mechanisms are annotations, compositions, and transformations. They can
be applied to arbitrary variable artifacts including source code and models (e.g., process
models or architecture models). Methods for variability-aware validation and verification
(cf. Subsect. 4.3.) follow different strategies for analyzing the high number of possible prod-
uct variants. Finally, developers face major challenges when evolving variable systems.
Variation control systems uniformly managing both revisions and variants aim to support
variability evolution (cf. Subsect. 4.4.).

4.1 Variability Modeling

Variability modeling is widely used for managing software product lines. It has been shown
that in many important real-world systems such as the Linux kernel and the embedded
operating system eCos variability modeling is the only form of modeling used [5], thereby
bringing modeling concepts into otherwise mostly code-driven projects. A wide range of
techniques for variability modeling exists today [13, 34], which use different abstractions
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to denote the units of variability, i.e., the key concepts used to model variability [13].
Feature modeling, the most prominent technique, uses features to define commonalities
and variability. In fact, customers, product managers, and engineers nowadays often denote
product characteristics as features, as discussed above. As an example, we present the feature
model of an injection molding machine’s mold component, originally described in [31]. We
use this example to define important concepts of feature models based on existing work [12,
24]. The legend in Fig. 2 explains the graphical symbols used to define the key concepts:

Mandatory features are common features that must be present in all products of a product
line. This is the case for the feature HydraulicCylinder in our example. Optional features in
contrast exist only in some variants of a product. For instance, the featureMoldCavityPressure-

Sensor in themold component is an optional subfeature of themandatory feature Diagnostics.
Hierarchical features are used to express decomposition or parent-child configuration con-
straints, thus resulting in a feature tree. For instance, the general feature MoldProtection

has two subfeatures DetectionMethod and Reaction. Another example is Diagnostics with
its subfeatures ClampingForceMeasurement and MoldCavityPressureSensor. While the feature
ClampingForceMeasurement is mandatory, MoldCavityPressureSensor is an optional subfea-
ture of the Diagnostics feature. Alternative features are needed in many practical cases to
define different variants. For instance, the alternatives for theMoldProportionalValve are either
PositionClosed or OpenLoop, while the feature DetectionMethod, a subfeature of MoldPro-

tection, has two alternatives Timeout and DataRecorder. Or-features allow the selection of
several features within a group of features. For example, the two variantsMoldProportialValve

Fig. 2 Feature model of the mold component of an injection molding machine
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and SwitchValve are defined for the feature MovementValve, as the system can be equipped
with one or both of them.Cross-tree constraints are needed for expressing dependencies that
exist in the domain or its implementation (or both). For example, requires constraints allow
defining that one feature relies on another one, while excludes constraints are used to indicate
that one feature disallows another one. Such constraints are often motivated by implemen-
tation dependencies[14]. Configuration constraints restrict the allowed configurations of
features, while implementation constraints indicate technical dependencies. For example,
the feature ToogleLever excludes the features HighPressureReleaseValve and PressureApplifier

(cf. the constraints in the bottom of Fig. 2).Modules or components have been proposed by
some approaches to structure feature models for large-scale systems [31]. Single monolithic
feature models are inadequate to deal with the complexity of industrial systems, which has
led to the development of multi-product line approaches that support modularizing feature
models in various ways [18]. For instance, in our exampleMold is the root of the feature, and
represents a component within a larger feature model defining the variability of injection
modeling machines.

It has been argued that properly decomposing a product line into features, and correctly
using features in all engineering phases, is core to the immediate and long-term success of
a product line. However, the term feature is a very abstract concept, making it sometimes
hard to apply in practice. For instance, a common definition describes a feature as “a dis-
tinguishable characteristic of a concept (system, component, etc.) that is relevant to some
stakeholder of the concept” [12]. The question of what of constitutes a feature thus depends
on the application context and the domain of interest. Yet, defining the purpose, scope, and
granularity of features remains hard, specifically when modeling large-scale industrial soft-
ware systems [31]. For instance, the study by Berger et al. [4] reports empirical results of
studying the actual feature usage in industrial product lines of three large companies, includ-
ing a detailed and contextualized analysis of 23 features. An important aspect of features is
to understand the purpose of why they are modelled. Researchers have distinguished prob-
lem space features generally referring to systems’ specifications established during domain
analysis and requirements engineering; configuration space features defined for easing the
derivation of products by resolving variability; and solution space features referring to con-
crete implementations of systems, often by defining mappings of the features to code. In
an exploratory study on developing feature models for two large-scale software systems in
the domain of industrial automation, Rabiser et al. [31] investigated the purpose, scope, and
granularity of feature models of large-scale industrial software systems, also including our
KePlast running example.

4.2 Variability Realization

Defining variability occuring on the level of development artifacts (e.g., source code, design
models, or documentations) also needs specific mechanisms. At a coarse grain, variability
can be realized on a per-variant basis, which essentially amounts to cloning. One variant
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is copied and modified to fit the requirements for another variant. This technique is called
clone-and-own. While it is easy and quick to apply, it leads to problems for maintainability
and evolvability in the long run, as all knowledge about the applied changes is lost. Hence,
there are more fine-grained variability realization techniques to connect the variability in
the problem space (cf. Subsect. 4.1), e.g., in terms of features, to variation in the solution
space (artifact level). This allows to automatically derive specific variants on the artifact
level from a given configuration. In principle, we can distinguish three different categories
of variability realization mechanisms [34] for design-time variability:

• annotative (or negative) variability modeling, which considers a superimposition of all
possible artifacts and removes specific parts of the superimposed artifacts dependent on
the specific variant that should be derived. Typically artifacts are annotated with so called
presence conditions in terms of features in order to determine which artifacts are to be
used in which variant. A prominent example are C preprocessor annotations.

• compositional (or positive) variabilitymodeling, where artifacts are composed depending
on the variant that should be derived. Prominent examples are plugin systems or feature-
oriented programming [3].

• transformational variability modeling, where a core variant is changed by a sequence
of transformations until a specific other variant is obtained. Prominent examples are the
Common Variability Language (CVL) [16] or delta modelling [9].

For reconfiguration, when variants should be changeable during the runtime of a program,
a variation of the annotative variability modeling approach called variability encoding [33]
can be used: a superimposition of all needed variants is deployed, where features are encoded
by runtime flags, which are combined in presence conditions. Those runtime flags and, thus,
presence conditions are evaluated in runtime control structures, such as if-statements. If
a presence condition evaluates to true the code belonging to those features is executed.
Changing the values of the runtime flags then allows switching between different variants.

Regarding variability realization, the KePlast platform discussed above employs differ-
ent mechanisms: the custom-built configuration tool allows selecting a consistent set of
optional and alternative features. Based on the selection, the software solution is built using
a combination of compositional and transformational techniques, i.e., the product solution is
created by a composition of source files and by the generation of various configuration files.
The created software system then comprises a magnitude of configuration settings, which
are used in presence conditions for enabling or disabling source code parts at runtime. An
interesting hybrid method combines the compositional approach and runtime checks with
presence conditions: in the solution framework, a special method allows checking the pres-
ence of hardware components; only when a specific hardware component is present, the
software part is enabled at runtime. For example, the control software for the MoldCavity-

PressureSensor is enabled by checking if the respective hardware endpoint for the sensor is
configured. However, when it comes to adapting and extending the solution to its specific



78 A. Egyed et al.

application needs, mainly a clone-and-own approach is used. Engineers often rely on previ-
ous solutions which they clone and adapt to their needs (cf. Subsect. 5.2.), an approach with
potential problems and limitations [20].

Fig. 3 depicts a variability engineering approach for feature-oriented development based
on [14, 17], which links problem space models with artifacts and models on the solution
space. Models of the implementation artifacts are built by parsing the source code and
building a code model in form of an abstract syntax tree. In automation engineering usually

Fig.3 Variability engineering relies on defining and linking variability information in both the prob-
lem space and the solution space. In our running example, the system is implemented in diverse
implementation artifacts, including code in multiple programming languages. A model-based repre-
sentation provides a common view and allows further analyses to compute feature-to-code mappings
and a system dependence graph encoding code-level dependencies
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many different kinds of artifacts have to be considered, e.g., the KePlast system comprises
IEC 61131-3 control code, Java visualization code, and different types of configuration
files, thus requiring a abstract syntax tree model covering different languages and technolo-
gies. Feature-to-code mappings then map the implementation artifacts to elements in the
feature model, thereby providing the foundation for resolving variability and composing
products based on a feature selection. Additionally, a system dependence graph, as imple-
mented in [1, 2], can globally represent data and control flow dependencies of a program
and enable system-wide dependency analyses at code level. Making such dependency anal-
yses variability-aware allows considering configurations of systems (cf. Subsect. 4.3). Tools
integrating feature-to-code mappings and dependency analyses can lift code-level depen-
dencies analyses to the level of features, to then identify inconsistencies or visualize areas
of evolution (cf. Subsect. 4.4).

4.3 Variability-AwareV&V

In general, there are four different strategies for post-hoc validation and verification of
variability-intensive systems [39].Product-based analyses consider each variant in isolation.
This allows to reuse existing analyses without modifications, but is in general not feasible
due to the large number of possible variants. It is possible to reduce the analysis effort
by exploiting commonality between variants along the lines of regression testing, but the
approach essentially stays a product-by-product analysis. In sampling-based approaches a
representative subset of variants is determined that can then be analysed, e.g., following a
product-based approach. Sampling increases the feasibility of the analyses as only a smaller
subset of the whole variant space needs to be considered, but cannot ensure the desired
properties of every possible variant. Family-based approaches analyze a joint representation
of all possible variants in one run.While they usually scale very well for large variant spaces,
they require a truthful encoding of all possible variants into the family representation, and in
some cases also changes to the analyses to make them variability-aware. Furthermore, they
are not robust to change, meaning that in case of variant evolution the complete analysis
needs to be redone. Feature-based analyses are based on a compositional reasoning strategy
analysing the components of the variants in isolation and then combining the analysis results
to obtain a result for the complete variants from the analysis results of the parts.While highly
scalable and robust to change, they first require modular structures in the construction of the
variants and second properties that are amenable to compositional analysis, which is not the
case for a large number of meaningful properties. Hence, they usually need to be combined
with a product- or family-based analysis step. Besides, also a number of combinations of the
four main analysis strategies exist. Recent work [6] proposes an orthogonal approach to the
four main post-hoc analyses strategies for variant-rich systems by extending correctness-
by-construction to software product lines, which allows to derive provably correct variants
based on a formal refinement framework.
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Static Code Analysis has proven to be an effective software quality assurance technique
complementing testing. It aims at detecting problematic code constructs and potential defects
in early development stages [29]. Static code analysis methods are well-known and explored
for the analysis of single systems [26], i.e., product-based analysis, but are difficult to achieve
for family-based analyses, which are thus still rare (cf. [8]).

Angerer et al. [1, 2] have developed methods for configuration-aware static analysis of
automation programs. The approach relies on a system dependence graph (SDG), a repre-
sentation of system-wide dependencies in a program as depicted in Fig. 3. In distinction to
other approaches, the SDG uses presence conditions for encoding the variability of a sys-
tem. In this form, it can also consider run-time variability. For example, it allows identifying
relevant code for a concrete product variant and marking code as inactive, if it cannot be
executed in a product variant, which is determined by a load-time configuration [2]. This
is achieved by first building the SDG, then extracting presence conditions from conditional
statements testing configuration settings, and finally identifying inactive code based on con-
trol dependencies in the SDG and the concrete product configuration settings. For example,
in KePlast an IS_LINKED function can be used for testing if certain hardware endpoints are
configured in the current product. Thus, the conditional statement in Fig. 4 tests if the input
point di_ImpulseInput is used. As this not the case in the current variant, the respective
control code can be greyed out or hidden in an editor, thereby simplifying maintenance.

When developing and maintaining a product line developers also need to determine the
impact of changes on all possible variants. Change impact analysis is an important technique
in software maintenance to identify the potential consequences of a change, or to estimate
what needs to be modified to accomplish a change. However, conventional approaches
fail for variable systems, as they do not consider all possible variants. Angerer et al. [1]
further presented a change impact analysis technique based on the configuration-aware
system dependence graph, which also considers the system configuration to improve the
precision of family-based analyses. This allows to assess the impact of a feature update in

Fig. 4 A variability-aware editor greying out inactive code, which cannot be executed in the current
configuration
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an existing system, or to explore what might be missing when transferring a feature from
one development branch to another.

4.4 Variability Evolution

Product lines need to evolve continuously to stay current and tomeet new requirements. This
results in different versions which need to be managed during development. In particular, it
is challenging to maintain the consistency of features with their implementation artifacts. It
is also difficult to manage both revisions and variants created over time.

Feature-to-code consistency When systems evolve, engineers need to extend and adapt
feature models to reflect the changes. However, engineers require deep knowledge about
the domain and the implementation to avoid inconsistencies between a feature model and
its implementation. Ensuring consistency is challenging due to the complexity of both
implementation-level artifact dependencies and feature-to-code traces. Feichtinger et al. [14]
present an approach to lift code-level dependencies to the level of features (cf. the example
shown in Fig. 3). Static code analysis methods based on a system dependence graph are used
at the code level for detecting code dependencies. Then, the feature-to-code mappings, i.e.,
knowledge which code parts implement which features, are used to lift these dependencies
to the level of features. This helps engineers to detect and resolve inconsistencies in the
feature model, but can also detect implementation deficiencies such as unintended depen-
dencies between feature implementations. Although such family-based analysis approaches
recently progressed, they are not yet generally available in widespread IDEs.

As shown in Fig. 3, features at the level of the problem space are commonly implemented
in multiple source code artifacts, resulting in complex dependencies at the code level. As
developers add and evolve features frequently, it is challenging to keep featuremodels consis-
tent with their implementation. Combining feature-to-code mappings and code dependency
analyses is useful tomake engineers aware of possible inconsistencies. Figure5, for instance,
shows a heatmap visualizing the dependency changes of all features in of theKePlast product
line. The changes in version 53 of our case study [14] focus on the features Injection, Inject
and Plast. The changes introduced new status variables, which cause new dependencies and
interactions between the features Inject and Plast.

Uniformlymanaging both revisions and variants Aversion can either be a revision or a vari-
ant: a revision is used to express evolution over time. Revisions are sequential versions, with
newer revisions superseding previous ones. A variant is used to express concurrent versions.
Variants co-exist with other variants at the same point in time. Two versioning approaches
can be used to manage revisions and variants [11]: extensional versioning explicitly enumer-
ates all existing versions. It then allows to retrieve all versions that were explicitly created
before. Examples of such tools are Git or Subversion. Intensional versioning expresses a
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Fig. 5 A heatmap visualizing
code-level dependencies at the
level of features for our KePlast
example. Darker colors indicate
stronger dependency increases

large version space using concepts such as features, configurations, constraints, and con-
struction rules. It then allows the generation of arbitrary versions based on a configuration
mechanism that follows these construction rules. Examples of such tools are the variation
control systems [24] ECCO [15, 23] or SuperMod [37, 38].

Specifically, the widely used version control systems Subversion and Git help keeping
track of the development history by assigning revisions to states of a system over time.
However, in practice, evolution over time is rarely just a linear sequence of steps. Branching
is a commonmechanism for dealing with variants. For instance, short-term feature branches
exist for as long as it takes to develop a new feature in isolation. Once the new feature is
finished, it is merged backwith the original code, at which point it becomes inseparable from
the system. Another use of branching is the creation of long-term branches with the purpose
of creating clones or variants of a system, for example, for different customers with slightly
varying requirements. However, neither feature branches nor variant branches are ideal, as
the former lead to a loss of variability after the merge and the latter lead to maintenance
problems with increasing numbers of variants.

Therefore, variation control systems have been conceived. They support intensional ver-
sioning and emphasize variant management. For this purpose, they provide capabilities for
decomposing software systems into finer-grained features, together with support to auto-
matically manage this variability [24]. For example, the variation control system ECCO
provides feature-oriented operations such as commit, checkout, push and pull. It is based
on an incremental feature location approach to automate the computation of feature-to-
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code-mappings. For instance, the mappings show in Fig. 3 are created and refined when
committing new or modified features to a repository. ECCOmaps additional source code of
newly added features (e.g., Diagnostics) or it refines existing mappings to existing features
(e.g., MoldProtection).

5 Product Line Adoption and Evolution

Clements distinguished three adoption models for introducing systematic variability man-
agement and product lines in organisations [10]: the proactive adoption model assumes that
all required product variants can be designed and implemented up front. This waterfall-like
approach can only work if the requirements and their evolution are very well understood,
which may be the case in mature and stable domains. In the extractive model, a product
line’s initial baseline is created by using already existing product variants, which have often
been created in a clone-and-own manner. This approach is regarded as effective for organi-
zations transitioning from conventional single-system engineering to software product line
engineering. Finally, in the reactive adoption model, an existing product line is extended by
another product variant incrementally. This model is useful if the future requirements cannot
be easily predicted or if only few resources are available for the transition. It is also useful
to deal with the flexibility needed in distributed software ecosystems (cf. Subsect. 5.2). The
proactive adoption strategy can only be successful in stable and well-known domains. As
requirements are highly volatile inmany domains, we now discuss the extractive and reactive
adoption strategies.

5.1 Extractive Adoption

Product lines are often not developed from scratch. Rather, companies with successful prod-
ucts will start migrating towards a product line approach, if maintaining a family of largely
similar products becomes economically infeasible. A common scenario is that variants are
first created in an ad-hoc manner by cloning and adapting existing ones. At a certain point,
creating further variants is no longer efficient due to difficult reuse and maintenance, caused
by the necessary propagation of changes across many variants. The migration or consoli-
dation of the existing set of cloned variants into a managed product line is referred to as
extractive product line adoption [10] or reengineering-driven product line development [36].

Product line scoping is an important activity for extractive adoption. In this highly collab-
orative process stakeholders define what shall be part of the product line [27]. Product line
scoping has been described as a three-stage process comprising product mapping, domain
potential analysis, and reuse infrastructure scoping [35]. More specifically, essential tasks
in this process are the identification of features existing in the different variants, the location
of features in the implementation artifacts, the synthesis of a variability model showing
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how the features can be combined in valid configurations, and the choice of a suitable vari-
ability mechanism (e.g., a preprocessor for textual implementation artifacts), to enable the
composition of features during product derivation.

5.2 Reactive Adoption

In this adoptionmodel, an existing product line is incrementally extendedwith another prod-
uct variant. A common approach is to derive the product variant from the product line that
best fits the new requirements and then adapt it accordingly (cf. our running example). This
strategy is useful in the domain of industrial products and production, as many companies
nowadays need to serve a mass market while at the same time customers demand individ-
ual, customer-specific solutions. After deriving an initial product, features are added and
adapted to satisfy individual customer requirements, possibly followed by merging back
these changes into the original product line. Merging new features into the product line
should happen without much delay, as otherwise, the independently maintained product
variants will pile up and the product line may gradually degrade into ad hoc clone-and-own
reuse.

In many domains, a single company often cannot develop all features requested by cus-
tomers. To handle this problem, development is frequently organized in software ecosystems
(SECOs), i.e., interrelated software product lines involving internal and external developers
[7]. In the context of SECOs, companies need to share new or updated features by trans-
ferring them to other product lines in the ecosystem. This is, for instance, useful when a
feature developed in an individual customer project becomes relevant for another market
segment or when updates of features need to be transferred to related products in the ecosys-
tem. The KePlast example shows that managing the evolution in SECOs is challenging,
as developers continuously and independently evolve features of the core product line, the
cloned product lines, and individual customer products. In particular, it remains difficult to
track and understand evolution at the level of features, if not supported with analyses and
visualization.

It has been shown that the size and scattering of features are of particular interest for
maintenance and evolution [17]. The size of a feature is measured by the magnitude of
artifacts mapped to a particular feature (e.g., the number of program elements in source
code or the number of data elements in configuration files). The feature size evolution is
then determined by the relative change of the artifact size between two different points in
time. Additionally, features are typically realized in multiple artifacts and locations. The
number of contiguous locations of a feature’s implementation determines its scattering.
For example, if a feature is mapped to all source files within one directory, the directory
represents the location of the implementation and the scattering is 1. However, scattering
is 5 if the feature is mapped to five independent source files. Feature scattering evolution
can be computed by the relative change of feature scattering between two different points.
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Fig. 6 Feature size evolution and feature scattering evolution of four features of a KePlast industry
project. The values in the portfolio are percentages shown in a logarithmic scale.

These metrics can be used to compute a feature evolution diagram as shown in Fig. 6. The
portfolio shows the size evolution and scattering evolution of four selected features of an
industry project conducted based on the KePlast platform.

Such a visualization can help to identify features leading to high maintenance risks
when being adopted. For instance, the scattering evolution of the feature Ejector increased
by 2150 percent while its size increased by just about 2.7 percent. The high value was
caused by user interface code added in many locations. A different example is the feature
JapaneseLanguage, which was added as a new feature. After the feature was initially added,
the feature was only slightly modified. In particular, the deletion of the translation for some
features reduced the size while leaving the scattering unchanged. A similar example is the
newly added feature OilPreHeating, which shows only a small size increase but reduced
scattering, caused by the deletion of some no-longer-needed code fragments. The feature
SlideTable is an examplewith artifacts added and removed during the project, overall leading
to a small reduction in size. Obviously, the newly added code significantly increased the
scattering of this feature.

6 Research Challenges

We discuss open research challenges to advance variability management for Industry 4.0
and industrial automation.
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Configurable binding times and binding time switching As discussed in Sect. 2, variability
can be bound statically at compile time or dynamically at run time. There are advantages and
disadvantages of each strategy, with trade-offs that need to be considered. This is especially
the case in automation systems: dynamically-bound variability may not be suited for embed-
ded devices with strict memory constraints, or if the unauthorized activation of features by
customers must be avoided. Statically-bound variability on the other hand prevents adapting
to changes at run time. Ideally, the binding time could be configured per feature during
product derivation. However, most variability mechanisms support only one binding time.
To achieve different binding times per feature, at least two different variability mechanisms
must be used: one for statically bound features and another one for dynamically bound fea-
tures. Still, the choice which features should be bound statically and which should be bound
dynamically needs to be made in advance, as changing variability mechanism is infeasible.

Legacymigration andmaintenance in the field Industrial automation software is often tailed
to the specific customer or site where it is deployed. This customization often happens on
site and is usually not well documented. This leads to a number of challenges in the long
run. As the number of custom-tailored variants increases, they become hard to maintain.
At some point, it is beneficial to migrate the individual legacy variants towards a structured
and systematic reuse approach (cf. Sect. 5). To achieve this, it must be known what variants
exist, what features they implement, and how they diverged from other variants over time.
Especially the latter is a challenge, as industrial automation systems often remain in the field
for decades and change over time as adaptations are made, updates are applied, or fixes are
performed. Over time, variants with originally the same features may no longer be identical.
While they may still offer the same feature set, the features may have evolved differently
in some variants. Furthermore, some features may have been implemented multiple times
by engineers unaware of other existing implementations. Over time, the knowledge of what
variants have been deployed and what features they support has been lost. This causes
problems if such variants ever need an upgrade. For example, when replacing a broken
hardware component, the new component may require an update of the control software. It
is difficult to guarantee that the update will work in the context of legacy features.

Optimization of non-functional properties with dynamic product lines We showed that vari-
ability is often the result of new customer requirements, which may lead to adding new or
adapting existing machine features. However, variability is also fundamental for optimiz-
ing non-functional properties (e.g., performance, throughput, or energy consumption) of
products and production systems [25]. This means that both design-time and operation-time
aspects need to be considered. In contrast to product lines with variation points bound at
design time, dynamic software product lines allow to bind features at runtime [30]. Mon-
itoring systems at runtime can provide context information to trigger reconfigurations, to
provide feedback to feature modeling and feature configuration, or to continuously adapt
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products and production systems to meet certain constraints (e.g., finding the most eco-
friendly configuration during production).

Feature-based evolution A general challenge during the evolution of variable systems is the
co-evolution of the modeled variability and the implemented variability (cf. Subsect. 4.4).
Another challenge is related to revision management. Traditional version control systems
keep track of evolution at system level and not at the level of individual features. The lat-
ter would be valuable, for example, to distinguish stable from volatile features, thereby
indicating potential design problems. More specific to industrial automation, but also very
common in open-source development, are challenges that result from distributed develop-
ment, as in SECOs (cf. Subsect. 5.2). OEMs, on-site engineers, or even customers adapt
products before deployment, meaning that even a well-designed platform can degrade into
a set of cloned variants. It is therefore important to keep track of changes and support dis-
tributed feature-oriented development. This is beneficial for integrating features developed
downstream into the originating platform, when propagating fixes performed upstream in
the platform to affected derivations downstream, or for keeping track of feature distribu-
tion to avoid redundant development. Finally, similar to the co-evolution of problem and
solution space, the co-evolution of different artifact types is especially challenging for vari-
able systems, as each kind of artifact potentially uses its own, custom-tailored variability
mechanism. These mechanisms need to be synchronized manually during evolution. A uni-
versal variability mechanism would alleviate this problem and allow the uniform evolution
of variability across different types of artifacts.

Variability across engineering artifacts While many companies nowadays use variability
modeling, it is important to understand that its acceptance is mostly limited to the software
within product or production systems. However, neither products nor productions are soft-
ware systems and, today, it is little understood how software variability relates to, affects,
and changes with the hardware it is part of. This is a severe disconnect, often caused by the
fact that software engineering is mostly disjoint from hardware engineering. Recent research
in mechatronic design suggests an increasing recognition of this problem. It is realized that
the ultimate goal must be a comprehensive understanding of features and feature depen-
dencies; and an understanding of the relationships between features/dependencies and the
kinds of engineering artifacts they affect (mechanical drawings, computations, electrical
planning, software control, etc.). So, if a feature is adapted, it may have hardware and soft-
ware implications—both of which need to be understood. Understanding the relationship
between features in software and features in hardwarewill thus be a critical part of variability
modeling in the next years. Not only does such comprehensive variability modeling benefit
the overall understanding, planning, and sale of variable products and production systems,
but it also improves the necessary cooperation among the various engineering disciplines
involved.
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7 Conclusions

Variability is an essential part of Industry 4.0—both in context of product and production
systems. Hence, the ability to provide individualized products is essential but so is the
ability to customize production continuously for optimization. This book chapter discussed
the need for distinguishing product variability and production variability where the latter
not only needs to support the former, but also needs to provide room for optimization. Key
here are variability binding times. If products are physically different due to design-time
variability, then production needs to support their varying production processes. If a product
can be reconfigured during run time, then the products become physically similar and so does
their production. Designing for run-time variability can thus simplify production variability.
However, run-time variability tends to shift focus onto software (to account for differences
in behavior). Moreover, products supporting run-time variability are also more expensive
because parts may need to be present that are only needed for certain uses. Hence, the more
variability is shifted from design time to configuration time or run time, the more stable
production processes become, but the more complex the product becomes—a trade-off.
Also, run-time variability is not possible for all products.

This book chapter chose an injection molding machine as an illustrative case study,
because such machines are products, but at the same time essential parts during production.
In discussing its variability, we not only covered essential parts of product variability, but
also provided support for production variability. Machines typically exhibit a wide range
of variability due to their many different uses during production. A machine’s ability to
change during production (e.g., its run-time variability) are a key ingredient to production
variability. Simply said, production variability requires machine variability. Clearly, the
variability binding times of an injectionmoldingmachine is an essential part to the variability
binding times of a production system. An injection molding machine not designed for
supporting run-time variability cannot play an essential role in (and even restricts) production
variability.

Variability is a broad topic. This chapter provided an overview of technologies useful for
their variability engineering and evolution. The illustrative example demonstrates some of
those aspects in more detail. While designing systems for/with variability is essential, doing
so is complex due to the combinatorical explosion of how features may interact. Product and
production variability is thus not only a modeling problem but also a challenge affecting all
phases of a system’s life cycle.
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Reference Architectures for Closing the IT/OT Gap

Patrick Denzler andWolfgang Kastner

Abstract

The Internet of Things (IoT) is an allegory for the concept of seamlessly connecting intel-
ligent devices. Its application in the industrial domain envisions a next-generation man-
ufacturing industry. Initiatives such as Industry 4.0 promise higher flexibility, improved
quality and productivity. Nonetheless, the enhancements cause an increased complex-
ity in a factory and its organisation as they require a seamless collaboration between
all involved units, technological systems and individuals. One way of coping with the
extended additional complexity is by utilising Architectural Reference Models (ARMs).
State-of-the-art architectures combine different perspectives with a standard model to
accommodate design choices, remove knowledge barriers and link the physical and vir-
tual realm. This chapter introduces the basic concepts behind architectural designs and
points out historical connections and differences between current ARMs. Moreover, it
addresses the needs of converging the historically separated Information Technology (IT)
and Operational Technology (OT) and exemplifies in a use case how ARMs can assist
in closing the gap. Finally, the chapter serves as a foundation for the following chapters,
introducing architectural concepts like cloud, fog and edge computing.
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1 Introduction

When Kevin Ashton, in 1999, coined the term Internet of Things (IoT), he created an
allegory for a concept of seamlessly connecting intelligent devices. Although researchers
havemade technological advances to realise the ubiquitous computer vision since the 1980s,
the past few years have seen accelerated progress in various domains, e.g., home and building
automation, smart grids, and e-health applications [1].

IoT applied in the industrial sector (Industrial Internet of Things (IIoT)) promises
increased innovation, efficiency and quality by making things “work” smartly. At the same
time, initiatives such as Industry 4.0 [2] aim towards next-generation manufacturing to
“make” things smartly. Regardless of whether IIoT or Industry 4.0, the intensified inter-
connection of sensors, actuators, applications, and humans creates an unprecedented step
towards the IoT. However, implementing IIoT in an organisation remains a complicated task.

Since it is still common for departments to specialise in one area, current staff members
do not have the combined knowledge for integrating IoT vertically and horizontally in all
levels of an organisation. For example, manufacturing focuses on the processes involved in
producing goods [3]. Information technology (IT) experts prefer a broad and distant perspec-
tive and usually ignore the interplay between products, customers and the IT infrastructure.
The technical department concentrates on system development and sees IT as something
that never really works, and logistics is only concerned about the supply chain [4].

In an industrial setting, next to social and knowledge barriers, there is a historical, techno-
logical barrier between ITandoperational technology (OT) [5]. Traditionally,OTemphasises
efficiency, utilisation, consistency, continuity and safety, while IT drives agility and speed,
flexibility, cost reduction, business insight and security. Converging IT and OT is essential
for the IIoT.

One solution for organisations to overcome such barriers is to apply reference model
architectures to design the intended implementations. Such norms can combine different
perspectives with a standard model to support the understanding between heterogeneous
communities and bridge technological gaps [4]. By representing each stakeholder’s views,
e.g., on software interfaces, reliability, security, maintainability and sustainability, refer-
ence architectures help employees to master the challenges involved implementing IIoT or
Industry 4.0 [1, 2].

The following chapter aims to provide a starting point for readers interested in IoT
architectures or needing an overview. The chapter starts with some basic concepts behind
architecture design and points out historical connections and differences between current
architectural reference models (ARMs). To illustrate the use of architectures, one use case
focusing on the IT/OT gap finalises the chapter.
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2 Architectural ReferenceModels

The creation of an ARM is a time consuming and tedious endeavour. It includes identifying
and abstracting technologies, functionalities, mechanisms, and protocols relevant to the tar-
get domain (e.g., home and building automation, smart grids, e-health, industry) and specific
needs, viewpoints of all involved stakeholders [6]. An ARM serves as an overall guideline,
and some partsmight not be relevant within every particular domain, requiring a very generic
formulation process. Moreover, an ARM is a matrix containing models, guidelines, views,
perspectives, and design choices that allow derivations into concrete domain-specific archi-
tectures. The architecture enables a systems architect to pick the building blocks depending
on the targeted systems w.r.t. various dimensions (e.g., security, real-time, semantics or
distribution) to form a concrete system. Standards such as the ‘ISO/IEC/IEEE 42010:2011
Systems and Software Engineering-Architecture Description codify conventions, ontologies
and standard practices for describing architectures. However, there is no common consensus
on building an ARM except that there is a trend in architectures such as Industry 4.0 [2] or
IoT [1] to divide an ARM into Reference Models and a Reference Architecture [6]. Figure1
visualises the segmentation of the ARM and further breakdowns explained in Sects. 2.1 and
2.2. The division into a reference architecture and models originates from accommodating
various information types and relations. Some are best-represented in models, while others
fit better in architectures [7].

Fig. 1 Elements of an Architectural Reference Model (ARM)
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2.1 Reference Architecture,Views and Perspectives

The reference architecture builds upon domain-specific use cases and incorporates func-
tional and non-functional aspects and the collective domain agnostic elements. A common
way to further break down system design choices is to introduce architectural views that
accommodate a standardised method to structure architectural descriptions [8]. Accord-
ing to Rozanski [9], architectural views provide an intuitive representation of each aspect
addressed. The author indicates some commonly used views also depicted in Fig. 1:

• The functional view describes all functional building blocks of the architecture. There is
nearly an infinite amount of functional components available, each linked to the chosen
domain.

• All static information structures and flows through the system and between components
are described within the information view. This view helps to define how relevant infor-
mation is to be represented in a system.

• The deployment and operation view addresses how a system is realised by selecting
technologies and making them communicate and operate comprehensively. It provides
a guideline through different design choices for the actual implementation, i.e., how to
get from the service description and the identification of the functional elements to the
selection of available technologies, to reach the intended system behaviour.

• The physical view represents any physical object for what the system is intended to
do, e.g., if the system provides environmental monitoring and control in a building, the
physical entities are the people working in the monitored building.

• The context view describes the relationships, dependencies, and interactions between the
system and its environment. In detail, the view describes what the system does, where
the boundaries are to the outside world and how it interacts with other systems, people,
and other external entities [10]. The physical and context views are interconnected.

However, views do not consider that some requirements are qualitative, not only technical
and can spanover several views.Especially in the case of non-functional or quality properties,
views are not sufficient [10]. A potential solution is to introduce architectural perspectives,
as suggested by Woods and Rozanski [7]. Perspectives cut across the views and provide a
collection of activities, tactics,1 and guidelines to ensure that the systembehaves according to
a particular set of quality properties.2 In some sense, perspectives provide another abstraction
layer above the views to consider requirements beyond one view [7]. Modern architectures,
later introduced in Sect. 4, such as the Reference Architectural Model Industrie 4.0 (RAMI
4.0), utilise perspectives to a large extent. Woods and Rozanski [7] introduce four possible
architectural perspectives (cf. Fig. 1).

1 Tactics are state-of-the-art methodologies used in today’s system architectures.
2 Quality properties are externally visible non-functional properties of a system such as performance,
security, or scalability [10].
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• The evolution and interoperability perspective addresses that requirements and technolo-
gies change over time and create the need for compatibility with newer technologies.
The ability of a system to cope with changes after the deployment needs to be balanced
against the cost of providing such flexibility.

• The performance and scalability perspective describes two non-functional quality prop-
erties. Both are externally visible and difficult to quantify in distributed systems. In other
words, the system needs to execute within the given performance profile and adjust flex-
ibly to increasing process volumes.

• Trust, security, and privacy are basic properties for user interaction. They are interrelated
and also non-functional. Trust is a complex quality as it is subjective, i.e., the user
expects a system to be dependable in all aspects it is built for and behaves accordingly.
Security enforces confidentiality, integrity and service access policies and detects and
recovers from failure in these security mechanisms. Privacy aims to limit the collection
of personally-identifying information.

• Availability and resilience address the system’s ability to stay fully or partly operational
when things gowrong and how effectively it handles failures that could affect the system’s
availability.

2.2 ReferenceModels

Another relevant part of the ARM is the reference model that provides the basic concepts,
models, relationships and definitions required to build the previously described architectures.
The left side of Fig. 1 depicts three specific models representing the reference model’s
main parts. Each model provides or receives information from the reference architecture
views (shown on the right side of Fig. 2) or the other models. The domain model specifies
the specific use case’s language, concepts, and entities and their relation [11]. This sub-
model creates a shared understanding of all aspects of the chosen domain and is crucial for
developing interoperable architectures and systems. In other words, the domain model is
the basis for building the other models and relates to the physical, context and deployment
views. The information model considers information aspects in a system and is closely
connected with the information view that details the information flows. A specific role falls
to the functional model; it links concepts and entities introduced by the domain model with
current functionalities in the architecture. As with the information model, the functional
model correlates with the functional view that provides more details about the required
building blocks. Some architectures introduce further groupings as communication and
security models that add system security and reliability [12].

The following Fig. 2 aims to visualise the above-described interdependencies between
models, views and perspectives. On the right side, the figure shows the relations between the
models and the reference architecture as a whole.Moreover, the figure depicts the previously
described crosscutting quality of the perspectives over the views that form a grid on the left
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Fig. 2 Architectural Reference Model basic principle

side. Besides, all elements in the dark grey area are use case-specific. In contrast, elements
placed in the light grey area have a broader or general applicability, i.e., those elements
may apply to several use cases. It needs to be mentioned that Fig. 2 does not claim to be
complete; instead, it provides an idea about the interdependencies between the elements of
an ARM. Additionally, these interdependencies require an iterative approach while creating
the different ARM elements, as a change in a view might affect a model or vice versa.

3 Architectures Before IoT

From a historical perspective, ARMs are never built from scratch; instead, they reuse estab-
lished and proven concepts from previous architectures. A perfect example for this is the
Internet. Without the Internet’s established capabilities, the IoT would require an entirely
new network architecture. Similarly, in the industrial context, more unique architectures
such as RAMI [13] (See Sect. 4) align with older architectures such as the Purdue Enterprise
Reference Architecture (PERA) [14]. The following section is a brief introduction to archi-
tectures created before the introduction of IoT to understand the relations between ARMs
presented in Sect. 4. Those architectures are the backbone of almost any IIoT architecture.
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3.1 Internet Protocol Suite and Open Systems Interconnection (OSI)
Model

As indicated beforehand, the Internet is an essential element of modern IoT architectures.
The Internet’s underlying architecture specified in RFC-1122 and RFC-1123 loosely defines
a four-layer model where each layer has a specific task (Fig. 3). RFC-1122 covers the com-
munications protocol layers: link, Internet Protocol (IP), and transport and while RFC-1123
describes the application layer and its protocols. Similarly, the OSI model defines seven
layers for the same purpose. Both architectures represent elements described as views in the
previous section, focusing on technical implementation. The lower levels determine how to
access the physical network, while IP is a fundamental feature of the Internet architecture.
All Internet transport protocols use IP to carry data from the source to the destination host.
The transportation layer, on the other hand, implements end-to-end communication services
for applications. Two main transport protocols are the Transmission Control Protocol (TCP)
and User Datagram Protocol (UDP). The Internet protocol suite does not further divide the
top application layer like the OSI model, although some application layer protocols contain
internal sub-layering. There are several standardised appliation layer protocols, but relevant
for IIoT general use applications are Message Queuing Telemetry Transport (MQTT), Con-
strained Application Layer Protocol (CoAP) and Hypertext Transfer Protocol (HTTP) in
combination with TCP/UDP over IP [15].

Fig. 3 Internet Protocol Suite and the OSI Model
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3.1.1 TCP/UDP over IP
IP plays an essential role on the Internet. In combination with UDP and TCP, IP provides
the foundation for all data transport and connectivity. UDP transport implements a con-
nectionless and best-effort delivery service. If a transmission failure occurs, the affected
messages will not be resent. The best-effort approach in UDP will send messages as quickly
as possible; thus, UDP is suitable for low-latency applications and shorter message sizes.
A side effect of best-effort is that messages might not arrive in the same order as sent.
Connectivity or frameworks on top of UDP need to be able to deal with message fragmen-
tation. Compared to UDP, TCP is connection-oriented and provides reliable and ordered
delivery quality of service. If a transmission failure happens, the affected message will be
retransmitted. Resendingmessages can cause delays for high priority, time-critical messages
and block communication channels. For this reason, the latency in TCP varies, which can
generate jitter. TCP is suitable for applications that use larger message sizes and require a
delivery quality of service.

3.1.2 Application Layer Protocols
HTTP is an application layer protocol designed for the IP suite and represents the foundation
for the World Wide Web.3 Hypertext documents contain hyperlinks to other content on the
Internet using Uniform Resource Locators (URLs) and the Uniform Resource Identifiers
(URIs) schemes. HTTP uses a stateless request-response (client-server) model as a message
pattern. In detail, the client submits an HTTP request message to the server, and the server
either provides resources such as HTML files or performs actions specified by the client.
The interaction ends with a response message from the server. HTTP requires a reliable
transport layer protocol such as TCP.

CoAP is a specialised lightweight web transfer protocol evolved from HTTP and is
defined in IETF RFC 7252. The protocol is advantageous for constrained nodes and low
bandwidth networks. CoAP supports next toUDP, TCP andWebSockets several othermeans
of transport as the standards foremost application domain is machine-to-machine (M2M)
communication. Like HTTP, CoAP is a client-server protocol where the client makes a
request, and the server responds. The methods used by CoAP are the same used by HTTP.
CoAP can interact with HTTP and Representational State Transfer (REST)ful Web services
and is suitable for device-to-device queries.

MQTT is a connectivity transport standard for lightweightM2Mmessaging. The standard
uses a centralised broker and supports a publish-subscribe communications pattern running
on top of TCP/IP. MQTT’s primary utilisation lies in device data collection without stiff
latency requirements. The goal is to collect data from many devices and transport it to IT
systems for further processing, e.g., monitoring applications (many-to-one data collection).
MQTT is suitable for large networks and devices with restricted resources. The reader might

3 The RFC 7230 family describes the HTTP protocol in detail.
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consider looking into Naik, 2017 [15] for a detailed comparison between application layer
protocols.

3.2 The Service-Oriented Architecture (SOA)

Another early architecture related to IoT is SOA. Despite its various definitions, SOA
describes a style of software design to provide services through a communication proto-
col over a network [16]. In SOA, a service is an encapsulated functional unit that remotely
offers its services to other units. The intended independence or loose coupling between
entities would allow the exchange/update of each unit without interfering with the other
components. The idea behind SOA is to provide clean abstraction levels, enabling a modular
systems design and ensuring the interoperability of a heterogeneous set of devices. Further,
the architecture aims to increase the reliability and scalability of the whole system [17].

From a user’s point of view, SOA reduces complexity by facilitating services into standard
sets (i.e. like a catalogue of available services). This allows the user to build complex services
within a system by combining various function units (modular composability). Moreover,
the mapping of services to different protocols and layers is abstracted for the user. SOA is,
thus, an essential part to deal with the heterogeneous nature of IoT, where different entities
(e.g., sensors and actuators with their possibly different protocols), need to interact over the
whole network to execute a common task [18]. Because of its extensive use inWeb services,
the SOA style found its continuation in modern IoT Reference Model Architectures [19,
20].

In practice, there are several possibilities for how to build a service in a SOA style. The
underlying pattern, however, is always more or less the same:

• The service provider exposes its endpoints and describes the available actions at each
endpoint.

• The service consumer issues requests and consumes the responses.
• The service provider generates messages to handle requests.

Web services are a representation of such a pattern.While the service interfaces are described
by the Web Service Description Language (WSDL), the Simple Object Access Protocol
(SOAP) is used for message transfer. Another possibility to implement such patterns is the
architectural paradigm REST. In REST, Web services are stateless, and the most common
protocol for their implementation is HTTP [21]. Modern middlewares, such as Data Dis-
tribution Service (DDS) or OPC Unified Architecture (OPC UA), provide similar patterns.
More about communication technologies relevant for the IIoT will follow in Sect. 4.4.
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3.3 ISA-95: An Early Reference Architecture for Industry

In a historical context, industrial systems follow the PERA, developed byWilliams at Purdue
University [14]. PERA became famous in enterprise integration as it arranges different
functions in a pyramid structure over several layers. PERA paved the way for standards
such as the ISA-95 (IEC 62264:2013) that became an industry standard and proposed an
Equipment and Functional Hierarchy Model.

3.3.1 ISA-95 Equipment HierarchyModel
The Equipment Model of ISA-95 has a hierarchical component structure and exhibits the
relations between the different layers. Each layer has areas of responsibility with a focus on
manufacturing yet similarly applicable to other industrial domains.

As visualised in Fig. 4, the two layers Enterprise and Site, are responsible for high-level,
strategic decisions and the underlying layers’ (physical, geographical and logical grouping).
The same applies to the layer Area that groups different manufacturing cells/units/lines and
zones. Each vertical line represents a specific type of manufacturing (batch, continuous and
discrete), including storage. The lower levels describe available resources, e.g., manufac-
turing equipment or material handling.

To represent object/information models, ISA-95 incorporates the Universal Model-
ing Language (UML). Information integration also extends to Supervisory Control and

Fig. 4 ISA-95 (Role-Based Equipment Hierarchy Model)
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Fig. 5 ISA-95 (Functional Hierarchy Model)

Data Acquisition (SCADA) and industrial communication technologies (e.g., Modbus,
PROFINET, Common Industrial Protocol, EtherCAT).

3.3.2 ISA-95 Functional HierarchyModel
The ISA-95 functional hierarchy model (Fig. 5) consists of five levels and represents the
respective organisational levels in a manufacturing company. The functions span cover
business planning, logistic, manufacturing and shop-floor control.

There is a clear relation between the ISA-95 Functional Hierarchy Model and PERA.
Levels 3 and 4 contain the high-level enterprise functions and the lower levels the operation
and communication functionalities and represent the centralised and monolithic nature of
decision-making in ISA-95.

4 Architectural ReferenceModels for IoT and IIoT

Since the appearance of the IoT idea in 1990, the demand for a reference architecture
model has increased steadily. The main drivers were the industry and politics that saw
IoT as a possibility to gain economic advantage and increase productivity. During the last
decade, several groups formulated architectures to cover the diverse demands of different
domains [4]. The following sections introduce the central initiatives for IIoT, the differences
between them and their relations to previous architectures.
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4.1 Requirements for an IIoT Architecture

In general, IoT aims towards a ubiquitous connected network of things and creates conse-
quently a vast amount of possible implementations spreading over several domains (e.g.,
home and building automation, smart grids, e-health, industry). A commonly acceptedARM
would need to cover an endless amount of cases. Nevertheless, the research on IoT related
questions and industry practices provided applicable requirements that help to specify an
ARM for industrial applications more accurately. Concretely, several conditions for IIoT
appear repeatedly in the context of research and industry use-cases.

• Collecting, aggregating and analysing data. Requirements that are relevant for gaining
insights and knowledge of processes and offering services.

• Scalability and Fragmentation. How to handle dynamically different sizes of systems
and fragmented applications (hardware and software).

• Flexible Device Management. Significant when adding, re-configuring or removing
devices and informing other entities in the network.

• Security and Privacy. Important to ensure user privacy and avoid intruders in IoT appli-
cations.

• Safety. Relevant when humans are part of the system.
• Communication and Connectivity. Requirements related to how entities communicate

(e.g., unicast, multicast and anycast) and the used technologies.

In addition, a potential ARM for IIoT should include views, perspectives, and models pre-
viously mentioned to allow the description of single entities their interactions with other
involved entities (e.g., humans, devices and servers) and describe and map the technologies
to the specific domain use cases.

4.2 Three ARMs for IIoT

The focus of the most notable ARMs developed in recent years was on interoperability,
simplifying development, and implementation. Technological advances and more compre-
hensive ambitions such as Industry 4.0 provided the foundation for three ARMs relevant for
IIoT.

• RAMI 4.0 goes beyond the IoT, adding manufacturing and logistics details [13]. Sup-
ported by the acatech initiative,4 Industry 4.0 started in Germany but is supported by
major companies and organisations relevant in the industry.

4 https://www.acatech.de/projekt/forschungsbeirat-industrie-4-0/

https://www.acatech.de/projekt/forschungsbeirat-industrie-4-0/
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• Industrial Internet Reference Architecture (IIRA) has a strong industry focus (founded by
AT&T, Cisco, General Electric, IBM, and Intel) [22]. Recently the OpenFogArchitecture
was incorporated in IIRA.5

• The Internet of Things-Architecture (IoT-A) provides a detailed architecture and model
from the functional and information perspectives. It includes a detailed analysis of the
IoT’s information technology requirements [1].

The IoT-Aarchitecture is the oldest of the threeARMs. IoT-A includes several sets ofmodels,
guidelines, views, perspectives, and design choices to build fully interoperable domain-
specific IoT systems. The creators of the IoT-AARMuse a tree depicted in Fig. 6 to visualise
how to apply the architecture in designing a system. Simplified, the data/information created
in the tree’s roots are adjusted by the trunk (IoT-A guidelines) to fit the specific requirements
of a leave (domain). It needs to be pointed out that IoT-A only provides suggestions for the
roots and leaves. For example, the choice of communication (e.g., WIFI, IPv6) or device
technologies (e.g., sensors, actuators) suitable for a domain (e.g., logistic, transport) lies in
the hand of the systems architect. In other words, the trunk only provides the IoT-A specific
ARM [1] similar as described above.

Fig. 6 The IoT-A Tree [1]

5 https://www.iiconsortium.org/press-room/01-31-19.htm

https://www.iiconsortium.org/press-room/01-31-19.htm
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In contrast, the IIRA and RAMI 4.0 are reference architectures containing concepts
and methods for establishing concrete systems architectures but not for specific systems.
IIRA aims for broad industry applicability by providing a framework to design IIoT systems
without making specific recommendations for standards or technologies that comprise these
systems. Specific to IIRA are the various perspectives (business and technical) described as
viewpoints for identifying and addressing architectural matters as visualised in Fig. 7 [22].

The three-dimensional cube of the RAMI 4.0, as shown in Fig. 8, combines services and
data in the sense of Industry 4.0. The hierarchy level addresses the ISA-95 levels while
adding products (below level 0) and the connected world (above level 4). The second axis
of the cube refers to life-cycle management covering development, production and mainte-
nance. The Layers are the last dimension and span across the (enriched) ISA-95 levels and
tackle different levels of interoperability (i.e., business, functional, information, communi-
cation, integration, and asset) borrowed from the Smart Grid Reference Architecture Model
(SGAM) [13]. Both IIRA and RAMI 4.0 grew upon existing standards such as the ISA-95
and PERA [14] to establish a connection to the industrial domain and reuse established
practices. Moreover, the architectures intend to bridge the physical and digital world and

Fig. 7 Industrial Internet Reference Architecture (IIRA) [22]
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Fig. 8 Reference Architectural Model Industrie 4.0 (RAMI 4.0) [13]

enable the convergence of IT and OT.6 Establishing IIoT, which focuses on connectivity,
data analytics, optimisation, and intelligent operations, requires merging IT and OT [5].

In the shade of the threemore prominent initiatives, additional standardisation is ongoing.
Table1 gives an overview of other architectures developed in recent years for IoT andM2M.

4.3 Differences between the Three Architectural ReferenceModels

The three ARMs are built on thoroughly prepared research in academia and industry to
support building IIoT systems. Next to the structural differences, there are other important
variations. The previously presented general requirements on an ARM for IoT provide the
structure for the elaboration.

• The first difference is how the architectures deal with data collection, aggregation and
information interpretation to generate valuable business knowledge. In the case of IoT-A,
the architecture does not present suggestions for data semantics, rather generic aspects of
data and information processing. The IIRA alternatively focuses on industrial function-
ality, e.g., business, operations (monitoring, optimisation, prognostics), user interfaces,
application logic and rules, and information for data analytics and management of big

6 More about the IT/OT gap follows in Sect. 5.
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Table 1 Other architectures relevant for IIoT

Category Initiative Description

IoT reference architecture
models

OpenFog Reference
Architecture for Fog
Computing [23]

OpenFog Consortium was
founded by ARM, Cisco, Dell,
Intel, Microsoft and Princeton
University in 2015. It aimed to
create and maintain the
hardware, software and system
elements necessary for fog
computing and was merged
with the Industrial Internet
Consortium (IIC) in 2019.

Standard for an Architectural
Framework for the Internet of
Things (IoT) [24]

The IEEE P2413 project
focuses on the IoT’s
architectural framework,
highlighting protection,
security, privacy, and safety
issues.

Arrowhead Framework [25] This initiative enables
collaborative automation by
open-networked embedded
devices. It represents a major
EU project to deliver best
practices for cooperative
automation.

Further activities European Research Cluster on
the Internet of Things
(IREC) [26]

The IREC is involved in
various IoT-related issues,
including connected objects,
the Web of Things, and the
future of the Internet.

data in focus. RAMI 4.0 is domain-specific, it adds further aspects such as life cycle
and value streams in manufacturing to the IIRA views. It is worth noting that RAMI 4.0
follows a similar matrix philosophy as IoT-Awith additional dimensions in the functional
layer and hierarchy levels.7

• Each architecture includes scalability. In IIRA, scalability is a characteristic of a system,
while in RAMI 4.0, the functional decomposition in the layers provides the means for
a scalable systems design. In IoT-A, scalability is a perspective crossing the different
functional views.

7 For further details, see International Electrotechnical Commission [IEC] standards 62890, 62264,
and 61512.
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• Device Management, Safety and Security. In IIRA, IoT-A and RAMI 4.0, the "things"
such as sensors, actuators, and tags have a crucial role. All initiatives follow a classic
bottom-up approach, mostly known from the automation industry, where data sources
(tangible objects) and information needs are the primary references. The architectures
provide structures and models on how to implement the interaction between devices and
humans. The interactions include patterns forM2M communication standards and safety,
security and privacy. In that sense, all architectures provide the required mechanisms
across all layers, just with diverse perspectives and granularities.

Recapitulating the comparison, it appears that RAMI 4.0 and the IIRA reference model
architecture concentrate on the industrial context and provide more detailed insights. The
older IoT-A is more generally applicable to other domains outside of the manufacturing
field. Another crucial aspect of IoT systems is communication and connectivity dealt with
in the upcoming subsection.

4.4 Connectivity: A Crosscutting Function in IIoT

Ubiquitous communication builds the foundation of IoT and all architectural referencemod-
els. Connectivity crosscuts all functional domains and enables data exchange amongst partic-
ipating components in a system, e.g., sensor data, events, alarms, status changes, commands,
and configuration updates [27]. Moreover, connectivity standards assure interoperability
between IIoT systems and existing networks and devices with legacy connectivity tech-
nologies. The three architectures approach communication and connectivity from different
positions.

4.4.1 Communication in IoT-A, IIRA and RAMI 4.0
IoT-A extensively covers the modelling and structuring of IoT abstractly at the communica-
tion level (e.g., middleware services and cloud data management). IoT-A encompasses all
types of IoT services, business processes and viewpoints from the functional, information
and domain-specific use-cases. However, the server architecture (cloud) and realisation on
devices are subject to specific implementation. IoT-A is not specifying in detail how connec-
tivity should be solved but provides suggestions for suitable technologies. IIRA and RAMI
4.0, in comparison, focus on different aspects of communication.

IIRA centres on practically oriented use-cases and business processes. To provide further
details on establishing communication in IIRA, the IIC published the Industrial Internet
Connectivity Framework (IICF). The IIRA is a stackmodel and defines an open connectivity
reference architecture [22], as depicted in Fig. 9 on the left. IIRA has a strong focus on the
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transport and framework layers and provides a connectivitymodel to allow device-to-device,
device-to application and application-to-application interoperability.8

In RAMI 4.0, the communication layer describes a unified Industry 4.0 transmission
mechanism, component discovery and data format. The information layer takes care of the
transmitted service descriptions and the data model. Figure9 shows the expanded com-
munication layer on the right side. Moreover, the layer comprises both the life-cycle and
the functional hierarchical level axes. The IICF and the RAMI 4.0 communication layer
follow the OSI layers and integrate the same standards. Figure9 visualises the relations
between IICF, the RAMI 4.0 communication layer and the OSI model, further detailed in
the following subsections.

4.4.2 OSI Layers 5–7 in RAMI 4.0 and IICF
RAMI 4.0 and the IICF (IIRA) use an adapted OSI model for describing communication.
The OSI layers 5–7 in Industry 4.0 centre around production and mainly propose OPC
UA [28] for connecting manufacturing equipment and process software. Other areas, such
as cloud-to-cloud and enterprise-to-cloud communication, remain undefined. IICF promotes
other standards such as DDS Web Services and oneM2M besides OPC UA.

OPC Unified Architecture (OPC UA) is an industrial communication architecture for
platform-independent, high performance, secure, reliable, and semantic interoperability
between field devices, controllers, and applications [28]. It covers the shop floor and the
enterprise level. Message transportation and data modelling are the two core components
of OPC UA. Considering transport, OPC UA supports multiple types of transport, such as
a TCP-based binary protocol for efficient communication and data encoding, and mapping
for Web Services, XML, and SOAP over HTTP. The exchange of data in OPC UA primar-
ily follows the client/server model but the publish/subscribe communication pattern is also
supported.

Contrary to its predecessor, Open PlatformCommunications (OPC), which only provided
possibilities to represent basic runtime (process) data, OPC UA supports mechanisms to
enrich data with additional semantics. Following object-oriented principles, information
is modelled in nodes carrying attributes with references linking them while using type
hierarchies and inheritance. These information models and their data reside on OPC UA
servers and can be discovered, queried and manipulated by OPC UA clients. Based on basic
modelling constructs and rules to model data, newmodels can represent devices of a specific
level of the automation pyramid or a dedicated industry domain.

Data Distribution Service (DDS) is an open connectivity framework standard targeted
explicitly at IIoT applications andmaintained by theObjectManagementGroup (OMG).The
main application area of DDS is in control, application, information, operations domains.
DDS connects components, gateways or applications and can be deployed in platforms

8 In the following paragraphs, the differences between IIRA and RAMI 4.0 are given priority as IoT-A
and IIRA do not specify communication technologies.
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ranging from low-footprint devices to the cloud. All components interact with a shared data
space and not directly with each other; hence DDS is a data-centric middleware that enables
flexible real-time system integration [29].

oneM2M has its roots in the telecommunications industry and aims for large scale con-
sumer IoTapplications [30]. Typical usageof oneM2Mincludes registration and subscription
of devices and applications, service charging and accounting, management of applications
and devices, and monitoring. The standard provides a common service layer between appli-
cations and connectivity transport. Within this layer, RESTful APIs allow access to services
within IoT systems across different industry segments. The so-called Common Service Ele-
ments deployment is possible on hosts at the network edge or cloud to improve scalability.
At its core, the oneM2M is a horizontal platform architecture that fits within a three-layer
model comprising applications, middleware services and networks. The included connec-
tivity standard enables secure and efficient communication between applications hosted on
connected machines and devices, enterprise systems and mobile devices. The connectivity
services connect application endpoints and native Quality of Service (QoS) and interwork-
ing mechanisms that adjust the QoS of the underlying network (e.g., mobile, wireless). The
oneM2M service layer supports HTTP, CoAP, MQTT andWebSockets for connectivity and
message transport [30].

4.4.3 OSI Layers 0–4 in RAMI 4.0 and IICF
All ARMs transfer the responsibility for M2M communication to the OSI stack’s lower
layers, considering the aspects of networking, transport, and data links. For instance, the
IICF proposes several options to implement the network layer (e.g., IPv6) or for the network
and transport layers the UDP and CoAP, respectively. Another option is using MQTT in
combination with TCP/IP instead of HTTP. RAMI 4.0 specifies TCP/UDP/IP. In M2M
communication, other efforts are employing efficient, scalable, and secure communication
stacks. An overview of these efforts and a short description is provided in Table2.

Table 2 Other M2M communication efforts

Category Initiative Description

Machine- to-machine (M2M)
standards relevant to the IoT

European Telecommunications
Standards Institute Technical
Committee (ETSI TC) for
M2M

The TC provides IoT
communication standards.

International
Telecommunication Union
Telecommunication
Standardization Sector (ITU-T)

The ITU-T has coordination
activities on aspects of
identification systems for
M2M.
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On the link and physical layers, RAMI 4.0 and the IICF propose technologies (wired
and wireless), e.g., time-sensitive networking (TSN), 5G. However, none deals with legacy
protocols encountered in OT.

5 Combining Information Technology with Operational
Technology

A specific challenge for applying IIoT and Industry 4.0 is closing the IT/OT gap and dealing
with legacy systems [5]. Factories are complex technical environments built upon software
and hardware agents from the domains of IT andOT. Since the 1970s, IT andOT in industrial
automationhave formedahierarchical automationpyramid [14]with several layers, as shown
in the left part of Fig. 10.

The lower levels of the automation pyramid, close to the factory floor, represent OT
devices such as programmable logic controllers (PLCs) with industrial communication sys-
tems, e.g., EtherCAT or Profibus. OT representing complex control loops must fulfil strict
real-time requirements to guarantee a timely processing of sensor values and a safe operation
of actuators, valves, and electrical motors [31]. On a higher level, the control loops are being
monitored employing SCADA systems and other industrial applications [32]. Applications
in the third OT layer do not have to meet strict real-time requirements; instead, their main
focus is high data throughput paired with computational power and internal connectivity.
The two top layers contain Manufacturing Execution System (MES), plant management,
business, and Enterprise-Resource-Planning (ERP). They utilise commercial off-the-shelf
(COTS) IT, such as servers and desktop PCs that interconnect via standard IT communication
systems (Ethernet).

Fig. 10 Automation pyramid transformation towards a flat IIoT architecture. Adjusted from [31]
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The actual gap between IT andOT reveals itselfwhen applying the IIoT idea of seamlessly
interconnected devices to a flat IP based environment as visualised in the right part of
Fig. 10. As the communication systems in OT are optimised for deterministic low latency,
tight synchronisation, and low jitter [31], they are difficult to bridge into a standard IT
network commonly deployed as Ethernet infrastructures. Similarly, the IT communication
networks and systems cannot copewith the deterministicOT requirements. Thosedifferences
result in device isolation on the factory floor from the computational resources and the
connectivity available in the IT levels of a factory. They, therefore, hinder seamless vertical
communication between all devices. Other challenges to close the gap are related to specific
OT functionalities, safety and security and the use of legacy communication systems and
interfaces [5].

5.1 Legacy Systems and Industrial Communication Technologies

Current OT communication technologies (i.e., industrial communication systems) are well
developed and extensively deployed in many industries. Most originated as vendor-specific
and special-purpose hardware and protocols covering parts of the connectivity transport
and framework functions [27]. Well-known Ethernet-based technologies are Modbus/TCP
without any specific real-time capabilities or PROFINETRTwith a virtualised LANmecha-
nism to prioritise real-time communication. For instance, EtherCAT and PROFINET IRT are
fully-fledged real-time protocols with their medium access control mechanism and exten-
sions for hard real-time communication. Other functionalities include device management
(status, update, configuration) and operational processing that maintains the system’s oper-
ational integrity. Interoperability between different industrial communication variants is, in
general, poor and requires additional gateway solutions. The same applies to syntactic or
higher levels of interoperability.

Another challenge in this context is data accessibility between different devices. Trans-
ferred data needs to be available across all types of platforms, which requires standardised
data modelling methods and a high level of network-independence to enable interoperabil-
ity. IIRA and RAMI 4.0 propose middleware technologies such as OPC UA and DDS that
allow defining domain-specific information models or data-centric approaches for solving
this issue [28, 29].

5.2 Fog Computing

IIRA and RAMI 4.0 aim to overcome the strict separation of IT and OT, but they lack
clear technological guidance. A favoured solution in this context are generic Fog or Edge
Computing architectures [33], that place computes nodes between end devices and the cloud
to bridge the gap between IT and OT. Fog computing assumes resourceful nodes close to
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the “things”, such as sensors actuators on the shop floor and acting as aggregation points.
Depending on their computational resources, the fog nodes can offer real-time processing
of shop floor data close to where it is generated. The architecture aims for an interconnected
hierarchy of nodes where higher nodes have larger pools of resources at the cost of increased
latency [34]. The last step in the architecture constitutes the cloud offering a large pool of
resources at low cost without any latency guarantees. Several initiatives, such as FORA,9

develop Fog Computing Platforms (FCP) to accommodate the fog computing vision [35].

6 Applying ARM:An Industrial use Case

The following section exemplifies how the introduced ARMs could be applied in a real-
world industrial use case. It is neither the intention to present a step by step guide, nor are
the technical details of much importance. A legacy system needs to be consolidated on a
fog computing platform and updated with other features such as firewalls, novel industrial
applications, and resource management in the use-case. In other words, the system update
closes the IT/OT gap. The use-case originates from a more extensive study published in [36]
and is simplified for this section. For further technical details, the interested reader is referred
to this paper.

6.1 Legacy System

The legacy system to be updated builds upon an industrial communication infrastructure
(SCADA system [37]) as depicted in Fig. 11. In essence, the SCADA system encompasses
several industrial PCs and PLCs that control the production processes and allow configura-
tion and monitoring tasks of the connected machinery. OPC is responsible for data transfer
to relevant clients and servers on the IT level. One specific server stores collected data from
the shop floor in a database for further data analysis. The gateway shown in the figure allows
remote access to the network for maintenance activities and data transfer. The IT network
uses standard Ethernet, while EtherCAT ensures real-time communication and timely exe-
cution of control loops on the OT level. In short, the system is a perfect example of a system
that follows the automation pyramid architecture.

6.2 Objectives and Suitable Reference Architecture

As indicated beforehand, the objective of the use case is to consolidate current functionality
and add additional features such as firewalls, novel industrial applications, and resource
management. Implementing the objective using the simplified ARM (Fig. 2) makes appar-

9 FORA—Fog Computing for Robotics and Industrial Automation: http://www.fora-etn.eu/.

http://www.fora-etn.eu/
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Fig. 11 The legacy system built upon a SCADA system

ent that the use case includes the lower views such as context (industrial), physical and
operational (components and their behaviour). Information related to the other two views,
functional and information, are not specified in the aim. However, it can be assumed that data
flows between the components and that they represent the functional blocks of the system.
Similarly not defined are the perspectives. However, an industrial system might need the be
secure and have a specific performance. The systems architect gains a better overview by
systematically filling the given information and requirements into the views and perspec-
tives. Adding the domain, functional and connectivity models extends the understanding of
the interdependencies between the elements of the system.

After the more general analysis of the systems requirements, the systems architect can
choose the most suitable ARM. For this use case, IIRA and RAMI 4.0 are reasonable
choices as both are meant to be used in an industrial setting. Both architectures provide
connectivity models, in IIRA represented by the IICF. However, as the use case requires a
fog computing platform and focuses on communication and consolidation of functionality,
it makes sense to use a fog computing architecture as depicted in Fig. 12 on the left. The IICF
is a suitable addition to a fog computing architecture, as it proposes possible communication
technologies as introduced in Sect. 4.4.1. A real-use case would undoubtedly require a more
in-depth analysis of all requirements to choose the right ARM.

6.3 Technical Implementation

After choosing an ARM, there are subsequent choices, for example, which technologies
are suitable for the use case requirements. This use-case aimed to use a fog computing
platform, which encompasses fog nodes (FNs) and a cloud. FNs are nodes with computing
resources [35]. A specific feature of an FN is its capability to host virtual machines (VMs)
with real-time capabilities and connect to TSN or other OT related communication proto-
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Fig. 12 Fog computing platform network topology

cols. Those capabilities enable FNs to consolidate the functionalities of the legacy system
components and run additional functionalities such as firewalls, novel industrial applica-
tions, and resource management. As shown in Fig. 12, the cloud and two FNs replace the
industrial PCs and dedicated servers. The choice of communication technologies was done
based on the IICF and resulted in OPC UA substituting the functionality of OPC and TSN,
succeeding the EtherCat network. The TSN enabled switches connect the PLCs.

As iindicated above, the FNs and the cloud host the new and old functionalities. Figure13
presents an overview of the FN configuration and cloud components required to handle the
previous and new functionalities of the system. Below is a summary of the single elements
depicted in Fig. 13 based on [36].

• On the cloud level, the graphical user interfaces (GUIs) allow remote maintenance activ-
ities. In addition, the DDSmiddleware allows transferring and receiving data to and from
remote locations for further data processing (e.g., archiving, trending, data analysis).

• The primary FN hosts one real-timeVM running anOPCUAPub/Sub entity that receives
real-time data from the field devices (PLC) over the TSN network. The Pub/Sub entity
transmits the data to a Time Series Data Base (TSDB) on a separate VM containing a
cloud connector to forward data to the cloud for further processing.
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Fig. 13 Fog Node configuration and cloud components

• In another VM, the FN hosts a MES system and an OPC UA client for orchestrating the
PLCs. The additional OPC UA/DDS gateway links the local OPC UA middleware with
DDS in the cloud.

• Other components, as the securedmanagementVM, protect the system fromunauthorised
access. The embedded firewall VM defends the running applications.

• The fog computing platform further enables automatic application deployment and
dynamic migration of applications between the redundant FNs in case of over utili-
sation of one FN. A user can choose an application in the application marketplace, and
the resource management module deploys the application to one of the FNs with enough
resources.

6.4 Summary

While the use-case is simplified, the idea of using an ARM becomes apparent. After the
initial analysis of the requirements and splitting them into views, perspectives and models,
a system architect gets a clear overview of the interdependencies of the elements of the
system. This understanding allows choosing a suitable ARM for the use case. The chosen
ARM then supports the system architect building the system and making decisions such
as technologies or network topologies. Specific to this use-case, choosing a fog computing
architecture combined with the IICF allowed a relatively straightforward legacy system
update.
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7 Conclusion

The IoT idea is rich in approaches, concepts, and structures and carries the promise of
enormous improvements when applied in different domains. Various initiatives have already
delivered ARMs and tools to implement IoT in the industry. The presented architectures
incorporate older Internet models and architectures from the automation industry and aim
for closing the IT/OT gap.

By applying ARMs, the system architects can choose the aspects relevant to their system
and ensure that needs of all stakeholders are covered. Architectures such as IoT-A, IIRA
and RAMI 4.0 aim for the same target yet have a slightly different focus due to their origin
or application domain. The chapter gives a basic understanding of those differences and
their historical background that help decide which model is more appropriate for a specific
system.

The presented simplified use-case exemplified the application of ARMs on a legacy
system to close the IT/OT gap and add further functionalities.
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Edge Computing:Use Cases and Research
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Abstract

The continuum increase of connected devices and the rise of new emergent applica-
tions with fast response times, higher privacy, and security, push the horizon to a new
industrial revolution. As a result, the impact of optimizing production and product trans-
actions manifests a fierce necessity of developing new concepts like the Industry 4.0. The
combination of traditional manufacturing and industrial practices with the increasingly
large-scale machine-to-machine and the Internet of Things deployments, helps manufac-
turers and consumers to better communication and monitoring, along with new levels
of analysis, providing a truly productive future. Edge computing represents an integral
part of Industry 4.0, having the purpose of enabling computational resources closer to
the edge of the network. In this chapter, we describe in detail this paradigm by looking
at its advantages and disadvantages as well as some representative use cases. Finally, we
present and discuss the research challenges found in edge computing, mostly focusing
on resource management.
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1 Introduction

The Internet of Things (IoT) devices have seen tremendous technological improvements in
their capabilities over the last couple of years. A trend that contributes to the appearance of
new use cases such as smart city, smart manufacturing, and smart home, with the power of
transforming our daily lives and work environment. However, with the increasing adoption
of connected devices, the amount of generated data grows making the current cloud-centric
solutions face challenges in meeting the stringent requirements of IoT applications; appli-
cations that require low latency as well as better privacy and security.

As a solution to these challenges, researchers proposed a new paradigm, i.e., edge com-
puting, to extend the cloud capabilities closer to the edge of the network. Edge computing
enables more computational resources (i.e., processing power, memory, and storage) in the
proximity of IoT devices, allowing to process data closer to its origin [27]. Benefits that
can transform and optimize the workflow of many different industries like Automotive,
Healthcare, and Manufacturing.

For example, by employing edge computing to improvemanufacturing efficiencies, smart
manufacturing aims to merge the digital (IT) and analog (OT) worlds (building connectiv-
ity and orchestration to enable flexibility in physical processes to address a dynamic and
global market). Additionally, it seeks to respond in a short time to meet changing demands
and conditions in the factory, in the supply network, and to fully integrate manufacturing
systems—a key focus of the Industrial 4.0. Clearly, a test of such responsiveness is the
capability of customized mass production. Moreover, the manufacturing sector is being fun-
damentally reshaped by the unstoppable progress of the 4th Industrial Revolution, powered
by the IoT and edge computing. Therefore, Industry 4.0 can be seen as the initiators of the
smart manufacturing era.

Industry 4.0, like so many new technologies, is not a hot topic as many belief; it is more
a rebirth of an older concept that is utilizing newly developed technology. Industry 4.0 is
essentially a revision to smartmanufacturing thatmakes use of the latest technological inven-
tions and innovations [13]. Industry 4.0 was coined by the German government initiative
and it aims to safeguard a sustainable competitive advantage for the manufacturing base,
focusing on connecting the IT and OT using edge devices. The technology identifies itself
as the industry that characterizes this century.

In this chapter, we focus on describing edge computing by examining its advantages and
disadvantages. Additionally, to further understand the benefits and the challenges of this
paradigm, we present an example use case scenario in which edge computing is adopted
to build a smart factory. Finally, we examine the research challenges associated with the
adoption of edge computing from the point of view of resource management, network
communication, and security and privacy issues.
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The remainder of the chapter is structured as follows: Sect. 2 defines the edge computing
paradigm by describing its architectural features. Next, Sect. 3 describes a smart factory
illustrative use case for edge computing, while in Sect. 4 we discuss the challenges that must
be overcome to fully integrate edge computing in our society. Finally, Sect. 5 presents our
final remarks on edge computing and its challenges.

2 Edge Computing

Edge computing facilitates the operation of computing, storage, and networking services
closer to the edge of the network [15] creating a bridge, by adding an additional layer of
nodes, between IoT devices (i.e., sensors and actuators) and cloud [26]. The edge layer
consists of distributed edge devices with different capabilities, e.g., cloudlets [25], portable
edge computers [23], and edge-cloud [11], enabling the deployment of applications in remote
locations. An edge device is characterized by (i) heterogeneity, (ii) mobility, and (iii) lim-
ited computational resources. Figure 1 presents an overview of an extended cloud-centric
architecture, with the addition of edge computing.

Multiple definitions of edge computing are found in the research literature, however, in
our opinion, the most relevant is presented in [27]. The authors define edge computing as
an enabler for technologies to process data near end-users, i.e., on downstream data for
cloud services and upstream data for IoT services. Considering the growing adoption of
IoT devices and the stringent requirements of emerging IoT applications, it is clear that
processing data closer to the end-users is important. Due to its nature, edge computing has
many characteristics [20] described below:

Cloud

Edge device Edge device Edge device

Cloud Layer

Edge Layer

IoT devices

Fig. 1 Edge computing: a bridge between Cloud and IoT devices
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1. Proximity Since computational resources are available in the proximity of end-users,
both cloud and IoT devices can benefit from allocating applications to the edge nodes.

2. Low latency The placement of computational resources near the end-user enables
deployed applications to provide responses in a short amount of time. A characteris-
tic that aids the cloud in meeting the stringent requirements of latency-sensitive IoT
applications.

3. Increase availability Maintaining the deployed application operational, even in the
absence of a stable connection to the cloud, represents another important characteristic
of edge computing. Since there is an extra layer, where deployed application may reside,
the applications can work properly independent of the connections to other upper layers
(i.e., cloud or any layer which contains more powerful devices).

4. Device mobility Edge computing supports device mobility, meaning that enables new
IoT devices to connect and use the nearby edge nodes. However, when the IoT devices
leave that location, the IoT device interrupts the connection with the old edge device
and a new connection forms with the new closest edge node. A behavior that introduces
uncertainty into the network; uncertainty that must be considered when deploying and
maintaining an application at the edge.

5. Device heterogeneity Edge computing consists of distributed edge nodes, communica-
tion technologies ensuring the connection between these devices, and different infras-
tructures. Heterogeneity comes from each edge element, e.g., there may be a variety of
differences between edge devices like software, hardware, and technology. Combining
all these differences results in the appearance of an interoperability problem. As a result,
device heterogeneity represents a challenge and must be considered when deploying an
application.

6. Context-Awareness Since devices may enter and leave the network at any time with-
out offering any information, context data enables the application coordinator to recover
from a bad state, introduced by devicemobility, by understanding the environment where
the application is deployed. Context data consists of knowledge of device location, envi-
ronmental characteristics (e.g., temperature sensor, video, and images, etc.), and network
information.

Edge computing capabilities shine when converging with IoT and cloud creating novel tech-
niques for IoT systems. Edge computing allows customers to develop and deploy new IoT
applications on edge devices, taking advantage of lower latency and increased privacy and
security, processing data at the edge without the need of transferring it to a remote location
like a cloud. As a result, we consider edge computing as an extension of cloud, helping cloud
tomeet the stringent requirements of IoT applications, e.g., smart connected vehicles or aug-
mented reality which requires low latency and fast response times, sensors networks that
requires location awareness, and smart grids which require large-scale distributed systems.

Many devices can fill the role of an edge device, ranging from resource-constrained
devices like smartphones or single-board computers to server-class data centers. Due to
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this diversity, in the research literature similar paradigms were proposed such as mobile
edge computing (MEC) [5] and fog computing [6], that have the same objective—to move
computational resources closer to the edge of the network [10]. MEC considers that an edge
device is a micro data server placed at a telecommunication relay station and aid resource-
constrained devices (i.e., a smartphone) to compute high computational microservices. In
contrast, fog computing consists of distributed highly virtualized fog nodes, i.e., cloudlets,
that shares the same characteristics as the cloud.Weobserve that in both cases, the underlying
principle is the same, i.e., to extend the cloud and allow the deployment of IoT applications
closer to the end-user.

In conclusion, edge computing fills the technological gap found in cloud-centric IoT
systems by collaborating with the cloud to create a more scalable and reliable system where
IoT applications may be deployed. From this collaboration, new possibilities to deploy the
application appears, letting the developer choose if an application should be placed in the
cloud or on the edge layer, depending on the application’s requirements. An action that can
be done manually by the developer or automatic using resource management techniques.

As we can observe, edge computing transformed the current cloud-centric architecture,
bringing many advantages to ensure the correct deployment of emergent applications. How-
ever, adopting this paradigm in any industry is not a trivial task. Edge computing bringsmany
challenges that makes the development, deployment, and management of IoT applications
more difficult—we transition from a target architecture where an application is deployed in
a central location, i.e., in the cloud, to a distributed system where a single edge device may
not be capable to host an entire application.

To take advantage of the distributed available resources found in an edge computing
architecture, we must change the application model and develop novel resource manage-
ment techniques. For the former, the application model must change from a monolithic to
a microservice-based architecture—the developer must divide the application’s function-
ality into multiple microservices [2]. Developing the new application model represents a
challenge in itself since the developer must correctly define different requirements for each
microservice as well as creating the application’s communication flow. For the latter, the
current resource management techniques used to deploy an application to the cloud cannot
ensure the correct deployment in an edge computing architecture. Deploying an application
in an edge computing architecture is not a trivial task since edge devices are heterogeneous,
mobile, spatially distributed, and prone to failure. As a result, we require novel resource
management techniques to find a deployment strategy for our application and manage the
deployed application at the edge of the network. The management of deployed applications,
at runtime, is a difficult challenge by itself—we require techniques to recover an application
from a faulty state when the target edge architecture has changed (i.e., edge nodes have
failed or left the network).
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3 Use Cases

Edge computing, in collaboration with cloud computing, can transform the current function-
alities of industries by enabling the deployment of emergent IoT applications. For example,
the current city infrastructure evolves into a smart city infrastructure by adopting the edge
computing architecture providing advantages to people as well as companies; it can create
new work environment boosting productivity with smart buildings, can improve the living
conditions of a family by creating a smart home environment, and can create smart fac-
tories by bringing together the IT and OT resulting in production optimizations and cost
reductions. In this section, we focus on the smart factory scenario where edge computing
is adopted, presenting and discussing the inherent advantages of edge computing and the
research challenges that appear in this context.

3.1 Smart Manufacturing Scenario

Typically, an industrial factory is isolated from the Internet, keeping the IT and OT separated
from each other by using private industrial networks. However, this approach was designed
for static networks with a limited number of nodes—a scenario that is not true anymore for
the modern industrial factories. These factories have seen an increase in the number of par-
ticipating nodes and require support for dynamic changes and online reconfigurations [16].
Industry 4.0 and the adoption of edge computing aims at connecting the cloud computing
to the manufacturing systems using the Internet; an approach that brings many advantages
for industrial factories like, better connectivity, interoperability, and scalability [14].

To better understand the impact of edge computing in a smart factory environment we
discuss the following IoT-basedmanufacturing scenario presented in [8]. The proposed edge
computing architecture consists of three different layers, an edge layer, the IoT devices, and
the cloud layer. However, in such an architecture the engineer must consider the impact of
individual domains when developing it; four different domains are identified, i.e., the device
domain, the network domain, the data domain, and the application domain (see Fig. 2).

We present each individual domain below:

1. The device domainA domain located either on the IoT devices layer or in the proximity
of such devices like sensors, actuators, and robots. Themain purpose of the device domain
is to provide flexible communication, by using different standardized communication
protocols; it enables the capabilities of edge nodes to collect and process data received
from IoT devices, based on which it can optimize the control of the industrial machinery.

2. The network domain A domain that creates a bridge between the IoT devices and edge
nodes. Moreover, it enables a separation between network transmission and the control
of industrial machinery with the help of software-defined networking (SDN). Finally,
since we are in a environment where applications require low latency, in the deployment
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Cloud
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Fig. 2 Smart manufacturing edge computing architecture

of an IoT application we need to control not only the execution of a microservice on
a host node but also the transmission of messages between dependent microservices; a
solution for the scheduling of messages in the network is offered by the time-sensitive
network (TSN).

3. ThedatadomainThe edge layer iswhere the data domain resides. In this layer,microser-
vices can be deployed to perform different actions, e.g., take decisions based on the
received sensor data or pre-process sensor data for storing in the cloud.

4. The application domain This domain offers the possibility to migrate applications
from the cloud on the edge devices. A practice that improves the overall manufacturing
capabilities of our smart factory and reduces the operational costs.

Considering the edge computing architecture presented in Fig. 2, we continue by presenting
two real-world industrial use-cases [9], i.e., (i) accessing and using machine data at runtime
and (ii) deploying machine software updates.

The first use case aims at accessing and using the machine data at runtime, gathered from
sensors installed on the shop floor. These sensors generate several megabytes of data that
provide valuable information regarding the state of the process and each machine – infor-
mation that can be further used for applications, like predictive maintenance and throughput
optimization. However, the current isolated industrial infrastructure lacks the resources to
handle this vast amount of generated data—a problem that is solved by adopting edge com-
puting. In this case, edge computing allows the implementation of additional functionalities,
enabling data analysis techniques to be performed on-site and transferring vast amounts of
data to the cloud for further processing.
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The second use case aims at deploying software updates to machines found on the shop
floor with a small or no downtime required. To deploy any updates to a industrial factory,
many months of prior preparation are required to minimize as much as possible the required
downtime. Typically, to install these updates on the physical programmable logic controllers
(PLCs), an operator has to do this manually [9]. However, because the production process
must stop during this procedure, the operator must perform the updates in a timelymanner—
an approach that is prone to introduce more errors, resulting in further disruptions. These
challenges can be mitigated by using an edge device to host a virtual PLC—PLCs that can
be updated automatically from the cloud.

One could say that the aforementioned use cases tackle only the first two challenges
discussed briefly in Sect. 2, i.e., developing and deploying of applications. Indeed, in the
second use case, we present only the deployment of application updates—applications that
are already operational on the edge architecture. However, in reality, in the second use
case, the management of the deployed applications is a fundamental part of the use case. As
previously mentioned, deploying an application on the target edge computing architecture is
not enough—wemust ensure the correct functionality of the deployed application throughout
its entire life cycle. Therefore, the management of applications is an integral part of any use
case that targets application deployment.

In conclusion, adopting edge computing in a manufacturing scenario can bring many
advantages and help converge the IT and OT domains to achieve better control and opti-
mization of the manufacturing environment. Furthermore, we can add to a industrial factory
many more industrial IoT applications that will improve the overall workflow of a factory.
However, many challenges must be solved before edge computing can be adopted safely.

Considering the smart factory scenario, we have identified three research challenges, i.e.,
security, network communication, and resource management. First, we need to ensure that
each edge device is secure enough to withstand any security attack initiated from different
sources, e.g., external agents, third-party service providers, and malicious operators [9].
Besides security, ensuring that edge devices can communicate properly represents the sec-
ond challenge that we must address. Finally, the last and most important challenge is to
migrate the applications from cloud-centric architecture to edge computing architecture. As
mentioned in Sect. 2, providing resource management in an edge computing architecture is
not a trivial task since available resources are distributed among edge devices. We discuss
in detail the three challenges in the next section, where we present an introduction to each
as well as their research challenges.

4 Research Challenges

One of the main challenges is the integration of OT with IT for the existing factories in the
world—a slow and difficult process that may represent a challenge for the next decades.
In Sect. 3, we highlight that most of the existing factories use industrial networks that
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are isolated from the outside world. When transforming a typical industrial factory into
a smart factory we must integrate the existing legacy systems into the edge computing
architecture—a legacy system is part of the OT and represents the backbone of the factory,
e.g., supervisory control and data acquisition (SCADA) is used to build the industrial network
that connects multiple industrial PCs and PLCs [7]. More details on how to achieve the IT
and OT convergence is presented in [22], while more specific use cases that target predictive
maintenance and security are presented in details in [1, 28] respectively. In the use-cases
presented in Sect. 3, we can observe that the integration already took place by consolidating
the functionality of PLCs, industrial PCs, and gateways into an edge node. However, many
challenges must be addressed before adopting edge computing.

In this section, we provide an overview of the three most important challenges that must
be solved when adopting the edge computing paradigm, identified in the previous section,
i.e., (i) resource management, (ii) security and privacy, and (iii) network management. In
a typical Industry 4.0 edge computing architecture, there is a forth challenge, i.e., data
management, thatwill not be discussed in this chapter but plays an equal role in the successful
transformation of industrial factories.

4.1 Resource Management

With the introduction of the edge computing paradigm, the demand for novel resource
management techniques, to deploy and maintain an application on the IoT network, has
increased. Resource management stays at the core of this paradigm as a prime technique
to efficiently utilize the available computational resources distributed near the end user.
Therefore, resource management plays an important role in the successful adoption of edge
computing.

Resource management does not refer only to the deployment of an application but repre-
sents an optimal combination of different groups to deploy andmanage the application at the
edge such that it satisfies all application’s requirements [30]. There are four different groups,
i.e., resource discovery, resource allocation, resource migration, and resource sharing; each
with its own goal.

Resource Discovery Techniques for discovering resources in a distributed network are
well covered in the research literature. However, these techniques cannot be leveraged at the
edge of the network, due to device heterogeneity, modern workloads (e.g., machine learn-
ing applications), and rapidity to discover the available resources [32]. Resource discovery
aims at keeping the pool of available resources updated, by discovering resources already
deployed at the edge. Hence, seamless discovery and removal of nodes without introducing
extra latency and communication overhead is desired. An example of a resource discovery
technique deployed in a smart city scenario is presented in [21]. In this paper, the authors
propose an edge-to-edge metadata replication framework that uses the kademlia as a com-
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munication protocol and elastic search to enable nodes to store and search data in a fast
manner. To conclude, the resource discovery plays a more critical role in a smart city sce-
nario, where we target volatile edge computing architectures defined by high uncertainty.
In contrast, in a smart factory, there is less uncertainty and typically the participating nodes
are know – rendering the need for a resource discovery technique less important.

Resource Sharing By employing resource sharing techniques, we ensure that edge nodes
are willing to share resources and collaborate to achieve a common goal. A very important
aspect that stays at the core of resource management; without collaboration between nodes,
the nodes cannot host applications at the edge of the network. Resource sharing is using
incentive techniques to ensure collaboration between nodes. As a consequence, an edge node
is motivated to share as many available resources as possible, since sharing more resources
will give in return more incentives. Similar to resource discovery, resource sharing is less
important in the context of Industry 4.0, where edge nodes are sharing resources willingly
without the need of an incentive—all edge nodes belong to the owner.

Resource Allocation After we knows the available resources shared between edge nodes
and the microservices’ resource requirements as well as the application’s objectives, the
deployment of the application can start. Resource allocation refers to the process of mapping
microservices to edge nodes such that the resource requirements of eachmicroservice and the
overall application’s quality of service (QoS) are satisfied. Therefore, we employ resource
allocation techniques to find a deployment strategy to efficiently use the available resources
found in the target edge computing architecture. From the definition of edge computing
(Sect. 2), we identify two possibilities to use resource allocation, i.e.,microservice offloading
and microservice allocation. For the former, the aim is to help the user devices (e.g., a
smartphone) to execute applications by offloading high computational microservices to
nearby edge nodes; a technique that helps these resource-constrained devices to optimize
the utilization of resources. The later has the purpose of extending cloud capabilities in
satisfying the application’s requirements by allocating a part of the microservices on edge
devices where the collected data can be processed.

Resource allocations techniques play an important role in Industry 4.0 since edge comput-
ing brings together both IT and OT by acting as a bridge between the two. The consolidation
of legacy systems into edge nodes makes the deployment of latency-sensitive applications
more challenging. In this setting, on a single edge node, both control applications and
latency-sensitive application must co-exist. In our case, a latency-sensitive application rep-
resents a non-critical application—such an application may miss a deadline without having
high repercussions. Therefore, during the deployment stage, we need to make sure that any
new application added to an edge node does not has an impact on the already deployed
control applications. To achieve this, we must combine resource allocation techniques to
devise a microservice allocation to edge nodes and a scheduling techniques to schedule
both control and latency sensitive applications on the local edge node such that the control
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applications correct functionality is preserved. For example, we can use the decentralized
resource allocation technique, presented in [3], to find a satisfiable deployment strategy
for a latency-sensitive application. This technique allows each edge node to decide what
microservices to host, by using a set of different decision strategies, considering the current
available resources and hosted application. Therefore, we can use the scheduling technique
presented in [4]—a scheduling technique that ensures the correct functionality of control
applicationwhen new latency-sensitive application are added to the host node—as a decision
strategy to determine if a certain microservice can be mapped on a node.

Resource Migration Considering the dynamic nature of edge computing architectures,
the deployment of an application does not ensure the correct functionality over the entire
application’s lifespan; the network topology used at deployment time is not static, i.e., it is
more likely to changemultiple times before the application finishes its execution. As a result,
we need to develop resource migration mechanisms to recover the application from a bad
state—a state where the application’s requirements are not satisfied. However, performing
a migration of microservices between edge nodes requires more communication overhead.
For example, migrating a 35MB microservice to another node takes 35s, assuming a 1MB
communication link. We can mitigate the communication overhead by devising a migration
technique based on microservice replication—we simply change the communication link to
another available replica of that particular microservice, instead of moving a microservice
from a failed node to another. In contrast to the first approach, using replication lowers the
communication overhead but requiredmore available resources in the target edge computing
architecture—each microservice replica will consume a part of the total available resource
even when the replicas are not used. As a result, the developer of an edge system must
consider the advantages and disadvantages of the two approaches and choose the one that
fits best with the system’s needs.

In conclusion, creating a resource management technique, to ensure the optimal utiliza-
tion of the available computational resources shared between multiple resource-constrained
devices, represents the first step in the adoption of edge computing.Moreover, it is important
to mention that in the context of smart manufacturing and Industry 4.0, some of the groups
are not so critical or not important at all. For example, resource sharing and resource discov-
ery are easier to adopt since in a manufacturing context there is a controlled environment,
where all nodes belong to the same administrative entity. As a result, there is no need for
incentives mechanism or techniques for resource discovery, because the network does not
have so many uncertainties compared to a smart city scenario.

4.2 NetworkManagement

Edge computing consists of interconnected devices distributed at the edge of the network.
Thus, network management has an important role to fill in the overall network architecture,
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ensuring that edge devices can communicate to transfer process data from a microservice
to another dependent microservice found on a different node. By communicating, nodes
can collaborate and share resources to host different deployed applications. Besides the
communication path, the network management must provide extra functionality i.e., (i)
assists the resource management technique in finding satisfiable deployment strategies, (ii)
ensures seamless connectivity for new devices, and (iii) provide a deterministic network for
control applications.

AssistingResourceManagement When deploying latency-sensitive IoT applications, one
of the objectives is to satisfy the end-to-end delay (e2e delay) of the application’s communi-
cation flow. The e2e delay is the result of the combination of the worst-case execution time
(WCET) of a microservice on a node and the communication latency between two depen-
dent microservices and their host nodes. This is particularly important when we deploy
applications on an edge computing architecture, since different microservices may reside on
different nodes—a mapping that has a high impact on the overall e2e delay of the deployed
applications. Therefore, we must introduce two new mechanisms to (i) monitor the latency
in the network, at runtime, without introducing extra communication overhead and (ii) find
the WCET of microservices. It is important to mention that both latency and WCET are
dependent on the microservices’ location on the target edge architecture.

Seamless Network Connectivity Considering the uncertainty found in an edge architec-
ture, providing a seamless connectivity mechanism is imperative in a network where both
stationary and mobile devices exist. These mechanisms should ensure that new devices can
join the network automatically as well as leave it; a job that must be performed by the device
requiring from the user a limited technical background. A characteristic that increases the
adoption of new edge devices, extending the capabilities of a network in a smart city scenario.
An example of a self-organizing approach to seamlessly add new nodes to the system [19].
In this setting, the edge nodes are capable to self-organize either in a hierarchical or a peer-
to-peer manner such that the objectives of the system are satisfied, e.g., fault tolerance or
proximity awareness. In the context of Industry 4.0, this challenge may not be an issue for
the current industrial factories where there is a more or less static environment. However,
in the future, this will play an important role, since in a smart manufacturing floor a robot
may leave one network and join another to start performing different activities.

Deterministic Network For most IoT applications deployed in a smart city scenario, sat-
isfying a QoS in terms of availability is enough for ensuring great service. Usually, in these
cases, the time when a message arrives is not important. However, for control applications
that have hard deadlines to meet, knowing the time of arrival for all messages sent between
microservices is critical. These types of applications can be found in smart factories, where
the objective is to control robots and other factory equipment. As a result, a new commu-
nication technology that creates a deterministic network is proposed called a time-sensitive
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network (TSN) [17]. In TSN there are three types of messages, i.e., time-triggered (TT),
audio-video bridging (AVB), and best effort (BE), where the biggest priority is assigned
to the TT messages used by control applications. It is interesting, that in a deterministic
network it is possible to schedule the messages as well, offering the possibility to ensure a
communication flow for the application where the delays are known.

Many other new emerging technologies have been proposed in the research literature,
such as software-defined networks, network function virtualization, and network slicing to
implement the network, increasing the scalability while reducing the cost [29].

4.3 Security and Privacy

Edge computing enables the digitalization of our environment and everyday lives. However,
with an increase in digitalization, we expose our private life to malicious users, as such engi-
neers must develop and enforce new privacy and security techniques on the edge network.
Not only that each device has its privacy and security challenges, but these devices also
inherit them from the cloud. For example, a burglar can monitor the activity of a home by
accessing the edge devices placed in that home, from which it can learn the behavior of the
family and when the house is empty, giving the possibility to plan a heist accordingly. As a
consequence, upon the adoption of edge devices, enforcing privacy and security is a crucial
task.

To identify the privacy and security issues that an edge architecture faces, an engineer can
apply the confidentiality, integrity, and availability (CIA) triad model [12], which represents
the most three important rules that each architecture must abide. In this model, the privacy is
evaluated using the confidentiality and integrity components, while for the security the engi-
neer can use the availability component. Furthermore, according to to [34], four challenges
must be overcome when placing devices in the proximity of end-users, i.e., authentication,
access control, intrusion attack, and privacy.

Security If resource management is one of the main challenges when adopting the edge
computing paradigm from the perspective of hosting applications in the edge ecosystem,
security represents the greatest challenge when creating the edge computing ecosystem.
There are multiple reasons for this identified in [24]. First, the ecosystem inherits all security
issues each component has, hence, it is not enough to protect each component of the system
but to create a security mechanism that protects the ecosystem and takes into account the
collaboration between all components. This task is not trivial since the mechanism must
coordinate with the local security techniques deployed on the other components.

Second, edge devices are resource-constrained devicesmeaning that applying the security
mechanisms deployed in the cloud is not feasible. New techniques must be developed that
are not centralized and are autonomous because there are possible scenarios where there is
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no central control system and at the same time the technique must have a small impact on
the edge ecosystem.

Finally, the impact of a successful security attack on an edge architecture has big reper-
cussions for the industries where edge computing is applied since all information about the
user will be vulnerable to malicious users. An edge ecosystem represents a big challenge
for security since it has multiple layers of technologies that must be protected, resulting in
a larger attack surface. In conclusion, if security mechanisms are not developed to protect
the architecture, the benefits of adopting edge computing can be outweighed by malicious
attacks. This is especially true for Industry 4.0, where ensuring the security of an industrial
factory is critical—managing to exploit the security vulnerabilities found in smart manufac-
turing could result in increased damage to the factory system or even produce catastrophic
events. For example, in 2010 there was a malware called Stuxnet that targeted industrial
process systems [18]. This malware managed to use the IT resources to manipulate specific
processes by monitoring certain variables and change the control commands without being
noticed by the system operator. This action leads to material damages, i.e., the product does
not meet the required specifications and even permanent damages to the production system.

An extensive study of the security threat model for edge computing paradigm is presented
in [24]. The authors identify five different attack points, i.e., network infrastructure, edge
node, core infrastructure, virtualization infrastructure, and user devices, each representing
the components of an edge ecosystem. For every identified component, a set of possible
attacks is discussed. For example, a man in the middle attack, in which an attacker can take
control of a part of the network from where eavesdropping or traffic injection attacks can be
launched (an example is presented in [33]), is a vulnerability of the network infrastructure
component. In contrast, some attacks can target multiple components, e.g., a rogue com-
ponent can be easily inserted in the network since edge computing by definition consists
of many interconnected devices owned by different administrative entities; a rogue compo-
nent attack can target both the network and core infrastructures as well as the edge node
component.

Privacy Privacy represents the process of protecting the user’s private data from malicious
adversary while in transit [35]. With the current cloud-centric architecture privacy is most
vulnerable since all data from the IoT devices is sent to the cloud for further processing. A
problem that is diminished by the edge computing paradigm which enables the processing
of data closer to its origin. However, the problems of privacy remains since data is still sent
between devices and new privacy challenges appear inherited from the edge paradigm such
as (i) privacy concerns due to user awareness of privacy rules, e.g., there are more than
80% of WiFi users still use their default password and (ii) the absence of privacy tools for
resource-constrained devices [27].

Privacy is not only a concern found in smart city scenarios but also for Industry 4.0 where
personal data does not refer to a person but the smart factory as a whole. Next, we present
a set of privacy concerns that may apply to Industry 4.0. There are many privacy concerns
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regarding an edge computing ecosystem that considers the entire data path starting from
collecting the data by edge devices, processing it locally on the edge or in the cloud, and
disseminating it, if necessary, back to the edge. According to [31], there are five different
privacy concerns, i.e., (i) data collection and identification ensuring that data is not only
processed locally but it follows the user preferences and legal or administrative frameworks
(e.g., the EU General Data Protection Regulation), (ii) aggregation and inference refers to
the process of combining data and connecting it to users to whom it belongs, (iii) secondary
use, insecurity, and exclusion concern the manipulation and storage of collected data, (iv)
decisions and boundaries protect the user from invasive acts from the deployed applications,
and (v) appropriation and distortion which targets the protection of user’s privacy after the
data are collected.

5 Conclusion

With the introduction of edge computing, a shift in the industries has appears where the
overall desire is to migrate the execution of latency-sensitive applications from the cloud
closer to the edge of the network. The core idea behind edge computing is to enable more
computational resources in the proximity of end-users, facilitating the deployment of IoT
applications that have stringent requirements like low latency and increased security and
privacy; requirements that are harder to satisfy with the current cloud-centric approach.
Hence, industries that adopt this paradigm can observe many benefits for their users and
production as well. For example, in the automotive domain, with the development of a
smart factory, the convergence of IT and OT is possible, resulting in a new architecture that
integrates all devices across the entire network, from cloud to devices found on the factory
floor; a change that allows for optimization and a reduction of operational costs.

Edge computing hasmany benefits, however, it introduces a series of challenges that must
be solved upon its adoption. We group these challenges into three categories, i.e., resource
management, network management, and security and privacy. Each category focus on a
particular part of the edge ecosystem, i.e., resource management refers to challenges found
when hosting an application on the edge, considering both the deployment and maintenance
aspects, while network management looks at the connectivity challenges having the purpose
of ensuring seamless integration of newdevices; finally, the last category focuses on ensuring
the security and privacy of the users.

In conclusion, in this chapter, we aim at introducing the edge computing paradigm and
discuss its advantages and disadvantages. Furthermore, to increase the understanding of this
paradigm, we present multiple use cases to exemplify the deployment of a latency-sensitive
application in this ecosystem. Finally, we identify and debate the most important challenges
that must be overcome before the adoption of edge computing.
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Abstract

Industry 4.0 enacts ad-hoc cooperation between machines, humans, and organizations in
supply and production chains. The cooperation goes beyond rigid hierarchical process
structures and increases the levels of efficiency, customization, and individualisation of
end-products. Efficient processing and cooperation requires exploiting various sensor

R. Heinrich (B) · S. Seifermann · M. Walter · S. Hahner · R. Reussner
KASTEL – Institute of Information Security and Dependability, Dependability of
Software-Intensive Systems Group, Karlsruhe Institute of Technology, Karlsruhe, Germany
e-mail: robert.heinrich@kit.edu

S. Seifermann
e-mail: stephan.seifermann@kit.edu

M. Walter
e-mail: maximilian.walter@kit.edu

S. Hahner
e-mail: sebastian.hahner@kit.edu

R. Reussner
e-mail: ralf.reussner@kit.edu
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and process data and sharing them across various entities including computer systems,
machines, mobile devices, humans, and organisations. Access control is a common secu-
rity mechanism to control data sharing between involved parties. However, access control
to virtual resources is not sufficient in presence of Industry 4.0 because physical access
has a considerable effect on the protection of information and systems. In addition, access
controlmechanisms have to become capable of handling dynamically changing situations
arising from ad-hoc horizontal cooperation or changes in the environment of Industry
4.0 systems. Established access control mechanisms do not consider dynamic changes
and the combination with physical access control yet. Approaches trying to address these
shortcomings exist but often do not consider how to get information such as the sensitivity
of exchanged information. This chapter proposes a novel approach to control physical and
virtual access tied to the dynamics of custom product engineering, hence, establishing
confidentiality in ad-hoc horizontal processes. The approach combines static design-time
analyses to discover data properties with a dynamic runtime access control approach that
evaluates policies protecting virtual and physical assets. The runtime part uses data prop-
erties derived from the static design-time analysis, as well as the environment or system
status to decide about access.

1 Introduction

Industry 4.0 combines many different areas such as Digital Manufacturing, Internet of
Things, or Cyber-physical Systems [10]. In contrast to classic software systems, the interac-
tionwith the real world via sensors and actors is a core feature and enabler formany expected
benefits. However, this connection between virtual and physical world also imposes threats.
Industrial systems are valuable and frequent subjects to security attacks [11, 25], which can
lead to high monetary loss because of stopped production or lost business secrets. Control-
ling access to resources is one of the most fundamental security requirement [12] that makes
attacks more challenging.

In presence of industrial systems, it is not sufficient to focus only on virtual resources
such as software systems as part of access control. Physical access control such as limited
access to workplaces is crucial as well to protect intellectual property. Employing separate
solutions for virtual and physical systems to protect resources is possible. However, com-
bining these access control mechanisms can strengthen security even more or make defining
access control policies simpler. For instance, virtual access control can limit access to the
user interfaces of a production system, i.e. the software system controlling machines, and
physical access control limits access to the production hall in addition, which strengthens
the protection. In addition, access control policies become more precise when considering
dynamically changing properties of the environment instead of only focusing on subjects
and objects. For instance, it is not necessary to give all employees access to the production
hall but only those that are assigned to a shift taking place in the very same production hall.
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Established access control models [14] usually can express policies in an appropriate way
but correspondingmechanisms do not consider dynamically changing properties and provide
nomeans to react to them except for rewriting or at least adjusting policies. Suchmechanisms
do not scale along with frequent changes. On the other side, dynamic approaches proposed
in related work such as the ones discussed in Sect. 6 do not provide means for exploiting
design-time information and therefore leave open the questionwhere to get such information
from.

To bridge this gap,we propose an approach to formulate access control policies taking into
account dynamically changing properties of the environment, the accessing subject and the
accessed object as well as a policy evaluation process during runtime. The policies specify
situations involving possibly dynamic properties and provide a reaction to this situation,
i.e. access is allowed or denied. During runtime, these policies also consider the sensitivity
of data that might be accessed. To determine this sensitivity, we propose a static analysis
during design-time. The design-time analysis lowers the computational effort during runtime
because the results can be gathered before the execution.

We demonstrate our approach by applying it to a realistic scenario covering physical and
virtual access control. One dynamic property of the scenario are the locations of factory
workers, which influence other properties such as the assignments of workers to shifts.
Another property is the status of the worker, i.e. if he/she has collected protective gear that is
mandatory for accessing the workspaces. The approach was capable of making appropriate
access control decisions for this dynamically changing scenario.

The chapter is organized as follows. Section2 introduces a running example we will
use throughout the chapter. The static data flow analysis to reason about data available in
early designs are discussed in Sect. 3. Access Control in highly dynamic environments is
discussed in Sect. 4. Section5 describes application scenarios of our approach. Section6
discusses related work. The chapter concludes with a summary and outlook in Sect. 7.

2 Running Example

Our running example is an extended Industry 4.0 scenario from [3]. This running example
focuses on dynamic physical and virtual access control during a production shift in a factory.
Figure1 illustrates the floor plan of the factory. It consists of a main gate for entering the
factory, one dispenser for storing safety gear, three workplaces with gates, and multiple
machines within the workplaces. The users in the system are workers and shift foremen.
Each worker and foremen is assigned a working shift and a working place, where they work.
Additionally, a shift also contains information about possible replacement workers in case
a worker is unavailable. The access to the factory is granted for each worker about 30min
before their assigned shift. Then they are also allowed to open the dispenser to retrieve their
safety gear. The access to the workplace is granted only with their safety gear and based
on their assigned shift. Within their workplace, they can access sensitive information from
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Fig. 1 Floor plan of the running example with different workers [3]

the machines such as the precise temperature. For instance, outside their workplace, they
only can access aggregated values, containing less sensitive information. Additionally, the
foremen can track the whole process in case of an incident, such as a late worker. In case
workers are late for their shift, the foremen can access the workers’ phone numbers and
send them notifications. Also, in case some workers have not arrived till 15min before the
shift, the system automatically revokes their access rights and selects replacements workers.
These replacements are then automatically assigned access rights for the shift and their
workplace. Figure1 shows the scenario before a shift. Two groups of workers are moving
to their workplaces. The ones near the main gate are without their safety gear and the ones
near workplace 2 have already gotten their safety gear.

3 Static Data Flow Analysis

The static data flow analysis provides the dynamic access control system with the sensitivity
of data available at all places in the software design. In order to do that, designers have to
model the data processing of the system and run a data flow analysis that yields the sensitivity
of data. The used modeling and analysis approach [27, 29] is capable of determining other
information about processed data aswell, butwe focus on sensitivity for the sake of simplicity
here. In the following,we give an overviewon themodeling language and the analysis results.
More details on the tooling are available in Sect. 5.

We use the Palladio modeling language [23] to describe the system design. Modeling
the software architecture in Palladio is done by four different roles: component developer,
system architect, system deployer, and domain expert. All roles edit their corresponding
models in Palladio separately. Figure2 illustrates the relation between roles and models in
Palladio. The component specification stores descriptions of software components and the
internal behavior of components. The assembly model stores information about the wiring
of component instances. The allocation model stores information about the deployment of
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component instances. The usage model contains an abstract description of the user behavior
and the workload. In general, there is a large amount of modeling languages that we could
have used. Especially, there are many languages focused on access control that often also
support further security properties (see Sect. 6 for more details). We have chosen Palladio
for several reasons: i) Palladio is a domain specific modeling language for describing soft-
ware architectures. Therefore, it avoids ambiguities often introduced by generic modeling
languages that would require using imprecise heuristics. ii) Palladio supports expressing
classic aspects of system structures that can be found in other modeling languages as well.
This includes service signatures, components providing services and calls between services.
Therefore, we assume that the resulting modeling language is not overly complicated to
use and that our approach can also be applied to other design-time modeling languages. iii)
Palladio has been proven to support various quality properties including performance [6],
reliability [7] or maintainability [24], so it is interesting to see if it can also support analyzing
access control. Besides these reasons, we would like to stress that we decouple the analysis
from the particular modeling language as already described. Therefore, we do not see our
decision as a critical or limiting point.

As can be seen from the illustration of the metamodel in Fig. 3, there is only a limited
amount of extensions shown by grey elements. These extensions overcome the limitations
of the Palladio core language to express behavior in a data-oriented way. The first and
most important extension is the introduction of Data to the modeling language. To foster
integration into the existing modeling language, we do not enforce dedicated data interfaces
but reuse the existing operational interfaces consisting of call and return signatures. We
assume that data is always exchanged via parameters (which includes return values) in
such systems. Therefore, we require that every parameter transports at least one data item.
Thus, we can represent that multiple different data items are contained within one parameter
without changing the service signature. This enables refining the transported data with low
effort. Otherwise, either the service signature would have to be adjusted or a more complex
data type modeling would be necessary. Nevertheless, a data item always has an associated
data type.

Palladio already provides means for specifying system and user behavior in terms of
actions. System behavior is encapsulated in a so-called service effect specification (SEFF).
User behavior is encapsulated in a usage description. Roughly said, the actions contained
in these behavior descriptions are either i) internal actions taking place within a service
or user behavior or are ii) call actions that trigger the behavior of another service. All of
these actions can have an effect on the processed data. For instance, an internal action
selecting only certain parts of available information might reduce the privacy level from
highly confidential to publicly available. In our running example, the data record of a worker
may contain highly sensitive data such as a history of sick days. When selecting only the
phone number of the worker, the data might still be sensitive but not as much as the whole
data record. To specify this effect on data, we attach a Data Processing Specification to the
actions. These specifications contain a list of Data Operations. These operations consume
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Fig. 2 Overview of the classical Palladio modeling approach, based on [23]

data, such as the data specified via parameters, and yield data. Other operations can use
such yielded data to produce new data and yield this produced data. These operations build
a processing chain that eventually yields data that is passed to other services via parameters
or back to the caller via return values. We provide a set of predefined data operations that
can also be extended by further operations depending on the particular domain.

There are five categories of data processing operations as shown in Table1. Operations in
the source category donot consumedata but only yield data. These operations are the start of a
data flow. This either covers creating completely new data (CreateData) or loading data from
data stores (LoadData/LoadAllData). Obviously, when only yielding data, the sensitivity of
data has to be specified explicitly. Operations in the sink category only consume but do not
yield data. This covers storing the data (StoreData) but also discarding data in various forms
(remaining operations). These operations are the end of a data flow. Transmission operations
bridge the gap between control flow and data flow by attaching data to parameters and taking
data from returns (PerformDataTransmission) as well as returning data (ReturnData). These
operations do not change the sensitivity of data. Relational operations perform operations
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Fig.3 Data-Driven Architecture metamodel given as UML class diagram. Grey elements are exten-
sions to the Palladio core language given by white elements

of relational algebra on data. The effect of operations on data sensitivity depends on the
particular data type and has to be specified per data type. Joining (JoinData) builds new data
from consumed data parts or fragments.Merging data sets (UnionData) builds a new data set
by merging two data sets. Extracting a data part or fragment (ProjectData) builds new data
based on incoming data. Selecting data from a data set (SelectData) filters data sets based
on a selection parameter. The last operation in a dedicated category is TransformData.
The operation represents a generic data transformation to be specified by the designer.
The operation allows the designer to explicitly state the effect of data processing on data
properties such as the sensitivity. This is different to previous operations because it does not
require general applicable rules to derive the sensitivity anymore but allows to define these
rules in particular for one dedicated operation.

We use characteristics to describe properties, such as sensitivity, of data or system parts.
As illustrated in Fig. 3, a characteristic always has a corresponding type. The type refers to a
set of possible values. Because this set is a finite set of discrete values, we use enumerations
to describe this value set. With respect to our running example, we specify a characteristic
type privacy level with the values public, internal use, sensitive and highly sensitive with
increasing sensitivity. A characteristic selects an arbitrary number of values, which means
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Table 1 Predefined data processing operations

Category Operation In Out

Source CreateData 0 1

LoadData 0 1

LoadAllData 0 1

Sink StoreData 1 0

DeleteData 1 0

UserReadData 1 0

SystemDiscardData 1 0

Transmission PerformDataTransmission n m

ReturnData 1 0

Relational JoinData n 1

UnionData n 1

ProjectData 1 1

SelectData 1(+n) 1

Characteristics TransformData 1 1

that these values are available in this particular characteristic. In our running example,
it is only useful to have exactly one privacy level, so every characteristic only holds one
value. Several structural elementswithin the software architecture are characterizable, which
means that they can hold characteristics. In our running example, this is not necessary but in
other scenarios, it might be useful to specify roles, clearance levels or criticality of system
parts. The characterizable system parts are the following: A usage represents a user, so it is
useful to make it characterizable to represent properties of users. A component represents a
service provider, for which it is also useful to specify properties. Component instances, i.e.,
assembly contexts, are allocated to a node, which can also have relevant properties such as
a geographical location or an owner. Nodes communicate via links and depending on the
scenario it might be necessary to consider the properties of the network connection between
nodes.

In our running example, the system service providing the foremanwith the phone number
of a worker is specified roughly as sketched in Fig. 4. Initially, the foreman sends the worker
name to a service of his/herManagement Component. The action-based specification of the
service is given in the lower part of the management component. To provide the phone num-
ber, the component calls the DB Component and extracts it. To specify the data processing
more precisely, the designer extends the actions by data specifications. The specification
of the call action simply contains a PerformDataTransmission operation that receives a list
of workers from the database component. The internal action is specified by two actions.
The first action selects a particular worker based on the name of the worker from the list
of workers. The second action extracts the phone number of that worker. The data specifi-
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Fig. 4 Excerpt of the Palladio model representing the phone number provider used by the foreman

cation of the internal action of the database component simply loads all workers from the
databaseHumanResourceStorage. All shown operations except for the Project operation do
not change the privacy level but simply forward it. The Project operation effectively lowers
the privacy level because it only selects the phone number that is considered less sensitive
compared to all information about a worker. The effect of data processing, which is the effect
on the privacy level in our running example, is defined for every triple of data processing
operation type, input data type and output data type. Because the characteristic types are
usually case-specific, the definition of data processing effects are also specified individually
per case. However, reusing the effect in cases using the same characteristic types is possible.

The data flow analysis traces data including its properties through the system and deter-
mines which actor has access to which data. A label propagation algorithm carries out this
analysis. The propagated labels are the literals of characteristic types and the propagation
rules stem from the data processing effect of the used operators. Afterwards, the raw result
of the analysis is transformed into a text file specifying a) the subject that accesses data
b) the type of access, which is always reading in our case c) the object that is accessed
d) the determined privacy level. The line for the phone number access, for example, looks
like this: foreman;read(phoneNumber);worker;internal-use. More details
on the data flow analysis are given in Sect. 5.
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4 Dynamic Access Control

To specify access control in a highly dynamic environment of Industry 4.0, we base the
approach on our previous work [4], where we defined the concept of autonomic ensembles.
An ensemble is a dynamically formed group of components (they can be both software and
hardware components but also, importantly, directly uncontrollable components like people,
etc.) that is formed to achieve joint goal or performa coordinated activity.Componentswithin
a single ensemble are selected dynamically at runtime, based on a set of predicates defined
in the ensemble.

Using ensembles for specifying access control in a system, an ensemble definition rep-
resents a particular situation in a system and defines components taking part in the situation
and access rules for these components. The ensembles are established at the moment the
particular situation occurs in the system and, in the same way, it ceases its existence when
the situation disappears.

Compared to usual component-based approaches, we do not require direct control of
the components. Thus, as mentioned above, components can be of any kind—software and
hardware but also people or even places.

In both cases of components and ensembles, our approach distinguishes between def-
initions (types) and instances of components and ensembles. I.e., for components we can
have a single type defining a worker or a shift (in the running example) and then multiple
instances of them. Similarly for ensembles, we can have an ensemble type defining access
to workplace and then as many instances as we have shifts at a particular time.

The ensembles’ definitions in our approach represent an access control rule. In more
detail, the ensemble definition specifies a situation, identifies components taking roles in the
situations and grants/denies access to particular resources.

In the rest of this section, we describe the above shown concepts on the running example
and further describe the semantics.

4.1 Specification of the Running Example

For easy creation of access control specifications and rapid testing of our approach, we have
createdaScala-baseddomain specific language (DSL).Listing1showsanexcerptof the spec-
ificationof the runningexample (described inSect. 2).BeingdefinedasanScala internalDSL,
its usage requires at least basic knowledge of the Scala language; on the other hand, the neces-
saryScala concepts aremore-or-less the same as in anyothermodern programming language.

Scala is an ideal language for rapid creation ofDSL, as it has a variable and flexible syntax
(compared to more traditional languages like, e.g., Java). Thanks to this feature, it is easy
to create new “keywords”, which from the implementation perspective are regular methods.
When calling a method with a single argument, the round parentheses around arguments can
be replaced with curly braces. This is ideal when a particular method takes as its argument
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another method (or function) and thus its call can be seen as a block of code prefixed by a
keyword (in reality, it is a method call with an anonymous function passed as its argument).
A particular example in our DSL is, e.g., the “keyword” situation, which actually is
a call of a method which accepts a boolean function as its argument. These method calls,
which are placed directly in the class body, are executed during the class instantiation, i.e.,
they are part of the default constructor. Another nice feature of Scala is that methods can be
used as infix operators. E.g., the isAfter operator on line 45 is just a method call on the
object now.

In our DSL, both the component and ensemble types are modeled as classes while their
instances are the particular classes’ instances. The particular classes have to extend the
Component class or Ensemble class respectively. In the example, there are six com-
ponents (lines 3–25), which represent the physical components in the running example—
namely doors, head-gear dispensers, workers, work places and factories. Each of the com-
ponents has its attributes (called a component knowledge in the terminology of ensembles),
however, as we do not directly control the components, we can only observe their values.
Here, for example, all of the components have the attribute id and most of them have the
position attribute.

The ensembles can be hierarchically nested (an ensemble can contain other ensembles).
This means that components, which are members of an ensemble, have to be also mem-
bers of the parent ensemble. Thus, a top-level ensemble (in our DSL it has to extend the
RootEnsemble class) describes a goal of the system as a whole while the sub-ensembles
decompose the system into sub-goals, which are easily manageable. A component can be
member of many ensembles at the same time (even directly unrelated ensembles) reflecting
a common requirement that a single component can be simultaneously in many different
situations.

In the example, there are four ensemble types.The top-level ensemble—FactoryTeams
(starting at line 27)—represents all the individual ShiftTeam ensembles (line 116). As
shifts are specified externally, the FactoryTeams ensemble only models the teams. The
FactoryTeams ensemble declares a global constraint for the system that standby workers
need to be assigned to the shiftswhere required and a standbyworker cannot be shared among
several shifts (lines 117–120). This is necessary, since the selection of standby workers and
giving them the respective access control rights is performed by the ensemble system. The
FactoryTeam ensemble is instantiated for every factory in the example (line 122).

The ShiftTeam ensemble (lines 28–114) models most of the activities in the system.
It is parameterized by the Shift component instance (which defines the shift). The individual
access control rules are represented by sub-ensembles. The ensemble declares 5 lists
(lines 29–32) which aid identification of workers during their selection by sub-ensembles.
In general, the ShiftTeam’s sub-ensembles can be divided into ensembles, which (i)
assign permission to individual workers and which (ii) notify workers about selection for
or removal from a shift. The former ones are the ensembles AccessToFactory,
AccessToDispenser, AccessToWorkplace, while the latter ones are
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CancellationOfWorkersThatAreLate and AssignmentOfStandbys. The
NotificationAboutWorkersThatArePotentiallyLate ensemble performs
both functions. All of them have the same structure, which is as follows. First, there is
a definition of the situation, which defines a spatial and temporal condition under which
the ensemble is formed. For the AccessToFactory, the current time has to be in the
interval of start of the shift minus 30min and end of the shift plus 30min. It is similar
for AccessToDispenser, but there is a different time interval. In the case of the
AccessToWorkplace, there is an extra condition (in addition to the situation) that the
workers must have a headgear from the dispenser expressed as a selection of the shift
workers with the headgear (line 52). All these three ensembles assign (lines 39, 48, and 57)
the particular permissions (to enter the factory, use the dispenser, enter the workplace) to
the workers selected by the conditions.

The NotificationAboutWorkersThatArePotentiallyLate ensemble
detects workers assigned to the shift but not present in the factory (line 61) 20min before
start of the shift (line 63). For these workers, the ensemble notifies the particular foreman
that they are late and allows the foreman to see the workers’ phone numbers (the foreman
can call them to “hurry up”—line 65) and their distance1 from the factory (to see whether
there is a chance to come in time yet—line 66).

The CancellationOfWorkersThatAreLate ensemble is similar to the previous
one, but it detects workers, which are late even 15min before start of the shift (line 73), and
notifies them that they are canceled from the shift (line 75).

Finally, the AssignmentOfStandbys ensemble selects and notifies the standby
workers that replace the canceled late workers. To do so, there is defined the sub-ensemble
StandbyAssignment (line 79), which selects a suitable standby worker for a particular
canceled worker (the selected standby has to have the same capabilities as the canceled one).
The sub-ensemble is instantiated for each canceled worker (lines 85 and 86). The constraint
(line 91) requires that a single standby worker is not used as a replacement for several work-
ers. Within the given time interval (the situation definition at line 88), the ensemble notifies
the selected workers to come (line 93) and the foreman (line 94) of the particular shift.

The ensemble NoAccessToPersonalDataExceptForLateWorkers expresses
access control assertions (i.e., forbidden situations). Such assertions serve as safe-guards to
detect potential inconsistencies in the specification. At runtime, they are used to verify that
access control rules determined by ensembles. In detail, it is described and discussed in the
following section.

From a technical point of view, a part of the ensembles in the example is declared as
classes while other ensembles are declared as objects. This is an exploitation of another
feature of the Scala language—the object is a class definition with a singleton instance. The
name after the object keyword refers to the instance. The ensembles that are needed in a
single instance only are therefore defined as objects.

1 As the exact position of a worker outside the factory can be potentially very sensitive information,
in our implementation we are using abstracted values like close, far, etc.
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To summarize our DSL, there are two predefined classes (Ensemble and Component)
for extensions. Plus, there are six new “keywords” (actually methods) that are situation,
constraints, rules, allow, deny, and notify. The semantics of these keywords
will be explained in the following section.

1 class TestScenario(scenarioParams:TestScenarioSpec) extends Model with ModelGenerator {
2 ...
3 class Door(val id: String, val position: Position) extends Component
4 class Dispenser(val id: String, val position: Position) extends Component
5 classWorker(
6 val id: String, var position: Position,
7 val capabilities: Set[String], var hasHeadGear: Boolean
8 ) extends Component {
9 def isAt(room:Room) = room.positions.contains(position)

10 }
11 classWorkPlace(
12 id: String, positions: List[Position], entryDoor:Door
13 ) extends Room(id, positions, entryDoor) {
14 var factory: Factory = _
15 }
16 class Factory(
17 id: String, positions: List[Position], entryDoor:Door,
18 val dispenser:Dispenser, val workPlaces: List[WorkPlace]
19 ) extends Room(id, positions, entryDoor)
20 class Shift(
21 val id: String, val startTime: LocalDateTime,
22 val endTime: LocalDateTime, val workPlace:WorkPlace,
23 val foreman:Worker, val workers: List[Worker],
24 val standbys: List[Worker], val assignments:Map[Worker, String]
25 ) extends Component
26

27 class FactoryTeam(factory: Factory) extends RootEnsemble {
28 class ShiftTeam(shift: Shift) extends Ensemble {
29 val canceledWorkers = shift.workers.filter(wrk => wrk notified AssignmentCanceledNotification(shift))
30 val calledInStandbys = shift.standbys.filter(wrk => wrk notified CallStandbyNotification(shift))
31 val availableStandbys = shift.standbys diff calledInStandbys
32 val assignedWorkers = (shift.workers union calledInStandbys) diff canceledWorkers
33

34 object AccessToFactory extends Ensemble {
35 situation {
36 (now isAfter (shift.startTime minusMinutes 30)) &&
37 (now isBefore (shift.endTime plusMinutes 30))
38 }
39 allow(shift.foreman, "enter", shift.workPlace.factory)
40 allow(assignedWorkers, "enter", shift.workPlace.factory)
41 }
42

43 object AccessToDispenser extends Ensemble {
44 situation {
45 (now isAfter (shift.startTime minusMinutes 15)) &&
46 (now isBefore shift.endTime)
47 }
48 allow(assignedWorkers, "use", shift.workPlace.factory.dispenser)
49 }
50

51 object AccessToWorkplace extends Ensemble {
52 val workersWithHeadGear = (shift.foreman :: assignedWorkers).filter(wrk => wrk.hasHeadGear)
53 situation {
54 (now isAfter (shift.startTime minusMinutes 30)) &&
55 (now isBefore (shift.endTime plusMinutes 30))
56 }
57 allow(workersWithHeadGear, "enter", shift.workPlace)
58 }
59

60 object NotificationAboutWorkersThatArePotentiallyLate extends Ensemble {
61 val workersThatAreLate = assignedWorkers.filter(wrk => !(wrk isAt shift.workPlace.factory))
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62 situation {
63 now isAfter (shift.startTime minusMinutes 20)
64 }
65 workersThatAreLate.foreach(wrk => notify(shift.foreman,WorkerPotentiallyLateNotification(shift,wrk)))
66 allow(shift.foreman, "read.personalData.phoneNo",workersThatAreLate)
67 allow(shift.foreman, "read.distanceToWorkPlace",workersThatAreLate)
68 }
69

70 object CancellationOfWorkersThatAreLate extends Ensemble {
71 val workersThatAreLate = assignedWorkers.filter(wrk => !(wrk isAt shift.workPlace.factory))
72 situation {
73 now isAfter (shift.startTime minusMinutes 15)
74 }
75 notify(workersThatAreLate, AssignmentCanceledNotification(shift))
76 }
77

78 object AssignmentOfStandbys extends Ensemble {
79 class StandbyAssignment(canceledWorker:Worker) extends Ensemble {
80 val standby = oneOf(availableStandbys)
81 constraints {
82 standby.all(_.capabilities contains shift.assignments(canceledWorker))
83 }
84 }
85 val standbyAssignments = rules(canceledWorkersWithoutStandby.map(wrk => new

StandbyAssignment(wrk)))
86 val selectedStandbys = unionOf(standbyAssignments.map(_.standby))
87 situation {
88 (now isAfter (shift.startTime minusMinutes 15)) && (now isBefore shift.endTime)
89 }
90 constraints {
91 standbyAssignments.map(_.standby).allDisjoint
92 }
93 notify(selectedStandbys.selectedMembers, StandbyNotification(shift))
94 canceledWorkersWithoutStandby.foreach(wrk => notify(shift.foreman,WorkerReplacedNotification(shift,

wrk)))
95 }
96

97 object NoAccessToPersonalDataExceptForLateWorkers extends Ensemble {
98 val workersPotentiallyLate =
99 if ((now isAfter (shift.startTime minusMinutes 20)) && (now isBefore shift.startTime))

100 assignedWorkers.filter(wrk => !(wrk isAt shift.workPlace.factory))
101 else Nil
102 val workers = shift.workers diff workersPotentiallyLate
103 deny(shift.foreman, "read.personalData",workers, PrivacyLevel.ANY)
104 deny(shift.foreman, "read.personalData",workersPotentiallyLate, PrivacyLevel.SENSITIVE)
105 }
106 rules(
107 // Grants
108 AccessToFactory, AccessToDispenser, AccessToWorkplace,
109 NotificationAboutWorkersThatArePotentiallyLate,
110 CancellationOfWorkersThatAreLate, AssignmentOfStandbys,
111 // Assertions
112 NoAccessToPersonalDataExceptForLateWorkers
113 )
114 }
115

116 val shiftTeams = rules(shiftsMap.values.filter(shift => shift.workPlace.factory == factory).map(shift => new
ShiftTeam(shift)))

117 constraints {
118 shiftTeams.map(shift => shift.AssignmentOfStandbys
119 .selectedStandbys).allDisjoint
120 }
121 }
122 val factoryTeams = factoriesMap.values.map(factory => root(new FactoryTeam(factory)))
123 }

Listing 1 Access control specification
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4.2 Semantics

Formally, the specification describes a constraint optimization problem. A solution to the
problem determines which ensemble instances are to be formed and which are their mem-
bers. Every ensemble can be instantiated multiple times (once for every instance of the
situation it reflects). To connect the instance of an ensemble with a particular instance
of the situation, ensembles are typically parameterized (using constructor arguments).
Only in case an ensemble is a singleton, the parameters are missing (e.g., in case of
CancellationOfWorkersThatAreLate). An ensemble instance is created only if
the situation it reflects happens. Formally, it is created if the condition specified in the
situation block is true.

Each ensemble identifies its members components either directly (e.g., in
the AccessToFactory and AccessToDispenser ensembles) or by listing
potential members and formulating constraints governing their selection (e.g., in
theAssignmentOfStandbys and StandbyAssignment). The identification of
potential members is done through functions oneOf and unionOf. The result is a set
variable that represents a selection from the set of components given to these functions as
a parameter. The valuation of these variables is constrained by the constrains blocks,
which make it possible to express the constraints using common logical and set operators.

When ensembles are nested, the parent ensemble identifies all potential sub-ensembles.
This is done with the rules statement. The sub-ensembles are however only instantiated
if their situation condition holds. Ensembles are properly nested, thus a sub-ensemble
instance can be only instantiated if the parent ensemble is instantiated, too. Formally, the
rules statement creates a condition whose existence of a sub-ensemble instance implies
the existence of the containing ensemble.

Nested ensembles form a tree structure. The root is identified using the root statement.
If an ensemble is instantiated, its allow statements determine the permissions. Each

allow permission is formed as a triple <subject,verb,object>. Our access control
model denies every access request, unless it is explicitly allowed. Thus, deny rules by
themselves are not needed. Nevertheless, we use them in our approach as runtime assertions.
We say that a specification is consistent if there are no conflicting allow and deny rules. Each
deny permission is formed as a triple <subject,verb,object> or as a quadruple
<subject,verb,object,privacy_level>. The form with the privacy relates to
what we presented in Sect. 3. It makes it possible to restrict the deny rule only to data at
a particular level of sensitivity. This is useful to protect data privacy by means of access
control because it allows us to dynamically assign and restrict access to data based on
changing situations in the environment.

An instantiated ensemblemay also perform notifications (specified usingnotify) state-
ment. This is needed to let a user know about permissions that have been dynamically
assigned and revoked. The notify statement has the form <target,message>. The
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semantics is that every such pair is notified only once. All subsequent notifications for the
same pair are ignored.

5 Application Scenarios

We have already presented the models used to describe the static and dynamic part of our
approach in the previous sections, but have only roughly described how these models were
used to make access control decisions. Therefore, we briefly give an overview on how both
parts of the approach are combined to decide about access to information or locations in
Sect. 5.1. Afterwards, we give insights into the corresponding tool support that we used to
realize our running example. We will start with the tooling for static analyses in Sect. 5.2
and continue with tooling for dynamic access control enforcement in Sect. 5.3.

5.1 Overview of the Combined Approach

The overall goal of the combined approach is to decide about virtual or physical access
requests during runtime. To do so, there is a decision point that receives access requests
from various services or locations that the decision point answers. This decision point is the
last action in the overview given in Fig. 5. To properly decide about requests, the decision
point needs the set of applicable rules, i.e., the policy that specifies allowed and denied
access requests.

Which rules are applicable depends on the current system state and system context. The
ensembles of the runtime approach consider these dynamically changing situations to filter
all defined rules for the applicable ones in a solving process. The solving process needs
the ensembles, the system or context state and the privacy levels of processed data. The
state information originates from a set of various probes that collect state information. The
ensembles contain the access rules and criteria for when the rules shall be applied during
design-time.The privacy levels are the result of a sensitivity analysis executed on the software
architecture during design-time. The privacy levels serve as additional source of information
for deciding on the applicability of a rule as we will show later.

As can be seen in Fig. 5, the only manual steps in the process sketched before are the
definition of the software architecture and the ensembles. Both steps have to be done during
design-time. During runtime, the results of these manual steps are used.

There are two roles involved in defining both artifacts: A software architect is respon-
sible for defining the system architecture including the data processing and turning access
control policies into ensembles (in cooperation with an access control expert). The software
architect has to know the architectural description language Palladio and its extension for
data processing as well as the internal DSL for specification of ensembles. An access con-
trol expert supports the software architect by defining the access control policies as well
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Fig.5 Overview on combination of static design-time and dynamic runtime parts of approach given
as UML activity diagram. White elements are executed manually, grey elements are executed auto-
matically

as additional data processing operations and data properties. Access control experts also
have the possibility to extend or to define new design-time analyses. In our scenario, the
sensitivity analysis is predefined, so the access control expert does not have to define that
particular analysis anymore. The analysis of the static design-time analysis is specified in a
logic programming language that the access control expert has to know. The analysis def-
inition uses the processing operations and data properties to determine the privacy levels.
In the running example, the privacy levels are the data properties. The combination of data
is an example of a data processing operation. The effect of such a combination is that the
highest privacy level available on inputs is applied to the output. It is reasonable to have a
dedicated access control expert defining these artifacts because a software architect might
not have the required expertise to do so. The software architect can assume that the access
control expert covers all important properties and processing operations that the architect
can reuse afterwards.

5.2 Palladio Design-TimeTooling

The overall process to determine data sensitivity during design time is shown in Fig. 6. We
start with a conventional system design created using the non-extended version of Palladio.
After modeling the architecture, we expect the architect to extend it with data processing
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specifications that include specifying data, data exchange between services and data pro-
cessing steps by using the modeling language presented in Sect. 3. Themodeling language is
available asmetamodel2 and can be used by a prototypical graphical editor.3 To decouple our
analysis approach from the particular modeling language, we defined a dedicated analysis
model4 that is tailored to our analysis and only includes the essential aspects of the design.
We later describe this model and how it uses the effects of data processing for every oper-
ation that we discussed in Sect. 3. The mapping of the architecture to the analysis model is
done automatically by a model-to-model transformation.5 The actual analysis is carried out
by a logic program. Again, the transformation into the logic program is done automatically
by a model-to-text transformation.6 Architects now can execute the data sensitivity analysis
within the logic program. Internally, an interpreter takes the logic program and executes a
query for the sensitivity. In the last step, the sensitivities are extracted in form of privacy
levels from the analysis result. This requires mapping system elements from the logic pro-
gram back to the architecture. This is done automatically by looking up the elements in the
traces of the model transformations. Eventually, the privacy levels are written into a file to
be used during runtime by the dynamic access control analysis.

The analysis metamodel as shown in Fig. 7 is a description of the system design tailored
to data flow analyses. A system consists of system usages and operations. System usages
are calls to the system by external actors. Operations are processing steps of the system that
consume and produce data. The interface of such an operation is given by variables. There are
variables representing parameters, returns and states. Operation calls from external actors
to operations, as well as calls between operations transport data by defining assignments to
target states or parameters. The operations specify their effect by assignments to returns.
Assignments can assign constant values but can also use parameters or states to derive a
value. A value represents one particular characteristic such as the privacy level sensitive. In
terms of label propagation, these values are labels and the assignments are the propagation
functions. For a sake of simplicity, the elements representing the value types and the terms
for the assignments are not shown in Fig. 7.

The automatedmapping from the software architecture to the analysismodel is as follows.
There is always exactly one system for each modeled software architecture. Every usage,
i.e., every user, is mapped to a system usage. Every data processing operation is mapped to
an operation. All data assigned to parameters in the architecture become parameter variables
of the corresponding operation. All data assigned to returns in the architecture become return
variables of the corresponding operation. The variable assignments of return definitions of
an operation are given by the processing effects of the data processing operations in the

2 https://github.com/Trust40-Project/Palladio-Addons-DataProcessing-MetaModel
3 https://github.com/Trust40-Project/Palladio-Addons-DataProcessing-Editor
4 https://github.com/Trust40-Project/Palladio-Addons-DataProcessing-PrologModel
5 https://github.com/Trust40-Project/Palladio-Addons-DataProcessing-AnalysisTransformation
6 https://github.com/Trust40-Project/Palladio-Addons-DataProcessing-PrologModel/tree/master/
bundles/org.palladiosimulator.pcm.dataprocessing.prolog.transformation

https://github.com/Trust40-Project/Palladio-Addons-DataProcessing-MetaModel
https://github.com/Trust40-Project/Palladio-Addons-DataProcessing-Editor
https://github.com/Trust40-Project/Palladio-Addons-DataProcessing-PrologModel
https://github.com/Trust40-Project/Palladio-Addons-DataProcessing-AnalysisTransformation
https://github.com/Trust40-Project/Palladio-Addons-DataProcessing-PrologModel/tree/master/bundles/org.palladiosimulator.pcm.dataprocessing.prolog.transformation
https://github.com/Trust40-Project/Palladio-Addons-DataProcessing-PrologModel/tree/master/bundles/org.palladiosimulator.pcm.dataprocessing.prolog.transformation
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Fig.6 Process for deriving privacy levels during design-time given as UML activity diagram. White
elements are executed manually, grey elements are executed automatically

Fig. 7 Analysis metamodel tailored to data flow analyses

software architecture. For instance, the projection operation separating the phone number
from aworker data record has the effect of reducing the sensitivity. The variable assignments
of parameter definitions are always copy assignments that just pass variables as they are to
the next operation. The next operation is determined by the data dependencies in the software
architecture. If a data processing operation requires a certain data item that another operation
emits, there is a data dependency. This data dependency is mapped to an operation call from
the emitting operation to the receiving operation. There are variables and property definitions
for every possible value of all possible characteristic types. For instance, there is a variable
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for every privacy level for the return value of the phone number getter. An assignment of a
truth value to such a variable indicates whether the privacy level is available.

An automatedmodel-to-text transformation carries out the mapping to the logic program.
Most parts of the transformation simply map elements one by one to logical facts. The
remainder of the transformations adds logical rules to perform the label propagation.Because
both steps are mostly straight forward, we omit a detailed discussion of the transformation
to save space. Instead, we focus on the query for the generated logic program and explain
relevant parts of the logic program while explaining the query. The goal of the query shown
in Listing 2 is to find the privacy level VAL of an output VAR of an operation OP with data
type T. Please note that the resolution algorithm of Prolog is capable of finding all possible
solutions for a query,whichmeans that all possible bindings for the given variables are found.
This is exactlywhat we are aiming for becausewewant to get all privacy levels for all outputs
of all operations in the system. To do so, we define that the interesting characteristic type is
the privacy level in line 1. In line 2, we find a return variable VAR with the data type T for
the operation OP. Again, this line automatically considers all returns of all operations. After
that line, all of these variables are bound, i.e. have a value. Lines 3–4 ensure that we have a
valid call stack S, which is just a list of called operations and operation calls. The call stack
has to have the current operation OP on the top, which means that the previous call has been
made to this operation and there is no call after that call. In line 5, we determine the privacy
level VAL for the return variable VAR for the given call stack S. The call stack is important
here because operations can be called from various places, which can have an effect on
the privacy level. For instance, consider a simple echo operation that just returns what it
received. If the operation is called with highly sensitive data, it will return highly sensitive
data. Therefore, it is crucial to know the call stack for determining the privacy level. Under
the hood, the returnValue rule goes back the call stack until it can find a privacy level
by applying the label propagations we mentioned before as part of the analysis metamodel.
One out of many results is given in lines 7 to 13. It just reports all bindings to all variables
mentioned in the query. In line 12, we can see that the privacy level of the phone number is
now internal-use.

1 ?- ATTR = ’PrivacyLevel’,
2 operationReturnValueType(OP, VAR, T),
3 S = [OP|_],
4 stackValid(S),
5 returnValue(S, VAR, ATTR, VAL).
6
7 ATTR = ’PrivacyLevel’,
8 OP = ’getPhoneNumber’,
9 VAR = ’RETURN’,

10 T = ’PhoneNumber’,
11 S = [’getPhoneNumber’|...],
12 VAL = ’internal-use’;
13 ...

Listing 2 Queries to logic program for determining privacy levels of yielded data
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For the running example, we can reuse the shown query, so no manual definitions are
necessary. However, access control experts can define further queries or extend the existing
query by using a set of predefined logic predicates. This certainly requires some effort in
learning the predicates and also requires some limited knowledge in logic programming.
However, supporting customize queries provides huge flexibility and allows using the anal-
ysis approach for other purposes and scenarios. As we have shown in another publication
[28], such flexible query definitions can not only be used to collect information such as
privacy levels but can also look for design issues violating confidentiality requirements in a
software architecture. Alternatively, a domain specific language (DSL) can be used to define
data flow constraints which requires no knowledge about the analysis process [15].

In the last step, we create a CSV file based on the returned results. The CSV file consists
of the columns subject, action, object and privacy level. In the chosen example, the subject
is the foreman. The action is reading the phone number. The object is a worker. The privacy
level is internal-use. The created CSV file is passed to the tooling considered with dynamic
access control during runtime that we describe in the following.

5.3 Runtime DecisionMaking

For runtime decision making (also described in [3]), we base our implementation on the
standard MAPE-K loop [20]. The loop phases work as follows. a) Monitoring: data about
the current situation are collected (in the running example, a position of all the workers, data
about the shifts, etc. b) Analysis: Ensembles are instantiated according to the observed situ-
ation. Then the specification of ensembles is translated into a constraint satisfaction problem
(CSP). A CSP solver is then applied to find a model for the logical theory described by the
CSP and thus the ensemble instances are determined. c) Planning: Determined ensemble
instances provides particular access grants. d) Execution: The access grants are applied to
the system and thus system is updated to conform with the current situation observed in
phase (a).

Given the fact that we employ a CSP solver to determine the ensemble instances and their
member components, a question naturally arises about the scalability of such an approach
as the CSP solving has inherently exponential complexity. To showcase how our approach
scales, we have conducted a series of experiments of different scenario sizes and two points
of time in the scenario: a) 17min before the shift and b) 13min before the shift.

The different scenario sizes are achieved by varying the number ofworkers in a shift (from
50 to 500) and the percentage of late workers that are canceled from the shift (from 5% to
20%). There are 3 shifts running at the same time. The shifts compete for the same standby
workers. The number of standbyworkers available is equals to no_of _workers_in_shi f t ∗
percentage_of _late_workers ∗ 5.
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These two times were selected because they mark two major cases in the scenario. Case
(a) corresponds to the time when multiple ensembles are instantiated, but all of these per-
form selection of member components directly. Thus no complex constraint optimization is
needed. Case (b), on the other hand, involves the assignment of standbys—i.e., one unique
suitable standby for each worker that is late. This assignment represents an optimization
problem which is inherently NP hard—it is essentially a scheduling problem.

From the implementation perspective, we deal with both these two cases the same way—
we translate the specification to a constraint solving problem (CSP) and use a CSP solver to
figure out, which ensemble instances should exist and which components belong to which
ensemble instance. Having this in place, the ensemble instances determine the allow, deny
and notify rules. In case of the direct selection in case (a), the constraint problem contains
essentially no alternatives to select from, thus, the CSP solving amount to traversing the con-
straint graph and grounding the variables to their only permissible value. Thus, even thought
it is processed by the CSP solver, the computation time is essentially linear to the number
of components and potential ensemble instances. In case (b), there are multiple mutually
exclusive options that the CPS solver has to traverse. This is, as expected, exponential, but
only in the dimension that determines variants—in our case the number of workers that
have been cancelled (and thus with the number of standby workers shared between the three
shifts).

We conducted the scalability experiments on Intel(R) Xeon(R) CPU E5-2660, running
on 2.20GHz. In the case of #1, we performed a warmup of 1000 computations and collected
10,000measurements for each size of the scenario. In the case of #2, we performed awarmup
of 10 computations and collected 100 measurements for each scenario size. We excluded
computations which exceeded 60s. The results are shown in Fig. 8a and b.

In case (a), the time needed to resolve the ensemble instances scales linearly with the
number of workers in a shift. Given the fact that 3 shifts are evaluated together, we can easily
compute the access rules for 1500 workers in approx. 3.5ms. Case (b) exhibits exponential

(a) 17 minutes to the shift (b) 13 minutes to the shift

Fig. 8 Evaluation results
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growth in time with the increasing percentage of late workers. Nevertheless, even for 10%
of late workers, it is possible to assign access grants to 1500 persons in 15s.

The same assignment process is performed for each factory in our running example. As
each factory has its own pool of shared standby workers, the ensembles (and consequently
the access rules) can be evaluated independently (as it is so in our test case) and in parallel.
Thus, the number of factories does not have a significant impact on the computation time,
which makes it possible to scale our use-case to arbitrarily large instances—assuming that
the size of a shift remains below 500 workers and the percentage of workers that do not
come to the shift is below 10%, which we believe is a realistic assumption.

5.3.1 Visualization
To allow for rapid development of access control specifications and immediate observations
of results, we have developed a visualization, which provides not only a live view of the
simulations, but can also be used for visualization of actual real-life data. Figure9 shows
a screenshot from the visualization of the running example where most of the workers in
the factory were simulated and the highlighted worker showed an actual person requiring
interaction with actual devices (access card readers, etc.).

The visualization has been developed using our tool IVIS [8],which provides a framework
for easy creation of IoT related visualization.

Fig. 9 Demo visualization
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6 RelatedWork

In this section we discuss work in several areas of research related to our approach.

Access Control Types Access control is one way to protect the resources of the system.
It regulates who can access protected resources and therefore increase the confidentiality
of the system. One established way of access control is Role-based Access Control RBAC
[13]. It groups users to roles and abstracts from the underlying user, which increases the
comprehensibility of access policies. However, the sole focus on roles does not allow to
easily model fine-grained access control policies that depend on the environment, like in
our running example, the period for entering the factory. Organisation-based Access Con-
trol (OrBAC) [18] considers more contextual information, by explicitly modeling context
information [9]. Originally, it could not support multiple organizations. However, newer
approaches [32, 35] exist for handling multiple organizations, as they might exist in Indus-
try 4.0. In contrast to our approach, their analysis does not support data flow definitions
or analysis based on the software architecture. Another approach considering the context
for access control is Attribute-based Access Control (ABAC) [16]. Here different Boolean
values can form logical conjunctions to model access policies.

Self-Adaptive AccessControl Policies Self-adaptiveRBAC (saRBAC) [30]models a system
by using Markov chains to determine unusual user behavior. On discovery, it automatically
adapts the access policies to mitigate potential attacks. In contrast to our approach, the
system’s architecture is not considered, andonly the user behavior is relevant for the adaption.
Verma et al. [34] describe an approach, which provides a policy generation for dynamically
established coalitions. This is similar to our dynamic approach. However, the coalitions
consist only of people with the same shared goal. Additionally, they are not dynamically
described as in our approach. Bailey et al. [5] introduce an approach for the management
of dynamic policy adaption and optimization using a MAPE-K loop. While this is similar
to our dynamic analysis, we use a unified modeling approach for components under direct
control and those beyond direct control, such as humans.

Model-Driven Approaches for Confidentiality Nguyen et al. [22] provide an overview of
different model-driven security analysis approaches. They conclude that most model-driven
approaches analyze confidentiality or access control, similar to our approach. The design-
time sensitivity analysis basically is a confidentiality analyses that contributes to the overall
access control analysis provided by the complete approach. In the following, we only discuss
closely related approaches as examples. UMLSec [17] is an UML profile extensions for
annotating security properties. These properties then can be analyzed with the CARiSMA
[1] tool. In contrast to our approach, they work on the control flow and have no coupling
to dynamic runtime policy management. Another UML extension is SecureUML [21]. It
uses internally an RBAC approach, which can be extended with OCL statements to support
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dynamic access control. It also provides an export function to use the policies during runtime.
However, they provide no analysis based on the data flow. Also, since their export functions
generate specific Java code, it cannot be reused easily in non-Java environments. The iFlow
[19] approach is an information flow analysis, which also uses UML profiles. Another
confidentiality analysis is SecDFD [33]. Similar to our static analysis, they analyze the
system based on the data flow. However, in contrast to our approach, there is no coupling
to a dynamic runtime analysis. R-PRIS [26] investigates changes during runtime, which
might introduce confidentiality issues. It uses a runtime model, which is compared to a
set of privacy rules. However, R-PRIS [26] only considers the location to determine the
confidentiality.

Code-Based Data Flow Analysis Similar to our static analysis, which analyzes the data
flow based on the architectural model, there are approaches that analyze them on source
code. Joana [31] and KeY [2] are two typically representatives for this. While they do not
need architectural models for the analysis, they need the full source code and are specific
to one language. Especially in Industry 4.0 environments, where multiple different software
systems interact, it might be complicated to apply them.

7 Conclusion and Outlook

Wepresented an approach to realize dynamic access control policies with a focus on Industry
4.0 systems that covers virtual and physical access control. The combination of both access
control types has the potential to strengthen the overall protection of data and physical
entities. The approach consists of two parts. First, there is a static design-time analysis to
determine the sensitivity of exchanged data in the system. Second, a runtime policy decision
point continuously evaluates the dynamic access control policies using the system state,
information about actors as well as precalculated data sensitivity. We demonstrated that
our approach was capable of making appropriate access control decision in presence of a
dynamically changing execution context by applying the approach to a realistic scenario in
Industry 4.0.

In the future, we will consider not only dynamic changes in the system or environment
but also dynamic changes in the policies required to handle new situations. Adjusting the
policies might be necessary because a new situation arises and there needs to be a policy
change in order to keep the system and its processes at least partially running. This requires
detecting upcoming situations and reacting to them. We will address this challenge as part
of the FluidTrust7 project.

Acknowledgements This work was funded by the DFG (German Research Foundation)—project
number 432576552, HE8596/1-1 (FluidTrust). It was also supported by funding from the topic Engi-

7 https://fluidtrust.ipd.kit.edu

https://fluidtrust.ipd.kit.edu


168 R.Heinrich et al.

neering Secure Systems of the Helmholtz Association (HGF) and by KASTEL Security Research
Labs (46.23.03). The work was also partially supported by the Czech Science Foundation project
20-24814J and partially supported by Charles University institutional funding SVV 260451.

References

1. Amir Shayan Ahmadian et al. “Model-Based Privacy Analysis in Industrial Ecosystems”. In:
Modelling Foundations and Applications - 13th European Conference, ECMFA@STAF 2017,
Marburg, Germany, July 19–20, 2017, Proceedings. Ed. by Anthony Anjorin and Huáscar
Espinoza. Vol. 10376. Lecture Notes in Computer Science. Springer, 2017, pp. 215–231. https://
doi.org/10.1007/978-3-319-61482-3_13.

2. Wolfgang Ahrendt et al., eds. Deductive Software Verification - The KeY Book - From Theory
to Practice. Vol. 10001. Lecture Notes in Computer Science. Springer, 2016. ISBN: 978-3-319-
49811-9. https://doi.org/10.1007/978-3-319-49812-6.

3. Rima Al Ali et al. “Dynamic security rules for legacy systems”. In: Proceedings of the 13th
European Conference on Software Architecture, ECSA 2019, Paris, France, September 9–13,
2019, Companion Proceedings (Proceedings Volume 2), ed. by Laurence Duchien et al. ACM,
2019, pp. 277–284. https://doi.org/10.1145/3344948.3344974.

4. Rima Al Ali et al. “Toward autonomically composable and context-dependent access control
specification through ensembles”. In: Int. J. Softw. Tools Technol. Transf. 22.4 (2020), pp. 511–
522. https://doi.org/10.1007/s10009-020-00556-1.

5. Christopher Bailey, David W. Chadwick, and Rogério de Lemos. “Selfadaptive federated autho-
rization infrastructures”. In: J. Comput. Syst. Sci. 80.5 (2014), pp. 935–952. https://doi.org/10.
1016/j.jcss.2014.02.003.

6. Steffen Becker, Heiko Koziolek, and Ralf H. Reussner. “The Palladio component model for
model-driven performance prediction”. In: J. Syst. Softw. 82.1 (2009), pp. 3–22. https://doi.org/
10.1016/j.jss.2008.03.066.

7. Franz Brosch et al. “Architecture-Based Reliability Prediction with the Palladio Component
Model”. In: IEEE Trans. Software Eng. 38.6 (2012), pp. 1319–1339. https://doi.org/10.1109/
TSE.2011.94.

8. Lubomír Bulej et al. “IVIS: Highly customizable framework for visualization and processing of
IoT data”. In: 46th Euromicro Conference on Software Engineering and Advanced Applications,
SEAA 2020, Portoroz, Slovenia, August 26–28, 2020. IEEE, 2020, pp. 585–588. https://doi.org/
10.1109/SEAA51224.2020.00095.

9. Frédéric Cuppens and Alexandre Miège. “Modelling Contexts in the Or- BAC Model”. In: 19th
Annual Computer Security Applications Conference (ACSAC 2003), 8–12 December 2003, Las
Vegas, NV, USA. IEEE Computer Society, 2003, pp. 416–425. https://doi.org/10.1109/CSAC.
2003.1254346.

10. Mohammad Dastbaz. “Industry 4.0 (i4.0): The Hype, the Reality, and the Challenges Ahead”.
In: Industry 4.0 and Engineering for a Sustainable Future. Ed. byMohammad Dastbaz and Peter
Cochrane. Cham: Springer International Publishing, 2019, pp. 1–11. ISBN: 978-3-030-12953-8.
https://doi.org/10.1007/978-3-030-12953-8_1.

11. Jyoti Deogirikar and Amarsinh Vidhate. “Security attacks in IoT: A survey”. In: 2017 Interna-
tional Conference on I-SMAC (IoT in Social, Mobile, Analytics and Cloud) (I-SMAC). 2017,
pp. 32–37. https://doi.org/10.1109/I-SMAC.2017.8058363.

https://doi.org/10.1007/978-3-319-61482-3_13
https://doi.org/10.1007/978-3-319-61482-3_13
https://doi.org/10.1007/978-3-319-49812-6
https://doi.org/10.1145/3344948.3344974
https://doi.org/10.1007/s10009-020-00556-1
https://doi.org/10.1016/j.jcss.2014.02.003
https://doi.org/10.1016/j.jcss.2014.02.003
https://doi.org/10.1016/j.jss.2008.03.066
https://doi.org/10.1016/j.jss.2008.03.066
https://doi.org/10.1109/TSE.2011.94
https://doi.org/10.1109/TSE.2011.94
https://doi.org/10.1109/SEAA51224.2020.00095
https://doi.org/10.1109/SEAA51224.2020.00095
https://doi.org/10.1109/CSAC.2003.1254346
https://doi.org/10.1109/CSAC.2003.1254346
https://doi.org/10.1007/978-3-030-12953-8_1
https://doi.org/10.1109/I-SMAC.2017.8058363


Dynamic Access Control in Industry 4.0 Systems 169

12. David F. Ferraiolo et al. Policy Machine: Features, Architecture, and Specification. en. Tech. rep.
NIST IR 7987r1. National Institute of Standards and Technology, Oct. 2015, NIST IR 7987r1.
https://doi.org/10.6028/NIST.IR.7987r1.

13. David F. Ferraiolo et al. “Proposed NIST standard for role-based access control”. In: ACMTrans.
Inf. Syst. Secur. 4.3 (2001), pp. 224–274. https://doi.org/10.1145/501978.501980.

14. Steven Furnell, ed. Securing information and communications systems: principles, technologies,
and applications. en. ArtechHouse computer security series. Boston:ArtechHouse, 2008. ISBN:
978-1-59693-228-9.

15. Sebastian Hahner et al. “Modeling Data Flow Constraints for Design-Time Confidentiality Anal-
ysis”. In: 18th IEEE International Conference on Software Architecture Companion, ICSA Com-
panion 2021, Stuttgart, Germany, March 22–26, 2021. IEEE, 2021, pp. 15–21. https://doi.org/
10.1109/ICSA-C52384.2021.00009.

16. Vincent C. Hu, D. Richard Kuhn, and David F. Ferraiolo. “Attribute- Based Access Control”. In:
Computer 48.2 (2015), pp. 85–88. https://doi.org/10.1109/MC.2015.33.

17. Jan Jürjens. Secure systems development with UML. Springer, 2005. ISBN: 978-3-540-00701-2.
https://doi.org/10.1007/b137706.

18. Anas Abou El Kalam et al. “Organization based access contro”. In: 4th IEEE International
Workshop on Policies for Distributed Systems and Networks (POLICY 2003), 4–6 June 2003,
Lake Como, Italy. IEEE Computer Society, 2003, p. 120. https://doi.org/10.1109/POLICY.2003.
1206966.

19. KuzmanKatkalov et al. “Model-Driven Development of Information Flow- Secure Systems with
IFlow”. In: International Conference on Social Computing (SocialCom’13). IEEE Computer
Society, 2013, pp. 51–56. https://doi.org/10.1109/SocialCom.2013.14.

20. Jeffrey O. Kephart and David M. Chess. “The Vision of Autonomic Computing”. In: Computer
36.1 (2003), pp. 41–50. https://doi.org/10.1109/MC.2003.1160055.

21. Torsten Lodderstedt, David A. Basin, and Jürgen Doser. “SecureUML: AUML-BasedModeling
Language for Model-Driven Security”. In: UML 2002 - The Unified Modeling Language, 5th
International Conference, Dresden, Germany, September 30–October 4, 2002, Proceedings. Ed.
by Jean-Marc Jézéquel, Heinrich Hußmann, and Stephen Cook. Vol. 2460. Lecture Notes in
Computer Science. Springer, 2002, pp. 426–441. https://doi.org/10.1007/3-540-45800-X_33.

22. Phu Hong Nguyen et al. “An extensive systematic review on the Model- Driven Development of
secure systems”. In: Inf. Softw. Technol. 68 (2015), pp. 62–81. https://doi.org/10.1016/j.infsof.
2015.08.006.26.

23. Ralf H. Reussner et al.Modeling and Simulating Software Architectures: The Palladio Approach.
The MIT Press, 2016. ISBN: 026203476X.

24. Kiana Rostami et al. “Architecture-based Assessment and Planning of Change Requests”. In:
Proceedings of the 11th International ACM SIG-SOFT Conference on Quality of Software Archi-
tectures, QoSA’15 (part of CompArch 2015). ACM, 2015, pp. 21–30. https://doi.org/10.1145/
2737182.2737198.

25. Ahmad-Reza Sadeghi, Christian Wachsmann, and Michael Waidner. “Security and privacy chal-
lenges in industrial internet of things”. In: Proceedings of the 52nd Annual Design Automation
Conference, San Fran-cisco, CA, USA, June 7–11, 2015. ACM, 2015, 54:1–54:6. https://doi.org/
10.1145/2744769.2747942.

26. Eric Schmieders, Andreas Metzger, and Klaus Pohl. “Runtime Model- Based Privacy Checks
of Big Data Cloud Services”. In: Service-Oriented Computing - 13th International Conference,
ICSOC 2015, Goa, India, November 16–19, 2015, Proceedings. Ed. by Alistair Barros et al.
Vol. 9435. Lecture Notes in Computer Science. Springer, 2015, pp. 71–86. https://doi.org/10.
1007/978-3-662-48616-0_5.

https://doi.org/10.6028/NIST.IR.7987r1
https://doi.org/10.1145/501978.501980
https://doi.org/10.1109/ICSA-C52384.2021.00009
https://doi.org/10.1109/ICSA-C52384.2021.00009
https://doi.org/10.1109/MC.2015.33
https://doi.org/10.1007/b137706
https://doi.org/10.1109/POLICY.2003.1206966
https://doi.org/10.1109/POLICY.2003.1206966
https://doi.org/10.1109/SocialCom.2013.14
https://doi.org/10.1109/MC.2003.1160055
https://doi.org/10.1007/3-540-45800-X_33
https://doi.org/10.1016/j.infsof.2015.08.006.26
https://doi.org/10.1016/j.infsof.2015.08.006.26
https://doi.org/10.1145/2737182.2737198
https://doi.org/10.1145/2737182.2737198
https://doi.org/10.1145/2744769.2747942
https://doi.org/10.1145/2744769.2747942
https://doi.org/10.1007/978-3-662-48616-0_5
https://doi.org/10.1007/978-3-662-48616-0_5


170 R.Heinrich et al.

27. StephanSeifermann,RobertHeinrich, andRalfH.Reussner. “Data-DrivenSoftwareArchitecture
for Analyzing Confidentiality”. In: IEEE International Conference on Software Architecture,
ICSA 2019, Hamburg, Germany, March 25–29, 2019. IEEE, 2019, pp. 1–10. https://doi.org/10.
1109/ICSA.2019.00009.

28. Stephan Seifermann et al. “A Unified Model to Detect Information Flow and Access Control
Violations in Software Architectures”. In: Proceedings of the 18th International Conference on
Security and Cryptography, SE-CRYPT 2021, July 6–8, 2021. Ed. by Sabrina De Capitani di
Vimercati and Pierangela Samarati. SCITEPRESS, 2021, pp. 26–37. https://doi.org/10.5220/
0010515300260037.

29. Stephan Seifermann et al. “DetectingViolations ofAccess Control and Information FlowPolicies
in Data Flow Diagrams”. In: The Journal of Systems and Software (2022). accepted, to appear.

30. Carlos Eduardo da Silva et al. “Self-Adaptive Role-Based Access Control for Business Pro-
cesses”. In: 12th IEEE/ACM International Symposium on Software Engineering for Adaptive
and Self-Managing Systems, SEAMS@ICSE 2017, Buenos Aires, Argentina, May 22–23, 2017.
IEEE Computer Society, 2017, pp. 193–203. https://doi.org/10.1109/SEAMS.2017.13.

31. Gregor Snelting et al. “Checking probabilistic noninterference using JOANA”. In: it Inf. Technol.
56.6 (2014), pp. 280–287. https://doi.org/10.1515/itit-2014-1051.

32. Khalifa Toumi, César Andrés, and Ana R. Cavalli. “Trust-orBAC: A Trust Access ControlModel
inMulti-Organization Environments”. Ed. by Venkat N. Venkatakrishnan andDiganta Goswami.
Vol. 7671. Lecture Notes in Computer Science. Springer, 2012, pp. 89–103. https://doi.org/10.
1007/978-3-642-35130-3_7.

33. Katja Tuma, Riccardo Scandariato, andMusard Balliu. “Flaws in Flows: Unveiling Design Flaws
via Information Flow Analysis”. In: IEEE International Conference on Software Architecture,
ICSA 2019, Hamburg, Germany, March 25–29, 2019. IEEE, 2019, pp. 191–200. https://doi.org/
10.1109/ICSA.2019.00028.

34. Dinesh C. Verma et al. “Generative policy model for autonomic management”. In: 2017 IEEE
SmartWorld, Ubiquitous Intelligence & Computing, Advanced & Trusted Computed, Scalable
Computing & Communications, Cloud & Big Data Computing, Internet of People and Smart
City Innovation, SmartWorld/SCALCOM/UIC/ATC/CBDCom/IOP/SCI 2017, San Francisco,
CA, USA, August 4–8, 2017. IEEE, 2017, pp. 1–6. https://doi.org/10.1109/UIC-ATC.2017.
8397410.

35. Zeineb Ben Yahya, Farah Barika Ktata, and Khaled Ghédira. “Multiorganizational Access Con-
trol Model Based on Mobile Agents for Cloud Computing”. In: 2016 IEEE/WIC/ACM Interna-
tional Conference on Web Intelligence, WI 2016, Omaha, NE, USA, October 13–16, 2016. IEEE
Computer Society, 2016, pp. 656–659. https://doi.org/10.1109/WI.2016.0116.

https://doi.org/10.1109/ICSA.2019.00009
https://doi.org/10.1109/ICSA.2019.00009
https://doi.org/10.5220/0010515300260037
https://doi.org/10.5220/0010515300260037
https://doi.org/10.1109/SEAMS.2017.13
https://doi.org/10.1515/itit-2014-1051
https://doi.org/10.1007/978-3-642-35130-3_7
https://doi.org/10.1007/978-3-642-35130-3_7
https://doi.org/10.1109/ICSA.2019.00028
https://doi.org/10.1109/ICSA.2019.00028
https://doi.org/10.1109/UIC-ATC.2017.8397410
https://doi.org/10.1109/UIC-ATC.2017.8397410
https://doi.org/10.1109/WI.2016.0116


Challenges in OT Security andTheir Impacts
on Safety-Related Cyber-Physical Production
Systems

Siegfried Hollerer , Bernhard Brenner, Pushparaj Rajaram Bhosale,
Clara Fischer, Ali Mohammad Hosseini, Sofia Maragkou,Maximilian Papa,
Sebastian Schlund,Thilo Sauter andWolfgang Kastner

Abstract

In Cyber-Physical Production Systems (CPPS), integrity and availability of hardware and
software components are necessary to ensure product quality and the safety of employees
and customers, while the confidentiality of engineering artifacts and product details must
be kept to hide company secrets. At the same time, an increasing number of Internet
connected control systems causes the presence of new attack vectors. As a result, unau-
thorized hardware/software modifications of CPPS components through cyber attacks
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become more prevalent. This development raises the demand for proper protection mea-
sures significantly, not only to ensure product quality and security but also the safety
of people working with the machinery. In this chapter, we describe vulnerable assets of
Operational Technology (OT) and identify information security requirements for these
assets. Based on this assessment, possible attack vectors and threat models are discussed.
Furthermore, measures against the mentioned threats and security relevant differences
between OT and Information Technology (IT) systems are outlined. To manage a CPPS
and its related threats, risk management will be addressed in more detail. Although safety
and security should no longer be viewed as isolated, there are several challenges of inte-
grating safety and security, which can lead to struggles and trade-offs. For this reason, the
“Safety and Security Lab in Industry” currently investigates different aspects of future
integrated solutions covering both safety and security. Challenges of such integrated
solutions are outlined at the end of the chapter.

1 Introduction

Today’s intelligent production environments employ a plethora of communication networks,
ranging from classical fieldbus systems and (industrial) Ethernet solutions to traditional
office networks and, more recently, an increasing number of wireless technologies [1]. The
implementation of this communication structure, however, requires expertise and standards
to address challengeswith security impacts on vulnerable human-machine safety [2]. In order
to deal with this topic in more detail, we first briefly define the current network architectures
and possible communication actors.

1.1 Production Network:The Automation Pyramid

Networks used in industrial production systems have a wide variety of requirements that are
not the same at every level of the company. Historically, such systems were structured as
an automation pyramid like the one shown in Fig. 1. When moving from the top to down,
the number of components increases, though the number of data decreases. For example,
the highest layer aggregates data from the bottom layers consisting of multiple sensors,
actuators, and controllers. This kind of data flow makes data density higher in the upper
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Fig. 1 Automation pyramid [5]

layers. The automation pyramid dates back to the 1970s and is no uniformway of describing
production systems. Actually, there is a large variety of such hierarchical models, and recent
developments around Industry 4.0 have further increased system complexity [3].

A contemporary way of looking at the automation hierarchy is to distinguish between
Information Technology (IT) and Operation Technology (OT). Here, OT provides availabil-
ity and safety in monitoring and controlling technical processes. In contrast, IT focuses on
computer systems, networks, and software to process and distribute data. In recent years,
however, the IT andOTboundaries are disappearing, and the borders between the automation
pyramid layers are not that accurate anymore [4].

1.2 Cyber-Physical Systems

A Cyber-Physical System (CPS) combines two components, a physical entity, and a cyber
unit. Figure2 shows an abstract depiction of a CPS and its interfaces, where hardware
components (i.e., mechanical, electric, and electronic parts) are enhanced with software.
This enables the system to interact with its environment, receive signals, data and commands,
as well as deliver them [6]. The seamless integration of physical computation and network
components results in a complex nature of two orthogonal components (cyber and physical)
whichmakes protecting such systems go beyond securing each of them in an isolatedmanner
[7].
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Fig. 2 Abstract depiction of a CPS

1.3 Cyber-Physical Production System (CPPS)

If one or more CPSs are integrated into a production environment, a CPPS is created. Here,
CPSs are combined and communicate with each other, and use the information of the others
to optimize the production process [8].

Figure3 illustrates an example of a CPPS built of multiple CPSs. This system includes
a collaborative robot (cobot), which is a stationary lightweight production robot without
the need of any safety fences [9]. A mobile robot can also accept jobs from the control
system and then perform transport tasks as CPS [10]. As an extension, a mobile robot with
an attached industrial robot, also called a mobile manipulator, enables more complex and
flexible work tasks [11].

Fig. 3 CPS in a production environment forming a CPPS



Challenges in OT Security and Their Impacts on Safety-Related… 175

To ensure that these tasks are carried out safely, the entire environment can be monitored
by various sensors and Industrial Control Systems (ICS), for example, in the form of Pro-
grammable Logic Controllers (PLCs) [12]. The required data can then be exchanged either
in a wireless or wired fashion. Finally, this data can be used for various algorithms such as
predictive maintenance or presented directly to the user through data glasses [13]. Owing to
their complexity, robots, even more so in collaborative settings, are good examples of CPS
that process production jobs [14].

1.4 Motivation

In summary, CPSs provide data accessing and processing functionality. Furthermore, the
introduction of CP(P)S into production system engineering brings, on one hand, many
benefits, such as a gain of efficiency for manufacturers. On the other hand, the reliance on
complex and all-time connected software introduces new attack vectors. A major risk lies
in the increasing capabilities of the CPS components: As devices become more intelligent
and interconnected, the risk of cyber-attacks is increasing. Besides data theft, espionage,
and the associated economic damage, attacks on, e.g., production robots can lead to human
injury. Awareness is slowly increasing, but still, more than 48% of the surveyed German
companies reported that they see a low risk of a cyber-attack on their own company [15].

Therefore, this work will focus on the challenges in OT security and their impacts on
safety-related CPPS. In particular, we identify the current state of the art and especially
its limits and challenges in the information security of modern CPPSs based on a holis-
tic view, including mechanical properties, control systems, risk management, and network
communication.

2 Vulnerable Assets of a CPPS

In Sect. 1, a CPPS and examples of possible components are presented (cf. Fig. 3). In case
of an attack on this system, all components of a CPPS can be affected. But what are the
exact assets of a CPPS that have to be protected against attacks?

An overview including vulnerable assets of a CPPS is presented in Fig. 4, to illustrate the
answer to this question.

On one hand, CPPSs consist of tangible assets. These can be seen as components of a
single CPS and can be physical, cyber, or both. On the other hand, a CPPS has intangible
assets, which can be seen as safety and security requirements every system should comply
with.
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Fig. 4 Graphical overview of the tangible and intangible assets of a CPPS (based on [6, 16])

2.1 Tangible Assets

The tangible assets assigned to a CPPS represent the technologies used. They can be con-
sidered as the baseline of understanding the following terms and concepts since each tech-
nology can be investigated separately under the concept of safety and security. Therefore,
these assets should continue to be considered as parts of a CPPS (cf. Fig. 3 in Sect. 1) [6].

Furthermore, these assets are also categorized by physical and cyber components. The
physical ones are the rigid components, like actuators and sensors. Embedded systems con-
sist of both physical and cyber components. Cyber assets are networks, communication
systems, and data. These are now described in more detail below.

Rigid Components are the parts including bodies, joints, and various force elements. They
represent the mechanical parts of a CPS. From the security point of view, the rigid compo-
nents are an asset because:

• they are needed for the proper function of the whole CPPS and thus for the CPPS’s
availability,

• they can be attacked physically,
• they must be protected, for example, by means of physical access control.

Actuators are the elements of a CPPS that enable the active, direct interactionwith the phys-
ical environment and the desired impact on the product. Examples for actuators are motors
executing certain movements, heating/cooling, optical or acoustic emissions. Actuators are
assets because they:
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• can cause damage or injuries if operated by unauthorized subjects,
• are relevant for the proper operation of the CPPS.

Sensors serve the purpose of detecting and quantifying the physical aspects of the environ-
ment. We consider the set of sensors an asset because:

• the integrity of proper sensor values is crucial to product quality and human’s safety,
• their availability is crucial to the reliable operation of the CPPS.

Embedded Systems are a combination of computer hardware and software designed for a
specific function [17]. They can be seen as the brain of the system, and we consider them
as assets because they:

• control the actuators and the sensors which are assets themselves,
• log data where integrity is of relevance for the proper function of the CPPS and regular

product parameters,
• implement their specific control logic (e.g., open and closed-loop control).

Networks include wired and wireless connections to enable the CPS to communicate with
other CPSs as well as with other network nodes, such as engineering workstations, control
hosts, or log servers. We also consider the network components as an asset because:

• the confidentiality, integrity, and authenticity (three of the intangible assets) of messages
depend on the network,

• the availability of the network itself and of sufficient bandwidth depends also on the
network component.

Communication itself refers to the information exchanged between devices within the
system. While “network” focuses on the connection and all measures necessary to function
properly, like addressing and administrative traffic, “communication” is the set of actual
payload exchanged. We define the communication component as an asset since:

• the confidentiality, integrity, and authenticity (three of the intangible assets) of exchanged
information depends on this component as well,

• the component itself uses a network but may build its own secure channel to exchange
information in an authenticated and confidential way.

Data include all the information that can be stored on a storage medium. Data are created or
processed in control units and may be distributed among subsystems. The data component
is also defined as an asset because:
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• the confidentiality is relevant for the company’s competitive advantage,
• the integrity of data is relevant for product quality,
• the integrity of programs, artifacts, and orders is crucial for proper production operation

and production safety.

2.2 Intangible Assets

The second group of vulnerable assets of a CPPS (cf. Fig. 3 in Sect. 1) are the intangible
ones. Apart from the tangible assets, these intangible assets of a system, the mandatory
safety and security requirements, have to be protected as well.

Human safety is at least from the ethics viewpoint the most important intangible asset. For
this reason, this asset is placed in the middle of the triangle of Fig. 4. Its aim is that no matter
what is going to happen with any kind of system, a human worker shall never get harmed
by any machine or its environment. A basic requirement to guarantee this would be the
machine directive as national law. Furthermore, every CPS has to follow specific standards
and guidelines for human safety, as every system is different.

The basic security requirements to prevent a system of an attack are represented by the so-
called “CIA triad” (see Fig. 4). In the standard form, it consists of confidentiality, integrity,
and availability [18].

Confidentialitymeans that unauthorized persons do not have access to any data or functions
of the system [19]. It is considered as an asset because:

• lack of confidentially of sensitive data, such as product design, may lead to serious
economic loss and loss of market position,

• unauthorized access to control signals, like control switches, can cause an unwanted
interrupt in the production line or a false alarm,

• unauthorized control access can be the entry point for a multitude of attacks.

Availability implies that data and functions of the system are available whenever desired
by authorized personnel [20]. Availability is one of the assets of a CPPS because:

• in a production system, non-availability can result in delayed delivery,
• non-availability of safety-related infrastructure can cause injuries,
• non-availability of information can cause a competitive disadvantage for the CPPS oper-

ator.

Integrity refers to the property of accuracy and completeness [20]. Here, it means the
accuracy and completeness of data, messages exchanged within the CPPS, and also control



Challenges in OT Security and Their Impacts on Safety-Related… 179

circuitry. This implies that every change of these assets is only performed by authorized
personnel. For the following reasons, integrity is considered as an asset since:

• integrity of data, like product parameters, is crucial to ensure the products functional and
safety requirements as intended,

• it is crucial for program logic, since machinery may only be given authorized, intended
instructions,

• integrity of integrated circuitry is important to prevent hardware trojans,
• it is crucial for exchanged messages (including machine-to-machine communication),

for proper and intended operation of the CPPS.

The classical CIA triad can be extended with three additional assets: authenticity, privacy,
and non-repudiation [16].

Authenticity is defined as the property that every entity within the system is what it claims
to be [20]. The requirements set by this property can be seen as a subset of the requirements
of “integrity”. Breaking the authenticity of a CPPS would mean injecting or modifying
exchanged messages or hardware—for example, on the supply chain. We consider it an
asset because:

• broken authenticity may result in unexpected behavior of the CPPS, faulty products, or
even hardware trojans within the CPPS’s components itself.

Privacy relates to an individual’swish tomanagewhohas access to personal information like
age or address. In the context of a CPPS, personal information can also include data that are
created during a production process [21]. Besides personal interests, also for ethical reasons,
not all of these should be accessible to everyone. Therefore, privacy can be considered as
an asset because:

• the leakage of employees’ information in a company such as a name, date of birth, age,
phone number, and addressmight endanger their life, especially in a sensitive organization
or company,

• some CPPS technologies, like trackingmodules, track andmonitor not only themachines
but also the human workers.

Non-repudiation is opposed to the authentication process and aims to identify malicious
people who have already proven their identity through an authentication process [22]. We
consider it as an asset because:

• authenticated people may act as a Trojan to plunder other intangible assets, like privacy
and confidentiality.
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Though clearly distinct in theory, tangible and intangible assets are interrelated and cannot
be treated separately. Tangible assets can be attacked in a deliberate manner, which may also
have an unintentional effect on intangible assets. For example, if the sensors are attacked,
it can have an impact on human safety. Moreover, if the data of a process are attacked,
confidentiality and integrity can no longer be guaranteed.

3 Threat Modeling and AttackVectors

Threat modeling is referred to as a structured approach that allows a systematic identification
and rating of all the security-related threats that are most likely to affect a system under
consideration [7]. There are three main types of threat modeling, each of them focusing on
another aspect: asset modeling, attacker modeling, and software modeling [23]. Within the
context of this work, we focus on the assets presented above and attacker modeling.

3.1 Complexity of CPPS Attacker Modeling

In [24], an attacker model for CPS (cf. Fig. 3 in Sect. 1) is proposed in which CPSs are
divided into two layers: a physical layer that consists of sensors and actuators interacting
with given properties of the environment of interest (such as temperature or humidity) and
the cyber layer that transforms the perceived data into information, exploited for driving the
environment towards a given goal—possibly, but not necessarily, by means of the actuators.
The physical layer inevitably requires physical access to be attacked, whereas the cyber
layer requires some form of a direct or indirect communication channel to be attacked. The
author further mentions that, as opposed to an IT system, a cyber-physical system can be
influenced only by affecting its environment. However, there are possibilities to influence
the physical layer also without physical access, if access to the cyber layer is possible
in advance. This is in particular feasible if hardware relies on a system on a chip (SoC)
since many manufacturers depend on third-parties in design as well as in manufacturing
[25]. Due to the need to outsource the design and fabrication procedure and the use of
third-party intellectual property (3PIP) cores, SoCs are becoming vulnerable to malicious
modifications. A hardware Trojan inserted by electronic design automation (EDA) tools or
through 3PIP cores can cause not only denial of service (DoS) attacks but can also leak
important information or even change the original functionality of the circuitry.

3.2 CPS-Specific Threat Modeling

Attacker models from the IT world are no longer sufficient for the area of CPSs (cf. Fig. 3
in Sect. 1) for two reasons. First, there exist differences in requirements and maintainability
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of OT components which are discussed in more detail in Sect. 4.1. Second, attacker models
from IT, such as the Dolev-Yao model widely used in protocol security and distributed
systems, neglect the existence of additional attack vectors of the physical space [26]. This
additional attack surface requires extended models [7, 24, 27].

In [27], a taxonomy of CPS-specific attacker models is presented, and a framework based
on the proposed taxonomy is derived. This taxonomy is illustrated in Table1. Beyond that,
they propose a set of attacker profiles, covering most attacker types found in the observed
set of publications. In their framework, they distinguish six types of attackers, classified by
properties such as their capabilities (i.e., qualification and resources), interests, and levels
of required stealth. Their categorization starts with the “basic user” who is assumed to have
neither high attack knowledge nor a lot of resources and ends with the “nation-state attacker”
who is assumed to have high knowledge and high resources. For the context of our work,
we refer to their attacker model.

3.3 Threats Against CPPS Assets

In Sect. 2 and with Fig. 4, we listed possible assets, that is, components of a CPPS that are
worth protecting. Next, we address possible attacks, i.e. threats, to these assets. However,
we do not provide a comprehensive taxonomy of network attacks. It would be beyond the
scope of this work for the IT as well as for the OT case [28, 29]. In general, we want to
structure the possible threats into the four dimensions as depicted in Fig. 5. A threat either
concerns logical entities or physical components and is carried out either in a remote or
onsite (local) manner. A combination of threats w.r.t. remote-logical, local-physical, etc. is
possible. The two-dimensional matrix lists a few examples that fall into these categories.

Physical Threats
A physical threat is caused by potential attacks having a physical impact on the CPPS.
This physical impact can either be destruction, removal (including theft) or an influence on
systems componentwith the aim to cause irritation—e.g., by influencing sensorsmaliciously.
Obviously, the physical components of the CPPS are prone to this threat. Nevertheless,
physical attacks may also impact logical assets: data, for example, are endangered by the
possibility that the physical data carriers are stolen or destroyed. Examples of physical
attacks include theft and vandalism, but also the installation of additional hardware for the
conduction of logical attacks for a later point in time. Putting paint or other substances on
a sensor to disable it is just another example of a physical attack.

Logical Threats
Logical threats are threats that address the cyber components of the CPPS. In particular,
logical threats may endanger either communication payload, data, or the availability of the
cyber layer. Successful logical attacks may have consequences for the physical layer as well,
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Table 1 Attacker Types [27]

Name Description

Basic user This is the basic unstructured hacker, cracker, or
hobbyist and someone who uses established and
potentially also automated techniques to attack a
system. The adversaries have average access to
hardware, software, and Internet connectivity
purchasable with average personal funds or theft
from their employers

Insider The insiders are basic users with the difference
of the employment position inside the company.
The privileges they own tightly correlate to their
employment position (user, administrator,
supervisor, etc.). This type is of high importance
for systems where the main protection is an air
gap between the systems network and Internet
which is often the case in current CPS

Hacktivist The hacktivists (a word combining the words
hacker and activist) use their hacking abilities to
promote a political agenda. Their intentions are
often related to freedom of information

Terrorist The terrorist or cyber-terrorist is a politically
motivated attacker who uses computers and IT
to cause severe disruption or widespread fear

Cybercriminal This is the “black hat” type of hacker, i.e., an
attacker with high knowledge and skills but
criminal intentions. This category of attackers
takes advantage of known vulnerabilities and
may even find zero-day vulnerabilities on their
own. Their goals can range from blackmailing
and espionage (industrial forebrain) to sabotage

Nation-state attacker This type of attacker is sponsored by a
government. They are possibly belonging to a
state organization for carrying out offensive
cyber operations. Typical targets are general
intelligence, but also public infrastructure
systems, traffic management, and power or
water systems

e.g., control code or hardware designs can be influenced through logical attacks. Examples
for logical attacks can be taken from IT networks and reach from Denial of Service attacks,
or malware and information exfiltration, to taking control over a target CPS.
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Fig. 5 Categorization of Threats

Local Threats Versus Remote Threats
We further divide threats into a second dimension since attacks can be conducted locally, that
is, within the premises of the company, or remotely. Physical attacks are in most cases local
but can also be conducted remotely—for example, by steering a drone towards the premises
of a company for destruction, theft, or observation purposes. Although logical attacks are
in principle carried out in a remote manner, the ability to access network nodes physically
opens a variety of additional attack vectors (cf. Table2).

3.4 AttackVectors

An attack vector (also called threat vector) is an entry point on any accessible asset [30].
Each attack vector aims at one or more of the basic security requirements (the CIA triad).
Successful attacks can lead to loss of control, loss of insight into the process, or loss of data.
For example, this can include situations where users note unusual behavior but cannot make
changes to the system, or the information about the underlying system is flawed and the user
is not aware of the manipulation [31].

An attack surface is any asset or information which could be misused by an attacker.
This includes system information reachable from the Internet, such as product data sheets
or exposed sensitive information about system components which could aid hackers, up to
posts of employees in social media. Large attack surfaces are, for instance, systems and
products directly coupled to the Internet. Isolated computers in internal networks, like lab
computers, are considered small attack surfaces [30].
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Attack vectors are basically methods of how a hacker will attempt to attack assets. Those
vectors include how assets handle data on communication paths. Communication paths are
important since they can change the potential impact of an attack. For instance, if an Internet-
facing asset with a low criticality rating can be used to access other internal (more critical)
systems, it should also get attention. Table2 shows common attack vectors.

Exploiting vulnerabilities through the mentioned attack vectors can cause unwanted sce-
narios such as malware infection. For example, the ICS malware Stuxnet was discovered
in 2010 and targeted PLCs (Programmable Logic Controllers). Stuxnet was able to attack
Siemens PCS 7, S7 PLC, and WinCC systems. This malware exploited four vulnerabilities
which led to remote code execution. At the end of 2010, approximately 100,000 hosts were
infected around the globe. Stuxnet traditionally got into an environment via a USB flash
drive or external hard drive. After plugging in the infected external drive, themalware looked
for systems that had Siemens Step7 software running to execute the malicious payloads via
peer-to-peer network communication. [30] Mapping this behavior to the attack vectors in
Table2, physical access via USB ports opened the doors for the malware to the internal
network. Before doing any harm and starting the infection, the malicious USB device had to
be placed on a system in the internal network by someone. Therefore, the root cause was, in
this case, users, who plugged in the compromised USB device on a suitable system where
the infection had its origin. Afterwards, it spread through the network to ICS systems and
devices. Table2 lists further common attack vectors.

4 Measures Against Threats

Consortia from academia and industry have defined different security standards, guidelines,
and best practices that provide recommendations or requirements. Besides standards focus-
ing on general information security standards, there are industry-specific security standards
as well [30].

There are significant differences when dealing with security in the ICS domain compared
to the IT domain. These differences demonstrate the need for a different approach regarding
security measures in ICS environments (cf. Fig. 3 in Sect. 1).

4.1 Security Relevant Differences Between IT and OT Systems

The performance and reliability requirements of ICSs differ from those of IT systems. Typi-
cally, communication systems, operating systems, and applications are used thatmay be con-
sidered unconventional in IT environments. Originally, IT systems were isolated from ICS,
where proprietary control protocols using specialized hardware and software were running.
There is a trend that (industrial) Ethernet and Internet Protocol (IP) devices are replacing
legacy solutions which increases the attack surface of ICS. IT solutions are adopted to enable
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Table 2 Common Attack Vectors [30]

Access Vector Possible Attack Vectors

Network Adjacent internal networks (wired/Ethernet)
(e.g., business network or DMZ)

Compromised dual-homed device from an
adjacent device (e.g., engineering workstation)

Compromised devices on the local network

Internet (including cloud and multi-tenant
environments)

WiFi networks

Split tunneling (often via VPN used by staff at
insecure remote locations)

Other radio connections such as WirelessHART,
ZigBee

ICS and devices CPS, sensors, actuators, controllers, industrial
PCs, PLCs, SCADA systems, ...

Applications (residing on workstations, servers
and devices)

Network service ports which includes industrial
protocols like Modbus (default TCP/IP port
502), SSH (default TCP/IP port 22) and remote
desktop (default TCP/IP port 3389), etc.

File input/insertion

User input (includes local applications and web
interfaces)

Data input such as libraries and DLLs

Physical access USB ports (including USB sticks, keyboards or
smartphones charged via USB)

Serial and parallel ports

Other data ports at the device like
SATA/eSATA, HDMI, Display Port, PS/2
Keyboard and mouse input

Users (social engineering) Direct social interaction via phone or in person

Email and social media

Office applications such as PDF readers, email
clients and Internet browsers

Supply chain Chip/hardware modification

Application/firmware code modification

corporate connectivity and remote access, which leads to less isolation for ICS from both
company internal networks (e.g., office and enterprise IT) and the external networks (e.g.,
Internet or remote support connection for system integrators). In such scenarios, however,
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defense-in-depth approaches have been proposed many years ago [32] and are now a proven
security strategy, together with appropriate access control [33].

The following aspects are relevant for security considerations in ICSs [34]:

Timeliness and Performance Requirements ICSs are typically time-critical due to the
need for reliable and deterministic responses. Therefore, acceptable delay and jitter are
defined by the individual installation. Throughput is secondary in ICS environments. In IT,
it is the other way around: Throughput is prioritized, while delay and jitter are not critical.
Automated response time or response to human interaction is crucial in some cases (e.g.,
the usage of collaborative robots in CP(P)Ss).

Availability Requirements ICS processes are typically continuous, and unexpected out-
ages cannot be tolerated. Outages (e.g., due to maintenance) have to be scheduled days or
weeks in advance. To meet the high availability requirement (ICSs often cannot be simply
restarted without affecting production), exhaustive testing before deploying is necessary.
Since even just a temporal outage is often not an option, ICSs can have redundant compo-
nents installed to ensure availability during outages.

Risk Management Requirements This topic is discussed in more detail in Sect. 5.

Physical Effects ICS devices (e.g., PLCs, operator stations) control and interact with phys-
ical processes, which can lead to physical events, whereas IT does not interact with the
physical environment in a comparable manner.

SystemOperation ICS operating systems and networks can be quite different from IT and
require different skill sets, experience, and expertise. Therefore, industrial communication
networks are often managed by control engineers instead of IT administrators.

Resource Constraints ICSs typically use resource-constrained systems (CPS), which lack
the possibility to include state-of-the-art IT security capabilities (e.g., resource intensive
encryption, error logging, password protection). Furthermore, using exactly the same IT
security practices at ICSs can lead to availability and timing issues. Adding resources,
computing power, or features to meet current security capabilities may not be possible.

Communications Communication protocols and media may be proprietary and different
from most IT environments.

Change Management Using outdated software can be a severe vulnerability on both IT
systems and ICSs. In IT environments, software updates (including security patches and
fixes) are typically deployed regularly in a timely fashion based on security policies and
procedures which can be automated. In the ICS environment, software updates have to be
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tested exhaustively by both the vendor and the end-user prior to deployment. This process
also has to be scheduled days or weeks in advance. Beyond that, ICSs may require revalida-
tion during the update process and can use older, unsupported versions of operating systems
which can lead to the situation that patches, updates, or fixes are no longer available. Besides,
the software change management process can also be applied for hardware and firmware,
which also requires careful assessments by experts.

Managed Support IT systems usually allow diversified support, whereas ICS support is
sometimes only possible through a single vendor. Sometimes ICS vendor license and service
agreements prevent the usage of third-party security solutions leading to the loss of service
support when doing so without vendor acknowledgment or approval.

Component Lifetime The lifetime of usual IT components is 3 to 5years because of the
speed of technology evolution in this area. In the ICS environment, the typical lifetime is in
the order of decades [12].

Component Location Usually, IT components and some ICSs are located in facilities
accessible by local transportation. Largely distributed ICS components can be installed at
far distances and generate a higher transport effort. Thus, the component location also has
to be considered for physical security measures.

Thesementioned differences in IT environments also lead to additional or different attack
vectors and show the need for specific threat modeling approaches. To protect against those
attack vectors, governments and industry organizations have defined different security stan-
dards, guidelines, and best practices that provide recommendations or requirements tailored
to ICSs [30]. The standards, IEC 62443 and NIST Special Publication 800-82 are examples
for such security standards tailored for ICSs.

Weak security can lead to situationswhere operators ofmachines could get harmed, as the
following example shows: The machine should enter a safe state once the light grid has been
activated. Due to weak or missing security measures, the system gets manipulated and data
of the light barrier can not be evaluated anymore. Thus, the safety function is deactivated
and the machine continues to operate also when operators are next to it. Such safety-related
communication in ICSs is addressed by the IEC 61784 standard.

4.2 IEC 62443

IEC 62443 consists of a series of standards that provide a framework to address and mitigate
security vulnerabilities in Industrial Automation and Control Systems (IACS). It can be used
by asset owners, system integrators, product suppliers, service providers, and compliance
authorities (including government agencies and regulators to verify compliance with laws).
Product suppliers, service providers, and system integrators can use it to validate if their
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products and services can provide the security capability to meet the asset owner’s security
requirements.

The previouslymentioned security requirements are based on the following seven security
related topics, called foundational requirements in IEC 62443:

• Identification and authentication control
• Use control
• System integrity
• Data confidentiality
• Restricted data flow
• Timely response to events
• Resource availability

Figure6 illustrates the structure of the IEC 62443 standard series. It is designed for several
layers of an ICS to address a comprehensive set of potential threats and security vulnera-
bilities. The layer general clarifies the used terminology, definitions, and vocabulary, which
leads to a common understanding throughout the whole standard series. The part policies
& procedures deals with organizational topics, system addresses technical architectures as

Fig. 6 Overview of the IEC 62443 Series of Industrial Security Standards [35]
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a whole and component focuses on single components of a system (e.g., a robot). Different
parts of the standard series are still in draft or reviewing state at the time of writing.

4.3 NIST Special Publication 800-82

The latest version of this standard, revision 2, was published in 2015 and includes recom-
mendations for security, management, operational, and technical security controls in ICS
environments [30]. NIST Special Publication 800-82 rev. 2 provides an overview of ICSs,
typical system topologies and architectures, known threats and vulnerabilities and suggests
security countermeasures to decrease corresponding risks. The suggested countermeasures
are described on a conceptional, high-level view (e.g., doing network segmentation) as well
as on a more technical, detail-oriented view (e.g., recommendations for common services,
like DNS, HTTP, (T)FTP, DHCP, SSH, SMTP, SNMP, DCOM). It also advises how ICS
security programs can be developed and deployed. Another part of the standard deals with
the application and implementation of security controls to ICS environments and has a broad
intended audience:

• Control engineers, integrators, and architects who design or implement secure ICS
• System administrators, engineers, and other IT professionals who administer, patch, or

secure ICS
• Security consultants who perform security assessments and penetration testing of ICS
• Managers who are responsible for ICS
• Senior management who are trying to understand implications and consequences as they

justify and apply an ICS security program to reduce impacts on business functionality.
• Researchers and analysts who try to understand the security needs of ICS
• Vendors that develop products that will be deployed as part of an ICS

4.4 IEC 61784

The standard IEC 61784 relates to industrial communication and defines a group of protocols
specific communication profiles in line with the IEC 61508 series. The third part of the
standard addresses safety and security aspects and demonstrates the principles of functional
safety-related communication, taking into account issues raised by IEC 61508. Functional
safety is a part of overall safety that can ensure the correct operation of machinery and
systems.

Detection of a potentially threatening situation is a primary part of functional safety.
Subsequently, the activation of a protective or corrective device or mechanism is required to
prevent hazardous events. In IEC 61508, the safety communication layers provide the nec-
essary confidence in the transportation of information transmission in the underlying com-
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munication system. The IEC 61784-3 introduces safety communication layers that enable,
e.g., a fieldbus to work in the application areas that demand functional safety and provides
details about:

• Fundamental principles for implementing the requirements of the IEC 61508 series for
safety-related data communication, including potential communication faults, corrective
measures, and considerations influencing data integrity.

• Functional safety communication profiles for various communication profile families in
IEC 61784-1 and IEC 61784-2, including safety layer extensions to the communication
service and protocols sections of the IEC 61158 series.

5 Risk Management

Risk management provides an important insight into the safety and security implementation
for industry and also makes it cost-effective [36]. The primary focus is to:

• provide safety and security to personnel, critical infrastructure, information, and assets,
• prevent damage to environment and image (reputation) of an organization, and
• provide stability and maintenance of efficiency of CPS for a safe and secure operation of

a CPPS.

As CPPSs have physical and cyber assets, which impact the risk assessment, the approach
to risk management must take into account the primary focus mentioned above and provide
convenient security solutions to the critical and non-critical components of the constituting
CPSs. Relevant terms defined for the risk management process include [37],

• Risk: effect of uncertainty on objectives (goals or outcomes),
• Residual risk: risk that remains after risk treatment,
• Acceptable risk: informed decision of the organization to go ahead with the risk, based

on analysis,
• Tolerable Risk: organization’s readiness to bear the risk after the risk treatment in order

to achieve its objectives.

Risk management is a continuous cycle of identification, evaluation, and prioritization of
risks followed by coordinated and economical application of resources tominimize,monitor,
and control the probability or impact of unfortunate events or to maximize the realization
of opportunities [38]. The risk management process provides a necessary framework for the
actions to be taken. These are the influential steps applied by the management to estimate
and control risks.
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Fig. 7 Risk management process

The objective is to have an understanding of the economic impact of one or more com-
promised safety and security features of CPSs and the overall disruption in the functionality
of a CPPS. The first step is to identify the risk, then to analyze and evaluate it. Later, this
risk is introduced to the treatment steps. The last step is not a separate action per se, but
to monitor the result of the previous step continuously and to calculate the residual risk.
This residual risk should be within the acceptable level provided by the organization. The
documentation of these steps helps in future analysis. Figure7 illustrates the steps involved
in the risk management process.

Risk Identification
Risk identification is the process of finding, recognizing, and describing risks [37]. It defines
a risk profile by identifying the sources and events of risks. It also describes the causes and
potential consequences of the identified risk. Historical data provided by the organization,
stakeholder analysis, expert opinions, and theoretical analysis are used [38]. Risk identifica-
tion for a CPS can be performed by following the threat modeling and attack vector analysis
mentioned in Sect. 3.

Risk Analysis
Risk analysis determines the nature of risks and also the level of risks [37]. It marks the
basis for risk evaluation and the future decisions that will follow for the risk treatment. One
of the prerequisites to risk analysis is threat analysis. There are two methods that can be
used [39]:

• Qualitative analysis is a non-statistical approach and an in-depth examination of an asset,
threat, and vulnerabilities. They are scaled from “High” to “Low” or 1 to 5, based on



192 S.Hollerer et al.

Table 3 Risk assessment methods based on [40]

Safety assessment methods Security assessment methods Integrated methods

Fault Tree Analysis (FTA) Attack Tree Analysis (ATA) Boolean logic-driven Markov
processes (BDMP)

Failure modes and effects
analysis (FMEA)

Cyber Physical Security
(CPSec)

Non-functional requirements
(NFRs)

Systematic theoretic process
analysis (STPA)

Systematic theoretic process
analysis Security (STPA-sec)

Systematic theoretic process
analysis—safety and security
(STPA-SafeSec)

Model based Engineering
(MBE)

Bayesian Network approach Bayesian belief network (BBN)

Goal Tree-success tree and
master logic diagram
(GTST-MLD)

Traditional security technology Six-step model (SSM) and
information flow diagram
(IFD) integration approach

Hazard and operability
methodology (HAZOP)

their impact, consequence, and likelihood. By this approach, the risks are prioritized for
further investigation.

• Quantitative analysis is a statistical approach to obtain the loss in financial terms. It
depends highly on historical data. As risk analysis is a measurement of events that may
occur, quantitative analysis is a method to determine estimates and not exact values.

Risk Evaluation
Risk evaluation is a process of comparing the results of risk analysis with risk criteria to
determine whether the risk and/or its magnitude is acceptable or tolerable [37]. It assists in
the decision about risk treatment. Threats and attacks, when evaluated, would possess high
risk if appropriate measures are not in place.

Risk Assessment
Risk assessment is an overall process of a combination of risk identification, risk analysis, and
risk evaluation. A number of risk assessment methods are available today. Some practically
implemented risk assessment methods are mentioned in Table3. The table is divided into
safety-related, security-related, and integrated approaches for risk assessment of CPS [40].

Risk assessment for CPPSs need to cope with a dynamic threat landscape and attack
vectors. This can only be achieved by using risk assessment techniques which are dynamic
in nature. Most of the methods applied for assessment in ICSs are static in nature. Such
methods will become irrelevant when applied to a dynamic production process because
CPS safety and security aspects would vary w.r.t. the application.
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Fault Tree Analysis (FTA) is used to model complex failure modes of the system w.r.t.
component failure modes. It is a qualitative and quantitative failure mode impact analysis.
The values of reliability and safety are computed based on the system information. FTA
is a top-down and deductive method. Drawbacks of this method are its implementation
costs and difficulty to find all possible accidental paths [41]. Failure Modes and Effects and
Analysis (FMEA) is a bottom-up, inductive and iterative analysis approach,which is basedon
reliability theory. Even though it reduces the timing and resource cost of system development
considerably, it spends time on tracking failures. It does not consider the relationship between
different failure components and also is limited to analyzing a single cause of impact [42].
Hazard and operability methodology (HAZOP) conducts analysis and review for industrial
processes to determine any deviation from design conditions. This method mainly depends
on an expert’s analysis and fails to highlight the issues. It is incapable of handling the
numerous and complex interactions within CPSs [43]. Goal Tree Success Tree-Master Logic
Diagram (GTST-MLD) is a goal-oriented method that uses prior knowledge to identify
hazards. It represents various elements of the system hierarchically. GTST-MLD ignores
undesired interactions and hence cannot adequately analyze CPS vulnerabilities, failures,
and errors [44].

Attack Tree Analysis (ATA) is an independent module widely used for security assess-
ments. It presents the steps in an attack process in the form of a graph. There are no standards
for attack tree construction. The limitation of ATA as a quantitative analysis method is that
it depends on known attacks from historical data and intuitive expert opinion for attacks.
A standard attack library is available for some CPS applications. System Theoretic Pro-
cess Analysis (STPA) is a technique used for hazard analysis based on the system theoretic
accident model and processes (STAMP). STPA aims to identify the causes of hazards and
accident scenarios along with the entire accident process [45]. STPA-sec is an extension of
STPA, considering security issues. STPA-SafeSec considers safety and security equally and
performs integrated analysis to get the optimum results. The influencing factors for safety
and security issues are taken into consideration in a single framework in STPA-SafeSec.
Although STPA-SafeSec can be used to analyze the interdependencies of safety and secu-
rity of a CPS, it cannot quantify the risk [46].

Boolean logic-drivenMarkov Processes (BDMP) obtain quantitative and qualitative anal-
ysis for safety and security risk assessment. BDMP is a dynamic process that satisfies the
real-time characteristics of CPSs. BDMP’s mathematical modeling makes it clearer and
more intuitive. The actual situation and assumption of network structure have a great impact
on the results. Somewrong assumptions of network components will make the analysis inac-
curate [47]. Non-functional requirements (NFR) are used in qualitative evaluation methods,
e.g., to answer questions related to the fulfillment of safety and security. NFRs need to be
repeated after every system update, which may not be economical [48]. Bayesian Belief
Network (BBN) is a probabilistic graphical model that utilizes Bayesian inference for con-
ditional dependency. Bayesian inference helps to assess the risk under unknown threats and
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hazards. The obvious challenges in building a BBN model are lack of historical data and
prior knowledge of a large number of attacks [49].

A standard that can be of use for the risk assessment process in the machine life cycle is
ISO 12100. This document’s scope is the general design framework ofmachine development
for the safety of people, property, and the function of a machine, with least amount of risk.
Principles of risk assessment and risk reduction are specified to help designers. Guidelines
for identifying hazards and estimating and evaluating risks during relevant phases of the
machine life cycle, and for the elimination of hazards or the provision of sufficient risk
reduction, are described too [50].

Risk Treatment
Risk treatment aims to control and manage risks. The management implements one of the
following options [34]:

• Mitigate: control measures to reduce risk and/or its impacts,
• Transfer (or share): some or all the risks are transferred to some external entity, such as

insurance company or business partner,
• Avoid: management terminates the activity which provides the potential risk,
• Accept: management goes ahead with the activity despite the risk in place.

A problem-solving approach should be ensured to achieve an optimum mitigation solution.
Applying all the security measures provided by a security professional can be complex and
costly. Risk management can provide an optimal solution for required security solutions
which is agreed upon by all the decision-makers.

6 Challenges of Integrating Safety and Security

By combining OT and IT, a system is created that has to fulfill safety and security standards
at the same time. Changes in physical behavior can lead to state changes in the system. On
the other hand, changes in the system can cause modified physical behavior [18]. Therefore,
it is obvious that safety and security go hand in hand in the context of CPSs.

Furthermore, implementing an increasing amount of CPSs leads to more systems that
must be supplied with updates. This fact, however, contradicts the basic idea of an easy and
fast integration to a reliable CPPS because these independently deployed updates can bring
uncertainties into the system. A concept for solving this problem can be found within the
DevOps approach. This approach adapts the updates regarding the operating status of the
machines included in the whole system.

Finally, it can be assumed that there is often no clear separation between OT and IT in the
production environment of a CP(P)S for reasons of simplicity. Both safety and security in
combination, therefore, play an important role in the implementation. Consequently, rethink-
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ing is needed, and OT networks should be secured according to state-of-the-art knowledge
and standards (e.g., IEC 62443).

6.1 Current Status and Objectives

Currently, the focus of systems is rather on safety or on security only. Looking at physical
systems, the emphasis has beenmore on safety, especially when a newmachine is integrated.
Nevertheless, a safe implementation is not easy and differs in every application. For example,
a risk analysis must be carried out anew for each implementation, even if only a small
adjustment has been made. It could happen that this new scenario leads to new dangers,
which must be avoided. However, most importantly, a safe system does not make the entire
application safe. Due to the mutual integration of safety and security, security must also be
considered from the very beginning since the inseparable interaction can create new hazards
under cyber attacks.

According to ISO 12100, a standard for risk assessment and risk reduction, risksmust first
be reduced by coherently safe designs, then by technical protective measures, and finally by
user information. In each step, both safety and security can be addressed. Safe construction
can help to protect the human worker against workplace accidents. However, interfaces
vulnerable to IT security threats can also be protected by safely constructed enclosures.
When using technical measures, attention must also be paid to whether they can be cyber
attacked or open up new vulnerabilities. And finally, in showing the right usage for a safe
operation, employees can also be trained for increased awareness of social engineering
attacks.

However, companies affected do not yet have a high level of awareness about the sig-
nificance of security [51], and therefore mostly safety aspects are addressed at present.
Therefore, the main objective is to create awareness of a combined safety and security
implementation of CPPSs. This would probably also require standards and guidelines to be
revised or created. Fortunately, with laws such as the European Union network and infor-
mation system security directive1 or the Austrian network and information system security
act,2 a trend in the right direction can already be seen.

6.2 Challenges Relevant for the Physical Layer

Securing a device is challenging, especially when the device is part of a CPPS, where the
interoperability of the system is very complex. Also, security can come with a cost since

1 https://www.enisa.europa.eu/topics/nis-directive
2 https://www.ris.bka.gv.at/GeltendeFassung.wxe?Abfrage=Bundesnormen&
Gesetzesnummer=20010536

https://www.enisa.europa.eu/topics/nis-directive
https://www.ris.bka.gv.at/GeltendeFassung.wxe?Abfrage=Bundesnormen&Gesetzesnummer=20010536
https://www.ris.bka.gv.at/GeltendeFassung.wxe?Abfrage=Bundesnormen&Gesetzesnummer=20010536
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it can have an impact on other aspects of the system [52]. At the same time, human safety
should always be the first priority when designing a CPPS.

Security Challenges
According to [52], the general system security challenges to tackle are reduced performance,
high power consumption, delays, high cost, and compatibility issues. More specifically, at
the device level, two main factors should be taken into account: shielding the device and
securing the design of the device.

Shielding a device can be an important countermeasure for a physical invasive attack.
The invasive case can be coped with pure physical anti-invasive or invasion detection coun-
termeasures. For very sensitive hardware that stores keys, it can be a practical solution to
cast them into pure plastic or metal, ideally within a unique crystalline or polymer structure
that can be preshared by the vendor [53]. Since maintainability must, in many cases, be
given, it is not practical to apply such anti-invasive techniques for every device. However,
in this case, one can still build cases so that unauthorized openings can be detected. Such
techniques include sealed packaging and sealed device cases [54], painted screws or plumbs,
and more advanced techniques such as a tamper sensing mesh [55].

In addition, changes to hardware and the device’s design could be detected by electrical
or other methods of aggregated measures that store certain values (electric field emission,
electric resistance, size, weight, etc.) In this case, the main challenge is applying proper and
sufficient measures so that unauthorized hardware changes result in significant differences.
To countermeasure unauthorized changes in integrated circuits, modern hardware Trojan
detection techniques are applicable [56]. Also, security challenges related to the design of
electronic hardware can be raised from the requirements of modern devices. According to
[25], the design complexity requested from CPPS is a pressing point to SoC design houses.
The design and the production of electronic circuitry are so cost and time-demandingthat
it is almost impossible for a single SoC design house to manufacture its own SoC without
outsourcing help. Most of the SoC design houses are integrating their own intellectual prop-
erty (IP) with third-party intellectual property (3PIP) and outsource at third-party companies
the fabrication and packaging. This way, a lot of untrusted entities are created or integrated
into the desired design. Malicious functionality, such as a hardware Trojan, can have been
inserted at any part of the design and at any time during the production process of the device.
Even though there are some methods to detect such malicious circuitry like logic testing
or side-channel analysis [57], the complexity of the attacks will increase in the next years.
With that, the detection methods should evolve, too.

Integration Challenges
When it comes to safety w.r.t. operational and personnel safety, there has been a lot of good
practice principles in place. Some safetymeasures in use today can seem close to the security
measures needed.
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Developers face challenges in the key parameters, namely power, performance, and real-
time fault detection. Combining safety and security increases system complexity, runtime
errors, delays in operation, and costs [58]. An understanding of both safety and security
concepts and best practice implementation in the design cycle can help to integrate and
implement these concepts to hardware properly.

6.3 Software-Related Challenges

Challenges to the security of modern CPPS stem especially from the differences between
IT and OT systems and their respective requirements.

Updates Versus Availability
Software testers can only prove the presence of vulnerabilities and not their absence, which
is why often security vulnerabilities in software products are found after shipment. The
common solution is to fix software vulnerabilities by offering security updates to the clients.
In fact, it can be assumed that regular updates are one of the most important practical
measures to ensure a software products’ security [59].

At the same time, regular software updates are difficult to implement in the OT area due
to the high requirements regarding availability and operational safety. Software changes,
such as updates, can have unforeseen consequences on the functionality of the software.
This is why operators tend to test software updates for weeks prior to implementation at the
production site [60]. As a consequence, the delay and the cost to close certain vulnerabilities
are raised significantly.

Lifetime Versus Changes
The software world is characterized by relatively short-lived technologies. Furthermore,
software products can rely upon the fact that re-deployments do typically not require physical
efforts. This short lifetime enables software engineers to learn from conceptual mistakes
and fosters an evolution towards conceptual security. For a CPPS, where typical operation
time reaches up to 50years [12] and major software changes often go hand in hand with
physical replacements, a quick change to another technology is not an option. Instead,
security vulnerabilities must be dealt with through workarounds and by adding measures to
the existing technology.

There exist approaches that aim to implement cyber securitymeasures at the design phase
of a CPPS [12, 61]. However, the approaches do not solve the problem of insecure legacy
systems.

Deployment and Dependencies
In many cases, software security measures rely upon quick deployability of changes, such
as automated (over-the-air) updates and security-related bug fixes. Such approaches signif-
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icantly reduce reaction time to close detected vulnerabilities and, likewise, help the vendor
to keep the number of vulnerable devices low. However, these advantages do not exist in the
OT world, where CPSs with their own firmware interact in a coordinated manner within the
CPPS and where requirements regarding availability prohibit concepts that automatically
change a system. This leaves the operators with the challenge to manually update many
independent systems from several independent manufacturers. Keeping all of these systems
up-to-date is often difficult: not only is the effort significantly higher, but it results in a
dependency on many vendors at a time.

7 Conclusion

This chapter focused on the explanation of the state of the art of OT security in CPPS and
outlining existing challenges. We explained conceptional differences between IT and OT
and the components of a CPS. We also identified possible attacks and attackers and listed
relevant standards that, when implemented, should defend against cyber attacks. Also, the
importance of risk management w.r.t. CPPSs was addressed.

The transition from classical control electronics to smart devices and complex software
as well as the introduction of technology that has its origins in the IT area, such as IP-
based communication protocols, IEEE 802.11-based wireless communication technology,
cloud data storage, and the radical rise in sensory capabilities of these systems brought
significant gains in efficiency and versatility into production plants. However, this transition
introduced many novel security issues into OT that have previously been almost exclusive
to IT networks, such as malware and botnets or information exfiltration.

The situation is made more difficult by the fact that production plants may pose serious
safety threats if behaving unexpectedly. As a consequence, the demand for security mea-
sures in the OT area rose significantly. During our research, we observed that necessary
security countermeasures have to fit the very specific requirements of production systems,
which differ significantly from those of IT environments. Examples are low computational
resources and constrained network bandwidth, very high reliability, safety constraints, the
long operation time of equipment, and software and cost-intensive deployment of changes.

Additionally, some safety requirements (for example, an emergency stop function) pro-
hibit the use of some known classical IT security measures such as long passwords and
other interactive and effort-taking authentication methods. These requirements pose several
major obstacles to OT security, and as a consequence, many security concepts that have been
successfully developed and prove to work well for the IT area cannot be implemented, at
least not in the same way, for many OT systems. Furthermore, weaknesses in the security
of an ICS can lead to safety impacts, which makes security and safety interconnected.

Regarding the history of safety and security, these two concepts were independent, and
each of them has particular goals, tools, and methodology. However, over the past few
years, as systems have become more complex, the borders between safety and security are
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beginning to vanish. Safety can influence security and vice versa. For instance, strengthening
one of them may result in weakening another. Therefore, the weak integration of these two
concepts might lead to an ineffective and inefficient system.

Successful integration requires some preliminaries, and scientists should consider the
priorities during integration. The first step is to identify the common need for the safety and
security communities. Some standards regulated safety and security separately. For example,
IEC 61508 consists of safety-related measures, and IEC 62443 addresses security issues.
Recently, ISA (International Society of Automation) distinguished a need for integration
between safety and security and organized a working group named “Work Group 7 - Safety
and Security” to examine alignment and common security and safety issues [62]. Next, iden-
tifying the interdependencies is critical since there is a mutual relation between safety and
security. Finally, standardization can help to achieve efficient interoperation, harmonization,
and integrated safety and security.
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Abstract

Software-intensive systems in general and Cyber-Physical Systems (CPS) in particular
have drawn considerable attention from both industry and academia in recent years, with
companies increasingly adopting Cyber-Physical Production Systems (CPPS). Regard-
less of the domain in which these systems are deployed, what they have in common is
a shift from traditional software engineering principles towards a development process
where software, hardware, and human actors controlling these systems are deeply inter-
woven and dependent upon each other. To ensure safe operation, it is crucial that an
SoS complies with its requirements. Engineers and maintenance personnel must monitor
if and how the SoS meets its requirements at runtime, e.g., to correctly verify timing
behavior, or measure performance and resource consumption. In this chapter, we provide
a brief introduction to SoS and CPPS, and investigate runtime monitoring from two dif-
ferent angles. First, we discuss requirements and challenges from the machine vendor’s
perspective. Second, we focus on the customer itself, i.e., typically a shop floor owner
who has to combine a multitude of different components, both machinery and software
systems for her production system. Finally, we discuss potential applications and benefits
of runtime monitoring and provide an outlook presenting current research lines in SoS
monitoring.
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1 Introduction

Software-intensive systems in general and Cyber-Physical Systems (CPS) in particular have
drawn considerable attention from both industry and academia in recent years. With the
steady growth of smart cities, autonomous systems, or Internet of Things (IoT) applications,
CPS are becoming pervasive in everyone’s daily life. Furthermore, in an industrial context,
in order to increase profitability and competitiveness, companies are increasingly adopt-
ing Cyber-Physical Production Systems (CPPS) and shop floor automation technologies.
Industry 4.0, as the fourth industrial revolution, emphasizes the trend towards automation,
the use of “intelligent machines”, advanced sensors to monitor the systems at runtime, and
smart networks to connect and exchange data between machines and also humans. As an
example, the EU has dedicated 1B Euros in research funding for “Factories of the Future”
and Smart Manufacturing to “[...] adapt manufacturing to a smart, green and inclusive econ-
omy” [5]. Often, these kinds of systems can be seen as Systems of Systems (SoS) which are
characterized as large, decentralized, and heterogeneous systems, where different parts (or
independent systems) have to work together and interact to achieve the overall goal [34].
Regardless of the domain in which these systems are deployed, what they share and have in
common is a shift from traditional systems- and software engineering principles towards a
development process where software, hardware, and human actors controlling these systems
are deeply interwoven and dependent upon each other. This, in turn, not only affects the way
software is used but also impacts the way CPS are designed, developed, maintained, and
evolved. Furthermore, for many CPS that involve or interact with humans, these systems
must not “only” deliver their required functionality but it must do so in a way that ensures
that the system is safe and secure for its intended use. Due to the interplay of a vast number of
different components with hardware, software, and human actors, operating these systems
the intended way and ensuring their safe behavior at runtime is a non-trivial and challenging
task.

In this chapter, we focus on how these systems can be monitored at runtime and how data
can be collected, and what purpose this data can serve in order to make educated decisions
about the state of the system.

In Sect. 2, we provide a brief introduction to SoS, provide background about their char-
acteristics and challenges developers and engineers phase when putting such systems in
operation. Subsequently, in Sect. 3, we analyze two different perspectives in which runtime
monitoring and runtime data serve rather distinct purposes that nevertheless share a com-
mon goal: The view of the machine vendor on the one hand and the shop flow owner on the
other hand. In Sect. 4, we then present possible research directions and examples of runtime
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monitoring for large-scale SoS and CPS. Finally, in Sect. 5 we revisit ReMinds [46], a
framework for requirements-based monitoring of SoS. ReMinds employs a domain-specific
language to define constraints and leverages incremental consistency checking to perform
constraint checks at runtime.

2 Systems of Systems and Cyber-Physical Production Systems

SoS are large, decentralized, and heterogeneous systems with operational and managerial
independence. They integrate “a finite number of constituent systemswhich are independent
and operable, and which are networked together for a period of time to achieve a certain
higher goal” [17]. These systems typically come into existence gradually and are often the
result of decades of development by different teams. These types of systems are a vital part
of the infrastructure of many domains, including defense, industrial production, healthcare,
and infrastructure and transportation to name but a few. Examples for such SoS range from
industrial automation systems [44], military applications [6], emergency response [25], or
Information Systems [39].

Maier [22] and Daham [7] have identified four different types of SoS that vary in terms
of their independence, and how they are managed and controlled.

The first type are Directed SoS. In this case, the SoS is centrally managed during long-
term operation and fulfills the specific purpose or any new emerging purpose. While the
systems contributing to the SoS operate independently, their operational mode however is
subordinated to a centrally managed purpose.

The second type of SoS are Collaborative SoS. Compared to a directed SoS, in a Collab-
orative SoS systems voluntarily collaborate to fulfill the agreed central purposes without a
central authority managing the process and systems.

The third type, Virtual SoS lack a central management authority and centrally agreed
purposes. Large-scale behavior emerges and may be desirable but the “super-system” must
rely upon implicit mechanisms to maintain it.

The fourth and last group are Acknowledged SoS. While these SoS have designated
objectives and resources, the constituent systems retain their independent ownership, objec-
tives, and funding. Changes in the constituent systems are based on collaboration between
the SoS and the system.

One of the key aspects of such large-scale systems, that need to be taken into consider-
ation when ensuring their correct behavior, is that the different constituent parts of an SoS
might have been designed and implemented by different teams (operational and managerial
independence) using different technologies, and might have not even been designed to work
together in the first place. Different stakeholders are involved in the engineering process and
are in charge of the requirements, which may be cross-cutting, overlapping, or even conflict-
ing. SoS comprise various heterogeneous systems which differ regarding their architecture,
technologies, or development organization.
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These characteristics make coordinated evolution of the entire SoS, or even certain parts
of the System of Systems extremely challenging. Different release cycles of the constituent
systems result in systems evolving independently, while interoperability needs to be ensured.
Therefore, SoS do not necessarily exhibit predictable and dependable behavior and it is
difficult to conceive SoS as a single entity resulting in a continuous process of reacting to
these changes. Monitoring these systems at runtime and checking predefined constraints
to ensure that, for example, interfaces adhere to their predefined requirements plays an
important role [44].

According to Boehm and Lane [3], traditional 20th-century acquisition and development
processes do not work well on such systems due to their characteristics, i.e., “not only
[…] they integrate multiple, independently developed systems, but also they are very large,
dynamically evolving, and unprecedented with emergent requirements and behaviors, and
complex socio-technical issues to address”. Similarly, in work on ultra-large-scale systems
Sullivan [38] suggests “to rethink software research and to work o a new synthesis of systems
engineering and software engineering that looks beyond traditional engineering”.

In order to address these challenges, a broad body of research exists ranging from
improved testing strategies for SoS [26], ensuring interoperability between components [24],
or introducing a digital representation, a digital-twin to better understand, analyze and sim-
ulate the behavior of such systems. One fundamental aspect when dealing if uncertainty
and emerging behavior is to monitor the SoS (and its constituent parts) at runtime to be
able to detect, and more importantly react to undesired behavior deviating from predefined
requirements. The research area of runtime monitoring has gained traction providing sup-
port for monitoring the behavior of such systems [1, 46], their performance [10, 42], or
resource consumption. Collecting these indicators from the system at runtime, and more
importantly analyzing them in order to perform corrective actions when necessary is a vital
part of operating such large-scale, complex, and heterogeneous, systems.

In the following sections, we focus on runtime monitoring support for Systems of Sys-
tems, with a focus on Industrial Production Systems and Industry 4.0 applications.

3 RuntimeMonitoring of Industry 4.0 Applications—TheTwo
Perspectives

As envisioned almost a decade ago [19] with the new paradigm of Industry 4.0 and the
increasing automation and inception of Cyber-Physical Systems in the production process
new opportunities and challenges emerge. This not only affects the owner and operator of
the shop floor introducing new machinery, hardware, and software with the goal to reduce
production costs and increase capacity and efficiency but also on the manufacturer and
machine vendor that has to meet new demands regarding configurability and interoperability
of their systems within a greater ecosystem. In the remainder of this section, we take a closer
look at these two sides of the story in the context of runtime monitoring. First from the



Runtime Monitoring for Systems of System 207

viewpoint of the machine producer who produces one (or more) part of a much bigger shop
floor and second from the viewpoint of the shop floor owner who is in charge of the entire
SoS, changes parts of it, needs to maintain and evolve it over time.

3.1 TheMachineVendorView

A machine vendor produces one part contributing to a much bigger System of Systems
ultimately forming the shop floor. The challenges he faces in that scenario is that while he
has control over his own hardware, sensors, components, and software there is little to no
knowledge on how, the machine will be used, under which condition it will operate, and
what unforeseen factors might influence the system at runtime when interacting with other
parts. This includes, for example, the environmental variables, which some of them might
be unknown, some only partially known, and some might even be inaccurate or incorrect
or knowledge about how the machine is meant to interact with other machines or workers.
To exacerbate the situation, the latter falls into the area of safety-critical behavior and can
have significant impact on the safety of the workers working on the shop floor in general or
interacting with the machine in particular. In cases where vendors provide multiple parts of
the system (or even the entire system), integration testing can ensure that the different parts
work together according to the defined requirements. In cases, however, where this is not the
case, techniques such as software-in-the-loop testing allow for simulating other components
and environmental impact factors before the actual hardware-in-the-loop testing, e.g., during
site acceptance testing (SAT) or during the actual factory acceptance test (FAT) where the
system must be validated. Additionally, this information about the deployed systems can be
further leveraged for product innovation and for data-driven business models [36].

Collecting information about the status of the machine and then, more importantly, infer-
ring meaningful information has to be inferred from the data has become a crucial task [21].
This requires the machine to be monitored at runtime to collect information about its state,
incoming and outgoing information, as as well as its surrounding. This allows the machine
vendor to, internally, for example, perform checks of input and sensor values to detect devi-
ations from predefined specifications and even facilitates the possibility to, at runtime adapt
to changing (external) factors.

3.2 The Shop Floor OwnerView

While themachine vendor has amicro-level view on the system, i.e., themachines he isman-
ufacturing and their immediate interfaces, the shop floor owner purchasing and subsequently
operating these machines has to have a more macro-level view on the entire SoS keeping
track of all its different constituent parts. Different machines, from different vendors, using
different technologies, etc. have to work together on the shop floor to manufacture the final
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product. While these machines have been purchased in the first place with a specific purpose
in mind, given certain specifications and requirements, the shop floor owner might know
very little to nothing about how these machines behave and work internally. The machine
might conform to certain industry standards, such as OPC UA [28] ensuring a standardized
machine-to-machine communication protocol, this however does not necessarily mean that
the full behavior of the system (including software and hardware) is obvious. Furthermore,
to exacerbate the situation, depending on the type of machine and the terms of purchase,
shop floor owners have no or at least only limited ability to update or modify these machines,
being dependant upon the machine vendor and service contracts.

While in the past situation was acceptable due to the limited amount of flexibility and
autonomy expected by such machines this has drastically changed in the context of Industry
4.0. Machines are expected to exhibit a certain level of autonomy or even capabilities to self-
adapt to certain changes in the environment and theymay experience some level of automated
maintenance which needs to be carefully orchestrated within the context of the entire shop
floor. Techniques such as Condition (Based) Monitoring (CM or CBM) and Prognostics
and Health Management have gained traction that allow predictive maintenance to detect
deterioration of mechanical parts, or predict performance problems in an early stage before
the problem occurs. This form of runtime monitoring and data analysis allows the shop floor
owner to plan maintenance early and thus avoid costly standstill periods of a machine, parts
of a production line, or in the worst case the entire shop floor if problems are not detected
leading to an error, crash of the software, or a broken or worn-out piece of hardware.

With the increasing automation of machines, shop floors, and entire factories both shop
floor owners and machine vendors have a vital interest in making their machines “more
intelligent”. While their intentions and desired purposes might differ, what unifies them is
the need for being able to collect and subsequently analyze data collected during operation,
i.e., while the systems and the machines are operating in their environment. This, in turn,
requires new capabilities, such as standardized interfaces and certain challenges to be taken
into consideration. In the following, we present a brief overview of potential applications
of runtime monitoring in different stages of the lifecycle of the system and for different
purposes.

4 Potential Applications of Monitoring

Traditional engineering processes heavily rely on testing the system in various different
aspects. Both manual testing approaches (such as code walkthroughs, technical reviews, or
code inspections), as well as automated testing approaches are widespread and an active
research community has formed around this topic investigating topics such as automated
test case generation and prioritization [29, 32], fuzzy testing or regression testing. However,
testing does not guarantee the absence of errors and especially in the context of CPS and
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SoS, where emergent behavior is one key characteristic, it is simply not possible to cover
all potential situations during development.

Monitoring the system during operation (i.e., monitoring the system at runtime), allows
going beyond what can be tested and covered by these tests during development. Runtime
monitoring is a vital part that helps to ensure a correct, safe, and secure operation of a
machine even if the machine is modified or its environment changes.

Similar to testing, a broad research community has emerged exploring various different
aspects of runtime monitoring for various different domains [30]. Examples range from
runtimeverification, requirements-basedmonitoring, or performancemonitoring. In general,
a wide variety of non-functional requirements (NFRs) can be monitored and subsequently
checked for compliance with the specified requirements. What should be monitored for a
certain system or machine and what is important depends, to a large extent, on the type of
the machine or system and application area.

Model-based approaches using widely used modeling languages, such as UML and
SysML or domain-specific languages (DSL) can also be leveraged for modeling diverse
heterogeneous components, such as communication architectures allowing easy collection
and data analysis in an industrial automation system [35, 41]. Leveraging domain-agnostic
approaches, modeling and describing system components with either SysML or a dedicated
DSL furthermore avoids premature commitment to certain technologies and facilitates flex-
ible code generation based on these models.

4.1 Monitoring Safety Properties

On a shop floor, with different types of machines and humans interacting with these
machines, safety-related properties could be of particular importance. Image a robot per-
forming drilling or welding tasks where humans require to maintain a minimum safety
distance at any time during operation. Additional sensors can be used to ensure that the
immediate surrounding of the robot is clear and that nobody has violated the minimum
safety distance. Should one sensor report a person stepping into the area the robot can slow
down, pause, or even shut down depending on the distance and severity of the violation.

4.2 ConditionMonitoring

Another area that has recently gained traction is Condition (Based) Monitoring (CM or
CBM) for industrial automation systems. The ISO/TC 108/SC 5 committee attends to
“Condition monitoring and diagnostics of machine systems” and the ISO 17359 stan-
dard provides guidelines for setting up a condition monitoring program for machines. This
included the “Standardization of the procedures, processes and equipment requirements
uniquely related to the technical activity of condition monitoring and diagnostics of machines
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systems in which selected physical parameters associated with an operating machine system
are periodically or continuously sensed, measured and recorded for the interim purpose of
reducing, analyzing, comparing and displaying the data and information so obtained and for
the ultimate purpose of using this interim result to support decisions related to the operation
and maintenance of the machine system” [16].

Condition Monitoring is related to preventive maintenance where components are rou-
tinely and periodically inspected with the goal to detect and fix problems before an error
or component failure occurs avoiding costly downtimes. CM buils upon this paradigm by
collecting information about the system and/or mine using sensor data, performance data,
or execution logs to facilitate (automated) self-diagnostic capabilities [18]. Maintenance
decisions can then be made based on condition monitoring. This could for example include
data such as vibration data indicating the need for changing a component, power voltages,
or a degradation in the storage performance of a software component indicating the need for
databasemaintenance. Examples for conditionmonitoring being used in industry range from
smart factories and socio-cyber-physical systems [14] to power generators [40]. Further-
more, in cyber-physical systems using distributed networks, integrating diverse embedded
sensors, and employing a variety of different actuators, SCADA (Supervisory Control and
Data Acquisition) systems are often used for gathering real-time data, (remote) monitoring,
controlling processes and informing the user about the health and status of the various con-
stituent components of the system. These systems are inherently complex in nature as they
span across various different facilities and need to cover multiple different production pro-
cesses. Based on the SCADA architecture, approaches have emerged to detect and prevent
security vulnerabilities, such as intrusion detection and prevention [12, 27] or to monitor
and optimize the performance of the system based on the real-time data collected by the
SCADA system data [8, 15, 47].

5 Requirements-BasedMonitoring for Systems of Systems

As software systems are subject to continuous change andongoing evolution during their life-
time, requirements describing the software’s intendedbehavior are becomingmore important
and complex. This is particularly true for SoSwhere requirements originate in different parts
of the system, at different levels of granularity, and need to address cross-cutting concerns
and SoS wide behavior. Furthermore, this goes hand in hand with a shift from requirements
being statically defined during the elicitation phase, and then forgotten, towards requirements
as runtime entities which are ubiquitous throughout the whole lifecycle of the software sys-
tem [2]. To specifically address these issues, requirements-based monitoring approaches
stress the need for continuously checking the adherence of systems to their requirements,
particularly during their operation [33]. Software Monitors are used to observe the behavior
of a software system and, at runtime, check whether it still behaves as intended or if it
deviates from its defined requirements.
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For example, in an industrial factory, a factory-wide automation system is in charge of
managing, tracking, and monitoring materials and goods at the different production stages.
It typically comprises both hardware and software developed and manufactured by different
vendors and companies sizing up to several million LoC. The systems have heterogeneous
architectures, they have been developed using diverse technologies, and they frequently
interact, e.g., when exchanging data controlling the production process. Although these
different systems are engineered independently, there are manifold dependencies in a pro-
duction process that need to be considered when planning their joint operation. Furthermore,
there may be dependencies between components within one particular system, such as that
certain steps that are performed by a robot need to occur in a certain order or within a cer-
tain timeframe. Although such requirements and their dependencies are carefully specified
and managed during development, it is crucial to monitor them after deployment to detect
inaccurate and erroneous behavior at runtime.

This is particularly important after changing or upgrading certain components, or when
the manufacturing process and hence the arrangement of machines change on the shop
floor. In the following, we describe a typical scenario for runtime monitoring from our
previous experience in this domain [44]. The emphasizes the need for runtime monitoring
and constraints that can be dynamically (and continuously) checked at runtime.

The scenario (cf. Fig. 1) starts with an issue being reported describing a deviation from
the expected system behavior after changing the configuration of one of the machines on the
shop floor. Due to the interplay of several machines, systems, and components, there may
be a couple of different reasons for this new behavior and both hardware and software issues
could have caused the problem.Without any runtime information in place, this would trigger
a cumbersome manual process where the different parts need to be inspected one by one to
pinpoint the origin of the problem. With a proper runtime monitoring infrastructure in place
however, a service engineer in charge of the system can easily retrieve more details about the

Fig. 1 Scenario
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state of the system, e.g., by analyzing recorded event data or performance information. This
task is simplified if constraints related to the issue have already been defined and violations
have been recorded. If necessary, the service engineer can also add new constraints to the
monitoring infrastructure to be made aware if a similar problem should occur in the future.
Once the problem has been uncovered and fixed, these newly added constraints can also
serve as tests to ensure that the problem has in fact been resolved and does not resurface at
a later date.

5.1 Challenges for Monitoring Systems of Systems

When dealing with the complex behavior and structure of SoS, a number of challenges arise
when designing a runtimemonitoring solution that need to be taken into consideration. Based
on a number of case studies [31, 44] and analysis of the domain [30] we have identified key
challenges for monitoring SoS from the perspective of engineers and service staff. In the
following, we provide a brief overview of these challenges [46].

Level of Granularity of Monitoring Data
Depending on the purpose of the monitoring solution, e.g., for analyzing low-level events, or
checking data exchange between systems, different types of data and information needs to
be collected and analyzed. Especially in the context of an SoS, this means different sources
from where information is provided. For example, in a factory automation system follow-
ing a traditional SCADAmulti-layer architecture, retrieving information about inter-system
communication, e.g., between level 2 and level 3 systems requires instrumenting the inter-
faces provided by these systems. Getting information about inter-process communication,
for example, for tracking products across different production stages, requires instrumenting
the communication paths of the involved processes. Collecting information about user inter-
actions requires instrumenting the HMI and its communication with the different systems.
Additionally, a variety of other sources can be leveraged to collect information about the
systems and their components, such as log files, or event data archived in databases.

Runtime Checks Across Different Systems
SoS are based on the principle of interaction and collaboration. Multiple different systems,
components, and machines are involved in order to satisfy customer requirements. Further-
more, as external services are used, the systems constituting an SoS do not only communicate
internally, but share data with other systems. This in turn results to the situation that it is often
not possible to allocate requirements to a specific component or part of the system. Tradi-
tional monitoring approaches focusing on single systems, however, are limited with respect
to checking such global SoS properties and, furthermore, lack support for instrumenting
different systems and adequately capturing their interaction.
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Heterogeneous Technologies
As SoS consist of a number of different systems and components, it is very likely that indi-
vidual parts of an SoS are designed, implemented, andmaintained, by different teams within
a company, or even by different external or third-party vendors. This means that these sys-
tems typically use different technology stacks, with diverse architectural styles.While this is
a challenge itself for SoS operation, this has also a major impact when providing monitoring
support. System instrumentation and data collection can not be limited to a specific technol-
ogy or implementation language, and instrumenting interfaces between different systems
can pose further challenges. Instrumenting these diverse sources of information requires the
development of domain-specific and often application-specific probes to accommodate the
different technologies and system architectures.

Diverse and Changing Requirements and Monitors
SoS are subject to continuous maintenance and evolution in order to meet fix bugs, accom-
modate new hardware, or satisfy new requirements. For monitoring an SoS this means that
substantial parts of themonitoring solution also need to change over time and be adapted and
need to co-evolve with the system under monitoring. To support these adaptations, runtime
monitors need to be customizable to accommodate customer-specific usage scenarios and
system variants. Furthermore, depending on the application context, monitors need to be
adapted. For example, during simulation more detailed monitoring can be performed, i.e.,
more data can be collected and analyzed without interfering with the production process.
However, during production, on a live system, resources are more critical requiringmonitors
to be configurable to cope with these different requirements.

Performance and Monitoring Overhead
Since SoS are typically large in size, with a number of different components and subsystems,
large amounts of data have to be collected and analyzed. One key requirement of a runtime
monitoring solution, however, is that it does not affect the system under monitoring, while
collecting and analyzing data at the same time. This means that, especially during system
operation, the monitoring solution must not significantly slow down the system during
operation and its performance overhead must be carefully controlled. Furthermore, in order
to be usable in the context of a CPPS, for example, the monitoring approach must scale to
industrial requirements regarding the number of monitors, frequency of events, and amount
of data collected (Fig. 2).

5.2 A Requirements MonitoringModel

Providing support for Requirements Monitoring of an SoS requires, on the one hand, the
technological capabilities to perform monitoring activities, but additionally, due to the size
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Fig. 2 Requirements Monitoring Model

and complex nature of SoS, requiresmeans for managing, analyzing, and connecting various
different elements involved in the monitoring process (i.e., the Requirements, Constraints,
and Monitors collecting information). The goal is to reduce the burden of the developer
to trace an occurring violation to its origin and ultimately resolve the problem. Based on
the previously mentioned challenges, different aspects and their dependencies need to be
described, and we have identified three main dimensions that need to be taken into consid-
eration: (i) the Components (i.e., different hardware and software systems, as well as their
interfaces) of the SoS, (ii) the actual Requirements that describe the behavior of the SoS,
and finally (iii) the Monitors embedded within the system collecting data at runtime. These
three dimensions provide the foundation for our RequirementsMonitoringModel (cf. Fig. 2)
[45].

Dimension I: Requirements
A Requirement describes a functionality, a property, or behavior of the SoS to be monitored
at runtime [13]. Due to its sheer size, only a subset of the requirements that are defined
for the SoS are considered as relevant to be monitored and checked at runtime and thus
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need to be included in the Requirements Monitoring Model. Depending on the purpose of
monitoring, for example, monitoring performance-related requirements, timing issues, or
behavior, different requirements need to be included. Furthermore, depending on the granu-
larity and rigor requirements are selected for the different systems and components. In order
to provide a more fine-grained analysis, these may need to be refined and broken down into
sub-requirements before they can be used in the context of runtime monitoring. Afterwards,
to facilitate runtime checks, to ensure that the SoS adheres to its requirements, these need
to be formalized, typically in the form of constraints (cf. Sect. 5.3). Each requirement is
then assigned to a dedicated Scope (cf. Dimension III). This connection between Scopes
and Requirements enables monitoring specific parts of the SoS and raise alarms for Certain
components or Systems if constraint checks fail, meaning that requirements are violated.
In an SoS context, however, it might not always be possible to assign Requirements to a
single System or Component. Requirements may be cross-cutting, spanning across multiple
different systems, or different parts of the SoS.

Dimension II: Events
As the systems part of an SoS are typically quite diverse with regards to technology and
architecture, a uniform representation of the collected information is essential when rea-
soning and checking constraints across the different parts of the SoS. Explicitly describing
and modeling the different events and their respective types that are collected by Probes
at different locations within the SoS provides allows modelers to define a taxonomy for
structuring and filtering information. An Event can be a relevant system operation or inter-
action with the system that happens at a specific scope at a specific point in time. The events
are provided by Probes and can subsequently be used to perform constraint checks at run-
time. A Probe, in turn, is a single and encapsulated unit that provides arbitrary information
extracted or intercepted from a system under monitoring [23]. Depending on the technology
and architecture of the system the way how information is collected differs. Thus Probes
largely depend upon the system to be monitored.

Dimension III: Monitoring Scopes
Finally, Monitoring Scopes connect and allocate both Probes instrumenting the system
and Requirements relevant for specific components. A Monitoring Scope describes an area
of interest to be monitored in the context of the overall SoS architecture. For example,
a scope can represent a specific system part of the SoS, one or more components, or a
connector (such as interfaces or APIs) between the different parts of an SoS. As part of our
Requirements Monitoring Model, we have identified five different types of Scopes. These
different types can then be instantiated for a concrete SoS: 1) the type SoS represents the
root of the hierarchical scope model, i.e., it is related to SoS-wide properties or behavior that
can not be strictly assigned to a single system or component in the SoS; 2) the Scope System
represents a single system part of the SoS. System-level requirements are associated with
this Scope; 3) the type Component refines the System Scope and is used to describe sub-
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systems and components of a system. It can be further used to logically group capabilities
and functionalities to indicate team responsibilities. The granularity of how scopes are
modeled for a specific SoS thus largely depends on the SoS architecture, and to a certain
extent on the organizational structure of the SoS. Furthermore, two additional Scope Types
are denoted to interactions between different SoS parts: 4) the System Interaction Scope
addresses the communication of systems in the SoS, whereas 5) the Component Interaction
Scope describes interactions of components. These five different types of Scopes facilitate
the creation of a hierarchical representation of different monitoring concerns, and in turn,
provide a fine-grained view on the overall SoS and its constituent systems. Figure3 shows
an example of the Requirement Monitoring Model with different scopes visualized in our
ReMinds Tool for an industrial automation system [45].

Besides the three dimensions, a vital part of the Requirements Monitoring Model is
the connection between them. By creating links between requirements and the respective
constraints and the different scopes violated constraints can be directly traced to their origin
in the scope and hence in the respective system or component. Furthermore, each constraint
is linked to at least one (or more) events. These events, collected at runtime, are used to
perform the actual constraint checks and detect violations. Probes, which are responsible
for collecting these events are also associated with a specific monitoring scope. This in turn

Fig. 3 Example from the ReMinds Monitoring UI [45]
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supports fine-grained, event-level diagnosis of each constraint violation and its allocation in
the SoS.

5.3 A Domain-Specific Language for SoS Constraint Checking

Domain-specific languages are have recently gained popularity in the domain of software
engineering for various different purposes [20], such as variabilitymodeling [11], ormachine
learning [37]. In contrast to general-purpose languages, DSLs are designed for a specific
purpose in a particular domain, or for a particular problem. While various different types of
constraint languages, for different purposes, have been proposed, e.g., requirements-level
methods [43], UML-based approaches, or formal approaches [4] their support for different
types of constraints is often limited. Depending on the monitoring approach, for example
for performance properties, temporal properties, or event sequence analysis, different types
of constraint checks are required. Additionally, approaches typically are for a particular
application domain or technology, such as service-based systems, making it hard to apply
to other types of systems or in other domains. Finally, due to the complex nature, and
special skills required, for example, temporal logic, many existing constraint languages are
deemed inconvenient by industrial end users as Furthermore, most existing approaches do
not provide adequate tool support to facilitate easy creation and maintenance of constraints.

In order to provide a simple, and easy to use language for diverse constraints, focusing on
usefulness andpractical applicability,wehave devolved aDSL that allows engineers to define
diverse types of constraints, including temporal, structural, and constraints on event data.
Furthermore, to reduce overhead and increase performance, the constraint checker allows to
incrementally validate constraints at runtime [9], ensuring that constraint violations of certain
parts of the SoS can be reported instantly to the user. To facilitate maintenance activities, and
to adapt to different usage scenarios, constraints can be deployed and activated/deactivated
at runtime.

We assume a stream of events observed at runtime, which are then collected in the runtime
instance of the Requirements Monitoring Model. When creating the DSL and refining it
based on the feedback received from industrial end users, we collected best practices and
lessons learned which we deem useful for researchers and practitioners working in this area:

Follow the YAGNI—“you aren’t gonna need it”—Principle when Developing a DSL
Before developing “yet another” constraint language, we investigated, analyzed, and dis-
cussed a variety of alternative existing constraint languages. Despite the fact that a number
of these approaches would have provided support for the required constraint checks, the
reaction of our industry partner was different. This was mainly because these languages
provide too many features which are not needed in the concrete application context and
defining constraints was regarded as difficult using formal notations. A strong emphasis was
on being able to define constraints as close as possible to natural language with only those
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concepts that are actually required. A key lesson thus is to keep a language as simple as pos-
sible, only including concepts necessary for the concrete context. The constraint language
should be oriented towards end users and hide the complexity of the underlying constraint
engine.

Embrace Iterative Language Design for SoS
As SoS typically contain diverse, heterogeneous systems, with different teams involved in
their development developing a new domain-specific language addressing all the diverse
needs may be difficult. The development of our constraint DSL started by interviewing
different teams responsible for different parts of the SoS. This helped us to identify com-
monalities and specific requirements for the language. With each new iteration of the DSL,
which was discussed with the stakeholders, new features were added and existing ones
refined according to the feedback we received. This iterative language design helped to
develop a solution that addresses the needs and requirements of the different stakeholders.

Simplify and Provide Automation Support for Extending the DSL
While keeping the constraint language simple is on fundamental key principle, new types
of constraints and checks might still be needed as the system evolves. For example, in our
context, while in a first iteration support for simple range checks and data constraints with
primitive data objects were provided—and deemed sufficient at that time—later on, more
complex checks of data objects and their relations were required. To be able to provide
a simple language that covers stakeholder requirements, easy extension and refinement of
the DSL is key. Using existing tool-support and technologies such as XText and XTend,
provided by the Eclipse framework facilitates easy adaptation and provides sophisticated
tool support for the end user based on the grammar of the DSL.

Keep the Mapping of the DSL to the Constraint Engine Flexible
While evolving and iteratively refining theDSLwe learned that it might be required to switch
out the constraint engine, for example, with an increasing number of events and constraint
checks, the original engine might not be suitable anymore. From our experience, while our
Java-based incremental checker worked well in our application scenario, future applications
and requirements might require other constraint engines types of constraints. Therefore, one
lesson learned was to define a clear interface between the language and the engine to allow
replacing and updating them independently. For instance, while keeping our simple DSL,
the underlying constraint engine could be replaced with a complex event processing engine,
specialized in checking event sequences.

Support Dynamic Constraint Management
Industrial use cases demonstrate the necessity to frequently adapt existing constraints, or add
new constraints, even while the system under monitoring and the monitoring infrastructure
itself are running. This could for example be used to investigate an unforeseen and emerg-
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ing issue, or to further diagnose an emerging requirements violation. Providing a dynamic
approach, where constraints can be easily updated and changed without shutting down or
restarting the monitoring infrastructure, therefore helps to keep maintenance efforts to a
minimum.

6 Conclusion

This chapter reported on existing approaches and open issues for runtime monitoring of
CPS in the Context of Systems of Systems. We discussed monitoring challenges from two
different perspectives, namely the machine vendor, responsible for her part of a much bigger
shop floor system, and the shop floor owner in charge of the entire shop floor who needs
to operate a slew of different machines from different vendors running different kinds of
software. Runtime monitoring provides a wide variety of potential application scenarios,
depending on the type of SoS and the needs of the system owner, ranging from the support
of preemptive maintenance using condition monitoring, to ensuring safe behavior when
monitoring safety-critical properties of a system. We focused on one particular research
area, requirements-basedmonitoring for SoS.With our ReMinds framework [46]we provide
a holistic approach for SoS runtime Monitoring. It provides a domain-specific language
allowing engineers and maintenance personnel to easily define and maintain different types
of constraints which are automatically checked at runtime based on events and data collected
from the instrumented SoS. This, in turn, facilitates the rapid detection and subsequent
diagnosis of deviations from the specified and desired behavior of the system helping to
avoid costly maintenance downtimes or critical system failures during production. u
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Blockchain Technologies in the Design
and Operation of Cyber-Physical Systems

Abel Gómez , Christophe Joubert and Jordi Cabot

Abstract

A blockchain is an open, distributed ledger that can record transactions between two
parties in an efficient, verifiable, and permanent way. Once recorded in a block, the trans-
action data cannot be altered retroactively. Moreover, smart contracts can be put in place
to ensure that any new data added to the blockchain respects the terms of an agreement
between the involved parties. As such, the blockchain becomes the single source of truth
for all stakeholders in the system.
These characteristics make blockchain technology especially useful in the context of
Industry 4.0, distributed in nature, but with important requirements of trust and account-
ability among the large number of devices involved in the collaboration. In this chapter,
we will see concrete scenarios where cyber-physical systems (CPSs) can benefit from
blockchain technology, especially focusing on how blockchain works in practice, and
which are the design and architectural trade-offs we should keep in mind when adopting
this technology both for the design and operation of CPSs.

A. Gómez (B) · J. Cabot
Internet Interdisciplinary Institute (IN3), Universitat Oberta de Catalunya (UOC), Barcelona, Spain
e-mail: agomezlla@uoc.edu

J. Cabot
e-mail: jordi.cabot@icrea.cat

C. Joubert
Prodevelop SL, Valencia, Spain
e-mail: cjoubert@prodevelop.es

J. Cabot
ICREA, Barcelona, Spain

© The Author(s), under exclusive license to Springer-Verlag
GmbH, DE, part of Springer Nature 2023
B. Vogel-Heuser and M. Wimmer (eds.), Digital Transformation,
https://doi.org/10.1007/978-3-662-65004-2_9

223

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-662-65004-2_9&domain=pdf
http://orcid.org/0000-0003-1344-8472
http://orcid.org/0000-0002-1767-5675
http://orcid.org/0000-0003-2418-2489
mailto:agomezlla@uoc.edu
mailto:jordi.cabot@icrea.cat
mailto:cjoubert@prodevelop.es
https://doi.org/10.1007/978-3-662-65004-2_9


224 A.Gómez et al.

Keywords

Blockchain • Distributed Ledger • Smart Contracts

1 Introduction

The Fourth Industrial Revolution—or Industry 4.0—is characterized by the need of com-
bining complex engineering systems to move towards the automation and optimization of
manufacturing technologies. In any Industry 4.0 initiative, cyber-physical systems (CPSs)
that connect and integrate physical and digital elements in a single system are a key aspect.
Unlike more traditional embedded systems, a full-fledged CPS is typically designed as a
network of interacting elements with physical input and output instead of as standalone
devices [18].

One of the major shortcomings in CPSs is their current centralized architecture which
will struggle to scale up to meet the demands of future CPSs [5]. In this chapter, we will see
why (and how) blockchain can be a key enabler to solve this challenge.

Blockchain is a distributed ledger. A ledger is essentially a record of transaction data.
In a distributed ledger, the consensus of replicated, shared, and synchronized digital data is
geographically spread across multiple sites, countries, or institutions [30]. Data is internally
represented as a growing list of blocks where each block is linked to the previous one via a
cryptographic hash [22].

Blockchain does not need a central administrator or a centralized data storage, which
makes it ideal as a technology on top of which implementing virtual currencies. This was its
very first application with the creation of Bitcoin1 in 2008. However, since then, blockchain
has been used in a large variety of scenarios [27]: education, health, social media, organi-
zations’ governance,2 and even artificial intelligence [15]. We believe the combination of
CPSs/IoT and blockchains will disrupt existing processes across a variety of industries. As
an example, we will describe in this chapter the impact of blockchain adoption in the supply
chain of maritime trade, for example, to register the events associated with actions carried
out in the transport chain—such as entry or exit of a container—and the validation of those
operations via smart contracts.

But blockchain can also help in the specification and generation of the CPSs systems
themselves. Design and monitoring of CPSs are more and more based on model-driven
engineering (MDE) [6] techniques that allow working with the CPS at a higher abstraction
level and disregard, to a certain extent, low-level technical details of the concrete platforms
the CPS is executed upon. Blockchain can be used to complement these methods in at least
two critical aspects of the design and operation of a CPS: runtime traceability and design
accountability. As the single source of truth for all stakeholders in the system, blockchains

1 https://bitcoin.org/
2 https://aragon.org/

https://bitcoin.org/
https://aragon.org/
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can be used to record all changes in the system and make sure every single one of those
changes can be traced back to the stakeholder that performed that change. Given that data
in a blockchain cannot be altered retroactively, this recorded information can be used at any
time to identify the liability and responsibility of everyone involved in the CPS development
and monitoring.

The rest of this chapter is structured as follows. Section2 introduces the key concepts of a
blockchain data structure while Sect. 3 describes how that data can be safely manipulated by
means of smart contracts. Then, Sect. 4 describes how blockchains can be useful to design
and operate CPSs. Finally, Sect. 5 discusses some trade-offs and strategic decisions that must
be consideredwhen choosing the right blockchain design for your business, and Sect. 6 gives
some final remarks to conclude the chapter.

2 Starting from the Beginning:What is a Blockchain?

A blockchain is a data structure defined as a hash tree of blocks representing transactions,
where each block is identified by its hash value and contains the hash value of its predecessor.
As its name suggest, although a blockchain is a tree, there is only one agreed upon chain of
blocks, being the blocks of diverging branches considered as stale blocks.

Blockchain-like data structures are not new and, in fact, have already been used before in
wide-spread technologies like Git.3 But their popularity exploded with the irruption of Bit-
coin and its innovations. Specifically, the innovation introduced by Satoshi Nakamoto [21]—
the presumedpseudonymous of the person or personswhodevelopedBitcoin—was theProof
ofWork (PoW) of themining/consensus algorithm, which ensures that the agreed-upon state
of the data is supported by at least 51% of the mining nodes. The algorithm is applied during
the creation of newblocks for the blockchain and determineswhich blocks are to be accepted.

Although a blockchain is a quite simple data structure, several different concepts play
an important role for its understanding. Thus, in the next subsections, we first describe the
most important concepts in blockchains; and second, we describe what a blockchain looks
like and how it is built.

2.1 Blockchain Basic Concepts

A blockchain is a data structure that, by design, allows an efficient and secure verification of
its contents thus preventing a malicious actor to tamper with it. This is achieved by putting
together different concepts from the computing field. Next, we introduce some of these basic
concepts that play an important role:

3 https://git-scm.com/

https://git-scm.com/
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Blockchain — A blockchain is a distributed ledger that contains a continuously growing
list of records, the so-called blocks. As we will see later, a blockchain is designed in such
a way that altering its contents becomes extremely difficult in a reasonable time.

Block — A block is a record inside a blockchain containing any kind of data. Besides
data, a block must contain, at least, an index denoting its position in the chain, the hash
value of all the information it contains (both data and metadata, to be able to verify any
modification), and the hash value of its predecessor in the blockchain.

Hashing function —A hashing function is a function able to map information of any size
to a fixed-sized hash value. In short, a hashing function will comply with the following
conditions: (i) it is relatively easy to compute; (ii) it will always produce the same hash
value for the same input data; (iii) it is impossible to recover the input data from its hash
value; (iv) different input data should likely produce different hash values; and (v) small
changes in input data should lead to big changes in the hash value.

Proof of work (PoW) — A PoW is a mechanism where the requester of a service must
solve a relatively complex problem in order to access a given service. The PoW power
resides in its asymmetry: it should be relatively complex to solve the problem posed
by the service provider in the PoW, but it should be fairly easy to check the solution
calculated by the requester.

Block mining —Block mining is the process of validating a given block by solving a PoW.
The PoW to solvewhilemining a block is, typically, being able to find a specific value (the
so-called nonce value, see below) whose hash function produces a hash value validating
some specific conditions. In a blockchain, the PoW is used as a consensus mechanism
used to agree which additions to the blockchain are valid.4

2.2 A Blockchain Under theMicroscope

Figure1 shows what a fraction of a simple blockchain with minimal (meta-)data would look
like. Specifically, the first three blocks of the blockchain are shown. Each block contains the
following information: (i) an index, shown in the black area at its top; (ii) a prev-hash value,
pointing to the previous block in the chain; (iii) a hash value, calculated by applying a hash
function to all the information stored in the chain, including both data and metadata, such as
prev-hash or nonce; (iv) a nonce value, which is an arbitrary number; and (v) a block of data,
typically limited to a maximum size. Since the first block—block 0—has no predecessor,
its prev-hash value is set to 0. This special block is called genesis block.

As it can be observed, all the hash values start with a given number of leading zeros
(four zeros). This is because, in the design of our blockchain, we have defined this as a
requirement to consider a block as valid: the hash value of a block must be smaller than a

4 Other methods for reaching consensus than PoW have been proposed—Proof of Stake (PoS),
Deferred Proof of Stake (DPoS), or Practical Byzantine Fault Tolerance (PBFT), to name a few—but
for the sake of simplicity, we will focus on PoW.
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Fig. 1 A simple blockchain

specific target value (0000ffff in our example). However, the probability of obtaining
a hash value meeting this condition by chance is extremely low. This is where the nonce
value enters into play, and this is the PoW of our blockchain: we must find the nonce value
that makes the hashing function applied over a block return a valid hash value (i.e., lower
than 0000ffff). As aforementioned, this process of finding the proper nonce value is
called mining.

Now we will illustrate how the chain is populated by explaining how an hypothetical
block 3 is added. At this point, we assume that a network of interconnected peers exists,
each one containing a full copy of the blockchain. The process for adding the block 3 is,
simplifying, as follows: a peer decides to add a block, so it creates it and sets a nonce of 0
in the block. Then, the peer calculates the hash of the block. If the hash is smaller than the
target value, then the block is added to the chain and it is communicated to all its connected
peers in the network. If the hash is higher than the target value, the peer increments the
nonce and checks again. This process is repeated until a valid nonce value is found and then
proceeds as mentioned above.

It could be the case, however, that another peer in the network creates another block 3 (or
even more blocks). In short, when peers intercommunicate and share their versions of the
blockchain, a few rules apply: if the chains have diverged, but have the same length, they
do nothing (the conflict will be resolved later when the chains grow); if one of the peers has
a longer (valid) chain, this one takes precedence (i.e., the shortest chain is discarded and
considered stale). Figure2 describes this scenario: in the case of the blockchain having both
valid blocks 3a and 3b, both are maintained as valid (Fig. 2a). When block 4 is added to the
chain containing block 3a, the branch of 3b is marked as stale since it becomes the shortest
chain (Fig. 2b). It is important to remark that, if the data in the stale blocks is not contained
within the valid blocks of the resulting blockchain, they need to be recomputed to be added
in a subsequent block. Although there is no guarantee when a stale block will be added to
the blockchain, eventually, it will.

At this point, it can be seen that modifying any block would require to recalculate its
nonce value so that the hash value is still valid. But not only recalculating the modified block
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Fig. 2 A blockchain with two branches

is necessary: all subsequent blocks need to be recalculated too, since they use the hash value
of the corresponding previous block in the calculation of their hashes. Additionally, this has
to be done in such a way that the modified chain is longer than the chain trusted by other
peers in the network. This is why tampering with a blockchain is impractical: any minor
modification would require both an enormous amount of processing power and controlling
a big portion of the peers in the network.

3 Manipulating Data in a Blockchain

We have seen that blocks in a blockchain can contain any arbitrary data, but, how can we
ensure that data contained within a blockchain is only modified in a specific valid and secure
way? This is the question that smart contracts try to answer.

Smart contracts, similarly to blockchains, are not anything new; and also similarly to
blockchains, were tightly tied to digital currencies in their origin. The term smart contract
was initially coined by Nick Szabo—a computer scientist and cryptographer known for his
research in digital currencies and their legal aspects—in the mid nineties, and was further
developed inFormalizing and Securing Relationships on Public Networks [29]. In this work,
Szabo discusses the similarities and differences between smart contracts and traditional
business procedures based on written contracts, controls, and static forms; and proposes to
use cryptography to secure algorithmically specifiable relationships.

Thus, a smart contract is exactly this: instead of specifying the contractual clauses of
the relationship among different parties using natural language in a written contract, the
clauses are algorithmically specified using—for example—a programming language. Szabo
explains how smart contracts work using a vending machine example: the vending machine
implements a smart contract between the buyer and the vendor; and when the buyer intro-
duces the coins in the machine, it dispenses—as specified by its program—the desired
product and the change according to the displayed price.

Focusing on blockchain technology, smart contracts can be used to ensure that modifi-
cations of data in the blockchain are securely done. Taking as an example a blockchain
implementing a cryptocurrency—such as Bitcoin—we see that data contained in chain
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blocks are money transactions done between peers. As it can be guessed, it is important
not only that data is not altered once it is recorded—as we have seen in Sect. 2—but also
that modifications (i.e., data in new blocks) are done according to a set of rules. Examples
of such rules are ensuring that the sender of some amount of money is the owner of some
specific funds; or that the receiver of a specific transfer is allowed to spend the received
money. These are simple smart contracts that ensure that the integrity of data stored in the
blockchain is not compromised.

3.1 Smart Contracts, Languages, andTuring Completeness

In domain specific blockchains—such as Bitcoin—smart contracts like the ones above can
be directly encoded in the blockchain protocol itself for the sake of simplicity and security.
But that goes at the cost of flexibility and extensibility: if newways of interactingwith data in
the blockchain are envisaged, it may be too costly—or even impossible—to add support for
them. This is why most blockchain technologies provide their specific languages to define
smart contracts.

For example, a cryptocurrency blockchain initially designed to support transactions
between two peersmay need to support other types of transactions such as co-ownedwallets.
This type of wallets could require that all—or a configurable majority of—the owners of
the wallet sign a transaction in order to authorize it. These types of wallets in fact exist in
Bitcoin—and are known as multisig wallets—and indeed, the way they work is not directly
encoded in the Bitcoin protocol, but it is specified in a language called Bitcoin Script.

Bitcoin Script is the language provided by Bitcoin to specify smart contracts, but as a
domain-specific blockchain for cryptocurrency, it does not need to be excessively expressive.
As a consequence, Bitcoin Script is a purposely simple language, with very few instructions
(operation codes), and with a very simple stack-based computing paradigm. In fact, Bitcoin
Script is so limited that it does not support loops or recursion, making it Turing incomplete.
This is in fact a deliberate design decision since the halting problem is undecidable for
programs written in Turing-complete languages: keeping the language Turing-incomplete
serves as a security countermeasure against malicious smart contracts that may run forever
thus provoking a denial of service.

It must be taken into account, however, that smart contracts are nothing but simple
computer programs, and as such, they do not need to be tied to a specific domain nor they
need to have limited power. The power of smart contracts can be unleashed by providing a
Turing complete language, with rich semantics, and a high-level concrete syntax. With such
a language, a blockchain can be seen as a completely distributed and secure storage and
computing platform. An example of such a platform is Ethereum5 thanks to its language for
smart contracts definition, Solidity.6

5 http://ethereum.org/
6 https://solidity.readthedocs.io/

http://ethereum.org/
https://solidity.readthedocs.io/
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It must be noted that, although blockchain technologies do not need to necessarily rely
on cryptocurrencies, this is not the case for Ethereum: on the Ethereum network, users
have access to accounts in ether, the main currency used on the Ethereum blockchain. This
currency is used to trade with computing power in the blockchain.

There are two types of accounts in Ethereum: externally owned accounts, which are
controlled by a private key—i.e., an individual—and can send transactions but cannot publish
code; and contract accounts,whichhave a state and an associated code—the smart contract—
that can be executed by transactions and can call the code of other smart contracts. The smart
contracts are stored in the blockchain itself thus being immutable: once a contract is deployed
to a certain address on the Ethereum network, it is included in a block and cannot be changed.
This is why smart contracts provide a secureway tomake a procedure both publicly available
as well as unalterable.

Solidity, the main language used for defining smart contracts, is an object-oriented lan-
guage with a syntax similar to JavaScript that compiles to bytecode. This bytecode is exe-
cuted by the Ethereum Virtual Machine (EVM), which runs on every full Ethereum node. A
mining node is an Ethereum client, which downloads and verifies the blockchain and mines
new blocks. The reward for successfully mining new blocks is the transaction fee as well as
a pre-setmining reward, both of which are included in the mined block. As aforementioned,
Solidity is Turing-complete, thus allowing the execution of any arbitrary code.

3.2 Smart Contracts in Turing-complete Languages:The Case
of Ethereum

But, did we not just say that Turing-complete languages are a possible vector of attacks?
This is where the concept of gas comes into play. The gas was developed and implemented
in order to prevent system abuse by a malicious actor who attempts to run a denial of service
attack on the network by spamming it with transactions.

In Ethereum, executing an actual transaction has a cost in gas, calculated as a fixed fee
plus a variable fee that depends on the actual operations executed by the EVM.7 Thus, when
a transaction is sent, a user has to set two values: first, the price that will be paid for each unit
of gas consumed during the execution (i.e., mining); and second, the maximum amount of
gas that the transaction will be allowed to consume. If a block is successfully mined, all the
gas included in the transactions is collected by the miner, which is converted to ether at the
price specified by the transaction senders. This is the aforementioned transaction fee. But
there are several cases in which the transaction is not fully executed or it is even rejected.
If a transaction runs for too long, and exceeds the maximum amount of gas, it will stop
and any changes done will be reverted. In that case, the miner will get anyway the fee for
the gas—computation power—consumed. For example, an endlessly running loop is not
possible on Ethereum since, for sure, at some point it will consume the maximum amount of

7 All these gas fees are specified in the Ethereum Yellow Paper [32].
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gas. But, if the gas limit for the transaction is set too high—for example, because a malicious
attacker wants to ensure that the loop runs at least for enough time to harm the network—it
can not even be included into a block since blocks also have a gas limit which is used to
control the size of mined blocks.

As it can be seen, the gas prevents the halting problem at execution time. However, we
can also see that we are limiting the computation power of the EVM. Thus, although Solidity
is a Turing complete language, it runs on a pseudo Turing-complete virtual machine—the
EVM—since it will stop executing a smart contract as soon as it runs out of gas.

3.3 Example of a Smart Contract

Listing 1 shows what an example smart contract8 looks like in Solidity. The smart contract
implements a simple form of a cryptocurrency. The goal of the contract is to ensure that only
its creator can create new coins; but anyone with an Ethereum address—i.e., keypair—can
send coins to each other.

1 // SPDX -License -Identifier: GPL -3.0
2 pragma solidity >=0.5.0 <0.7.0;
3

4 contract Coin {
5 // The keyword "public" makes variables accessible from other contracts
6 // "address" is a 160-bit value not allowing arithmetic operations
7 address public minter;
8 // "mapping" is a kind of hash table that does not allow obtaining the
9 // list of keys nor the list of values

10 mapping (address => uint) public balances;
11

12 // Constructor code is only run when the contract is created
13 constructor () public {
14 minter = msg.sender;
15 }
16

17 // Send an amount of newly created coins to an address
18 // Can only be called by the contract creator
19 function mint(address receiver , uint amount) public {
20 require(msg.sender == minter);
21 balances[receiver] += amount;
22 }
23

24 // Send an amount of existing coins from any caller to an address
25 function send(address receiver , uint amount) public {
26 require(amount <= balances[msg.sender], "Insufficient balance.");
27 balances[msg.sender] -= amount;
28 balances[receiver] += amount;
29 }
30 }

Listing 1. Example of a smart contract in Solidity

Line 1 specifies the source code license—specifying the license is important since publishing
the source code is the default—while line 2 specifies the compliance of the source code.
Solidity is still under development, and important changes in the language may happen

8 Adapted from https://solidity.readthedocs.io/en/latest/introduction-to-smart-contracts.html#
simple-smart-contract.

https://solidity.readthedocs.io/en/latest/introduction-to-smart-contracts.html#simple-smart-contract
https://solidity.readthedocs.io/en/latest/introduction-to-smart-contracts.html#simple-smart-contract
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inadvertently. The pragma directive allows us to guarantee that the contract will behave as
expected as far as the specified language versions are met.

The actual Coin contract is specified between lines 4–30. The contract basically stores
two pieces of information: the address of the contract creator—the minter (line 7)—and the
balances of all the addresses—i.e., accounts—that have received any funds (line 10). Both
minter and balances are public and can be queried from any other contract; but a big caveat
must be done with respect to the latter: since the balances are a mapping, it is only possible
to get the balance for a known address. Bulk queries, such as getting all the registered
addresses and all the stored balances, are not allowed.

The constructor (lines 13–15) is only run once: when the contract is created. When a
contract is created, a contract accountwith anEthereumaddress is created for it as previously
said in Sect. 3.1. The constructor makes use of the msg special global object, which allows
accessing the blockchain. msg.sender is the address where the current function call came
from—in this case the contract creator. Thus, line 14 registers the identity of the contract
creator at contract creation time. This valuewill remain unchanged in the contract throughout
its whole lifecycle.

Once a contract is created, anybody with an Ethereum address can invoke the functions
of the contract. Functions work similarly to contract clauses. For example, themint function
(lines 19–22) regulates how new coins can be created. On the one hand, line 20 guarantees
that only the contract creator—the minter—can execute this operation. If this requirement
is not met, the execution fails and no changes are done. On the other hand, line 21 specifies
that the receiver—any Ethereum address—will receive the amount of newly created coins
specified by the minter.

Finally, the send function (lines 25–29) regulates how the transfer of funds must be done.
As aforementioned, anybody with an Ethereum address can invoke this function. In this
case, line 26 ensures that the sender has enough funds to transfer; line 27 substracts the
funds from the sender’s balance; and line 28 adds the funds to the receiver’s balance. It
is important to remind that contract invocations are transactional, so it is not possible that
funds get substracted from an account but are not transferred to another.

3.4 Challenges in Contracts Lifecycle

Software evolves for an unlimited number of reasons: changes in the requirements, bugs,
improvements, refactorings, etc. Smart contracts, as a kind of software themselves, are not
an exception. But although smart contracts are executable, in fact, they are saved as any other
kind of data within the blockchain. That means that smart contracts remain immutable once
they are deployed into the blockchain, thus prohibiting to deploy newchanges by design. This
poses an additional challenge in the design of smart contracts, since, for example, a contract
like the one explained above indeed will remain in the blockchain forever once deployed.
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Nevertheless, there exist several approaches to deal with evolution in smart contracts,
most of them based on well-known software design patterns [11, 12, 17]:

Smart contract destruction —It could be the case that the blockchain platform provides a
method to destroy contracts. This is the case of Ethereum and the selfdestruct operation.
However, it is the contract who must destroy itself. That means that this self-destruction
clause must be encoded in the smart contract from the beginning—of course secured
with some kind of identity check like in the mint(...) method in Listing 1—to avoid a
malicious destruction.
Once a smart contract has been destroyed, a new version can be deployed. This, however,
has important drawbacks: (i) since the new version will receive a different address, any
user of the smart contract must be aware of it in order to use the new version; (ii) in case
the removed smart contract is invoked—for example by mistake for not updating the
address—it will consume the ether sent in the transaction anyway although the contract
does not perform any action, thus being that ether lost forever; (iii) destruction is per-
manent, and a destroyed smart contract cannot be restored in the address it was initially
deployed; or (iv) data stored within the old smart contract must be migrated to the new
smart contract.

Smart contract deactivation — To prevent some of the previous issues—ether loss, per-
manent destruction—smart contracts may be deactivated instead. In this case, a cir-
cuit breaker pattern can be implemented within the contract. Thus, the contract will
keep an enabled/disabled state—which can be toggled by the contract creator—that will
enable/disable the contract. This change in the state of the contract can be either tempo-
rary or permanent, but in any case, does not imply destroying it. This can be useful in
case the contract needs to be disabled while an external service is upgraded, because a
bug has been found, or because the contract is no longer needed once a specific state has
been reached.
This solution, however, still poses some drawbacks, since in case a new version is needed,
it would still require to share the address of the new contract, and again, it would still
require a data migration.

Delegation, proxies and registries — In order to solve the previous problems, some other
patterns can be applied, such as delegation, proxy or registry, among others. In short,
these patterns allow to solve the problem of address change and data migration by using
multiple contracts that call each other. For example, using a simple delegation pattern, a
contract can delegate part of its logic to another contract (so called delegated contract).
For example, this delegated contract can be in charge of only managing the data. Thus,
if a new contract with new logic is deployed, there is no need to do a data migration: the
new contract only needs to make use of the delegated contract.
The proxy pattern can be used in a similarway: a proxy contract is a contract withminimal
logic that, once deployed, redirects all the requests it receives to another contract. Thus,
the proxy contract acts as the single entry point that always remains unchanged.
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Previous patterns can also be combined with the registry pattern: a registry contract can
act as a central storage for other contracts that can be retrieved, for example, by a custom
identifier rather than their address. Thus, a contract wanting to delegate or redirect a
specific function to another contract, only needs to query the registry to get its latest
version. For example, the Ethereum Name Service9 is an example of the registry pattern.

4 Use Cases

Once we have understood the basics of defining and manipulating blockchains, we will see
in this section how they can help in the operation and design of CPSs by looking at two
specific use cases: supply chains in maritime trade and model-based collaborative design
of CPSs.

4.1 Supply Chain in MaritimeTrade

More than 80% of global trade by volume is carried by the international shipping industry.
Any increased efficiency in the maritime trade sector can have significant effects on global
Gross Domestic Product (GDP). Blockchain is one of the key drivers for enhancing the effi-
ciency of maritime trade in the future, and brings many opportunities and benefits, namely:

• better means of sharing, distributing and verifying information and for transferring digi-
tal assets;

• a driver for process automation;
• time and cost reductions.

But blockchain-based solutions for the maritime sector are still in their infancy. This is
an active research area10 looking how to best adapt blockchain to the specific character-
istics, technology and processes of this domain. For instance, in the maritime trade sector
and at its interfaces, there will be a number of blockchain solutions that will need to be
interoperable. Working on open international interoperability standards between different
blockchain networks is of high importance and several international standard bodies, such
as UN/CEFACT [31] are playing an important role in this area. Another aspect to consider
is the use of port community systems (PCS), which are strategic assets for process harmo-
nization and integration. Such systems could bring added value to the implementation of
blockchain-based business processes in the maritime trade sector. As an example, PCS may
be able to bridge different blockchain local/global networks and the different technology
adoption levels of users.

9 https://ens.domains
10 http://www.dataports-project.eu

https://ens.domains
http://www.dataports-project.eu
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Recently, a large number of blockchain proof of concept and trial implementation ini-
tiatives have been put in place in the maritime trade to start exploring these issues. But
a more massive adoption could be delayed due to a number of open challenges. Beyond
the interoperability issue above, we also witness a lack of experts with know-how about
maritime logistics and the lack of developers with blockchain expertise. Additional chal-
lenges to implementing blockchain in maritime trade are: the technology maturity; the long
transaction confirmation time; legal issues and regulatory recognition; data ownership, per-
sonal privacy and general data protection regulation (GDPR); overlapping between current
competing solutions; better knowledge on where to introduce—and where not—blockchain
technologies; existence of multiple players with different technology adoption levels; need
to change business processes; missing open standards; cybersecurity threats and risks; or
the ability of micro, small and medium-sized enterprises to be integrated into blockchain-
based systems.

Some of these challenges—such as the access to skilled blockchain developers, a general
issue due to the huge demand of blockchain professionals—are common to any attempt to
deploy a blockchain strategy in a new domain and will be further discussed in Sect. 5.

Despite these challenges, numerous blockchain maritime applications have appeared.
Most of them involve the registration of events associated with actions carried out in the
transport chain, such as entry or exit of a container in the different stages of transport, opening
actions, control or verification of the containers at a certain stage11,12,13. The information
must have adequate privacy mechanisms to be shared only with the actors involved in the
processes, or with whom it is wished to share the information. The consultation operations
of the registered events are carried out on the database of the blockchain ledger. The con-
sumer launches the information request to the corresponding smart contract that validates
the permission rules, retrieves the events registered in the blockchain and returns them to
the consumer.

As a case of on-chain data—where the full data must be stored in the blockchain—we
can mention the sharing of verified gross mass (VGM) of containers composed of multiple
data entities, such as vehicles, weights, berths and locations.14 In the case of off-chain
data—where the data is stored outside the blockchain (e.g., port database, data provider,
international data structure, etc.)—another example could be the sharing of the consignment
note together with registering the digital signatures of the shipper and road-haulier, the
proof of goods delivery, and the digital hash of the control document. This would ensure
the consensus, origin, immutability and finality of these legal documents and data, acting
as a digital notary of these documentation15,16. Other initiatives are cryptocurrency for

11 https://www.tradelens.com
12 https://github.com/blockfreight
13 https://t-mining.be
14 International Maritime Organization, MSC.1/Circ.1475, 9 June 2014.
15 https://ipcsa.international
16 https://wavebl.com

https://www.tradelens.com
https://github.com/blockfreight
https://t-mining.be
https://ipcsa.international
https://wavebl.com
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container liners and their customers to reduce counterparty risk of default of a cargo shipping
agreement (booking).17

4.2 Collaborative Design of CPSs

Blockchain technology can also play a key role in the development of CPSs and not just
during their runtime execution as described in the previous section.

Development and evolution of CPSs is more and more based on MDE principles. In
MDE, models are the key element of all system engineering activities. We can use modeling
techniques to specify CPSs at a higher abstraction level, disregarding, to a certain extent,
low level technical details of the concrete platforms the CPS is executed upon [3, 8, 13].

Due to their essential complexity, all CPSs projects involve a large number of peo-
ple that discuss and collaborate in the definition of a CPS, many times involving external
companies—e.g., outsourcing or offshoring [4] scenarios—and consultants. These project
participants may work on separate parts of the project, require a different perspective on
the project, various access rights, etc. The MDE community has come with a number of
practical solutions for these problems—e.g., see the approaches to generate model views
based on a user profile [7].

Nevertheless, there are threemajor challenges that havenot beenyet satisfactorily addressed:

Accountability — The need to track the actions of each team member interacting with
the system. For instance, this can be needed for contribution attribution, e.g., to perform
quality assessment or calculate payments to external parties.

Explainability — The need to explain and justify the behaviour of the CPS in the future
by tracking that behaviour to past design decisions.

Intellectual Property (IP) Protection — CPSs models are key assets for a company and
as such they must be protected. We need mechanisms to detect and deal with stolen IP,
including from our own collaborators.

We believe integrating blockchain technologies in MDE—and in general, in software and
systems engineering [2]—could be a significant step forward towards solving these three
issues. By tracking all changes on the CPS models—including by whom, from where, with
which access rights, etc.; but also thewhy and reasons for the change—we could leverage the
benefits of blockchain to be able to provide accountability, explainability and IP protection
to the CPSs design process.

This is still an open research area though some promising results have been presented in
the last couple of years [10, 14, 25]. They have as core element a blockchain metamodel as
the “glue code” between the CPS models and the blockchain technology.

17 https://www.300cubits.tech

https://www.300cubits.tech
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Fig. 3 A blockchain metamodel (extracted and adapted from [23])

Thismetamodel is used to enrich themodel datawith all the auxiliary information required
to properly store all the model manipulation data in the blockchain for future analysis. An
example of such blockchain metamodel is the one proposed by Olivé [23] for Ethereum, as
shown in Fig. 3.

Without getting into too much detail, we can note how the metamodel comprises the key
metaclasses to represent the modification operations in Ethereum as explained in Sect. 3.18

Please note that, for simpler scenarios, we could simply just include a taxonomy of model
changes [19] and link the type of change to the affected model elements, as done in [16].
This way, we can also describe how the need for that change was decided (explainability)
linked to the user that executed those operations (accountability).

Storing all this data together with the model itself in a blockchain will also fully protect
the company’s IP. Unfortunately, this is not always possible as models can be large and
pretend to save the full model in a block would not scale at all. There are several alternatives
to address this issue—see also the discussion in the next section. We could, for instance,
store only the changes in the blockchain while keeping the model on an external support.
Or, if our main concern is the detection of stolen versions of our model, store only the model
hash in the blockchain and not the model itself.

18 A deeper explanation of the concepts and metaclasses can be found in the original publication [23].
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Robust hashing algorithms produce the same or very similar hashes for similar inputs.
Moreover, they are capable of resisting attacks—i.e., modifications—that change non-
essential properties of the asset. Adaptations of robust hashing to models [20] show how
they can successfully detect model copies even with a certain degree of modifications.

5 DesigningMy Blockchain

This section covers some of the socio-technical challenges [9] to consider when adopting a
blockchain infrastructure in an organization project.

We first go through the list of aspects to consider one by one. We then cover a number of
“packaged” blockchain solutions—favouring each of them a different set of qualities—that
can help us accelerate the implantation based on our needs. Some of these solutions have
even as a service—blockchain as a service (BaaS) [28]—option to speed up even more the
deployment of your own blockchain-based process—e.g., see AWS Blockchain templates,19

Oracle’s cloud blockchain platform20 or Huawei’s blockchain service.21

5.1 Socio-Technical Challenges

This subsection goes into greater depth on the key aspects you should consider before starting
any blockchain project.

Alignment of stakeholder interests — In traditional business sectors, like maritime sup-
ply chain, many stakeholders are involved and should change their mind and adjust their
corporate culture if a blockchain-based solution is used instead of current electronic
exchange format. To be a success, this would require economies of scale and cooperation
among potential competitors.

Standards — A key property in many domains is the fluidity of information. This can
be achieved by adhering to standard protocols and data definitions and formats. The
successful adoption of robust blockchain standards could have the effect of making the
number of parties involved irrelevant because the opportunity to corrupt it would be
reduced to zero.

Data integrity from source—e.g. traceability — The trustworthiness of the information
carried by a blockchain depends on verified inputs occurring as early in the chain as
possible. Therefore, it is important in the design of blockchain systems to focus on when
and how data is to be verified.

19 https://aws.amazon.com/blogs/aws/get-started-with-blockchain-using-the-new-aws-
blockchain-templates/
20 https://www.oracle.com/application-development/cloud-services/blockchain-platform/
21 https://www.huaweicloud.com/intl/en-us/product/bcs.html

https://aws.amazon.com/blogs/aws/get-started-with-blockchain-using-the-new-aws-blockchain-templates/
https://aws.amazon.com/blogs/aws/get-started-with-blockchain-using-the-new-aws-blockchain-templates/
https://www.oracle.com/application-development/cloud-services/blockchain-platform/
https://www.huaweicloud.com/intl/en-us/product/bcs.html
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Data collection —When it comes to automatize data collection, the technology to achieve
it usually is based on radio frequency identification (RFID), QR codes and respective
scanners, as well as IoT sensors. However, implementation challenges with accurate or
incomplete readings are still observed when they are deployed at scale.

Anomaly management —Rules governing a blockchain system should be designed to let
a network recognize nodes with the authority to make correcting entries to original data.
This also affects the contracts to manipulate the blockchain, as discussed in Sect. 3.

Regulation —The potential for hiding or obfuscating important information is of concern
to governments. Without regulation it is possible for entire economies to operate out of
sight, thereby avoiding taxes, fees and financial laws such as those on money-laundering.

Costs — An obvious example is the large amount of electricity used in PoW systems.
This has been heavily criticized because of its impact. For this reason, many public
blockchains that use PoW—such as Ethereum—are moving toward the use of other
consensus mechanisms for the verification of data blocks.

Securing the Blockchain —As discussed above, common PoW protocols are very secure
but their cost make them unlikely to find favour in sectors like supply-chain. A different
trade-off may be required here, for instance, using other protocols such as PoS.

Privacy and liability —Strong permission-based access protocols offer a theoretical level
of privacy that should meet the most exacting standards of business and governmental
agencies. The issue of liability remains when confidential information may be stolen by
a malicious actor or shared with an unauthorized user.

5.2 Enterprise Blockchain Platforms

When a company decides to implement a blockchain solution for its business, like the
maritime sector,22 it has to make a technological choice. Will the solution involve cryp-
tocurrency? Bitcoin, Ether, other?Will it require high transaction rate throughput? Complex
smart contracts? Under what licences? …?

To answer this need, a number of blockchain platforms have emerged combining different
features and technologies. These platforms differ in many aspects, among which we find
their unique purpose, consensus protocol, maturity, performance and scalability, privacy
and confidentiality, security and identity, scalability and interoperability, licence, network
access, transaction cost/maximum number of transaction per second, smart contract support,
cryptocurrency, cloud offerings and ease of use. Table1 gives an overview of the current four

22 http://www.dataports-project.eu

http://www.dataports-project.eu
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Table 1 Comparison of four main enterprise blockchain platforms

Hyperledger Ethereum

Fabric (EEA) Corda Quorum

consortium Linux foundation Ethereum
foundation

R3 consortium JP Morgan Chase

license Apache 2 GPL Apache 2 LGPL-3.0

consensus Kafka—Solo Proof of work
(POW)

Notary nodes Raft-based—
Istanbul
BFT

smart
contracts

Chaincodes EVM smart
contract

Smart contract EVM smart
contract

state Blockchain and
Database
(key/value)

Blockchain and
Database
(key/value)

State Transaction
chain

Blockchain and
Database
(key/value)

transaction
cost

Free GAS + Mining
commission

Free Free

max.
transactions/s

3500TPS 25TPS 600TPS 100TPS

cryptocurrency No Ether No No

main enterprise blockchain platforms, namely Hyperledger Fabric,23 Ethereum (EEA),24

Corda,25 and Quorum.26

While the Hyperledger Fabric presents the benefit to be general purpose with a wide
support of privacy mechanisms, and a global state shared over the network, it is less suitable
for bilateral peer-to-peer contracts. Ethereum (EEA) also offers strong privacy mechanism,
as well as interoperability with Ethereum-based solutions, but it suffers from poor flexibility
for protocol optimization, and specific solutions for restricted purposes. On the contrary,
Corda presents a flexible and easily orchestrated transaction processing, in particular for
bilateral contracts, and state visibility. However, its on-chain business logic is not well
adapted for consensus processes, and it presents poor confidentiality and privacy—notary
witnesses transactions, simple cryptographic technologies. Finally, Quorum presents better
performance than public Ethereum,with support for private transactions, but at a higher cost,
with a small support community and mostly fitted for financial services and applications.

A more complete list of enterprise blockchain platforms can be found in [24].

23 https://www.hyperledger.org/use/fabric
24 https://ethereum.org/enterprise
25 https://www.corda.net
26 https://www.goquorum.com

https://www.hyperledger.org/use/fabric
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6 Conclusions

We have covered the main concepts of blockchain technology and its benefits but also the
potential issues you will face when starting to adopting blockchain in your organization.

However, blockchain technologies and environments are changing at a fast pace. Thus,
we expect that many of those challenges will either disappear or get simplified by new
developments and the release of more mature tools in the area.

Some of these new tools and approaches are pushing the limits of blockchain and
even exploring alternative distribute ledger architectures, mostly to address scalability con-
cerns. Hedera Hashgraph27 is one of these initiatives. Based on a hashgraph consensus
algorithm [1], it focuses on delivering fast and inexpensive transactions. XuperChain28 is
blockchain-compatible, but it introduces parallel contract execution and verification. IOTA29

uses a direct acyclic graph (DAG) called the Tangle instead of a blockchain to store the ledge.
IOTA allows different branches of the DAG to eventually merge, resulting in a much faster
overall throughput.

One way or the other, blockhain and distributed ledgers technology are here to stay.
While right now, its adoption can be at the early-adopters/early-maturity phase [26], we
believe blockchain will end up impacting all business domains, especially all those related
to Industry 4.0 and CPSs. If you are not yet monitoring this field, we hope this chapter is
just the first step towards your blockchain adoption strategy.
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Abstract

The fourth industrial revolution promises a new quality of automation with smart man-
ufacturing devices sharing enormous amounts of data. A crucial step in fulfilling this
promise is developing advanced data integration methods that are able to consolidate and
combine heterogeneous data from multiple sources. We outline the use of knowledge
graphs for data integration and provide an overview of proposed approaches to create
and update such knowledge graphs, in particular for schema and ontology matching, data
lifting and especially for entity resolution. Furthermore, we present data integration use
cases for Industry 4.0 and discuss open problems.
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1 Introduction and RelatedWork

The success of Industry 4.0 is based on the transforming technologies of the last decade: the
Internet of Things and Big Data [37]. The Internet of Things enables communication and
exchange of data between physical objects (e.g., sensors) to implement certain services and
reach autonomous decisions. In the medical domain, for example, the Internet of Things can
improve services such as monitoring, diagnostics, and treatment by utilizing interconnected
devices that observe the vitality of persons [72]. The idea of Industry 4.0 is similarly based
on the close interaction of decentralized systems such as production systems and products,
to achieve self-controlled and self-optimizing processes. Big Data comes into play due to
the enormous amount of different kinds of data that are continuously generated, exchanged,
and to be processed. This data has to be standardized to enable their interpretation and
autonomous decisions. Moreover, the different kinds of data can be collected, transformed,
and integrated to support a holistic analysis and optimization of the different production
processes, production lines, etc. [22].

The challenges of Big Data are usually characterized by the “V” properties of Volume,
Velocity, Variety and Veracity. These challenges are all relevant for Industry 4.0. In partic-
ular, disconnected sources in manufacturing processes generate a massive amount of data
(Volume) at a high rate (Velocity) for further processing [22]. Variety refers to the need to
process different kinds of heterogeneous data, in particular structured data (such as events
or database records), semi-structured data (documents, log files, error reports), and unstruc-
tured data (e.g., images, audio files, and videos). Veracity finally asks for providing a high
data quality to enable valid analysis results.

Data integration is the task to combine and enrich data from multiple sources for data
analysis. Big Data Integration is data integration for Big Data that has to address the V chal-
lenges, in particular, Variety to deal with heterogeneous data of different kinds and Veracity
to achieve high data quality. Additionally, the requirements Volume and Velocity lead to
high-performance demand to deal with the massive amount of continuously produced data.
The high data quality and performance requirements are best met with so-called physical
data integration approaches that bring the data from different sources into a dedicated repos-
itory such as a data warehouse or knowledge graph. Such repositories can be maintained and
used on a distributed cluster platform with many processors to achieve fast data processing
and analysis. Furthermore, such approaches can apply comprehensive data preprocessing to
improve data quality, in particular by extracting information from semi- and unstructured
sources and for performing transformation and cleaning approaches for data consolidation
[32, 75]. Physical data integration such as the creation and continuous update of a data ware-
house or a knowledge graph also entails several steps, including the task of entity resolution
to identify (match) and fuse different representations of the same real-world entity such as
for a product part or customer.

While there is a huge amount of previous research and commercial activities in the area
of data integration [13, 74], there is only little work focusing specifically on data integration
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for Industry 4.0. Somework has been done on the use of dedicated process knowledge repos-
itories for workflow analysis [61], and for the enrichment and maintenance of unstructured
documents such as failure and performance reports [52]. Most repositories focus on certain
data types, applications or certain phases in the value chain of products. Process knowledge
data consists of structured rules, information about data mining models and results as struc-
tured data. On the other hand, documents such as failure reports and unstructured data are
essential as well. Groeger et al. [23] propose a repository for maintaining these types of
data for each manufacturing step.

In the remainder of this chapter, we focus on (Big) data integration with knowledge
graphs that can semantically integrate and interrelate many entities of different types for
data analysis. Knowledge graphs are more flexible than data warehouses that are built on
relational databases with a rather static, predefined schema that prevents the easy addition
of new kinds of heterogeneous entities and their relationships. We begin by motivating the
topic by outlining selected industrial use cases for data integration in Sect. 2. In Sect. 3, we
introduce knowledge graphs and give an overview of the methods for constructing them.
The important task of entity resolution is the topic of Sect. 4 that explains the main steps
and how its performance can be improved to deal with Big Data. We close with a summary
and outlook to open problems.

2 Data Integration Use Cases

Knowledge Graphs (KG) and other semantic technologies have become a viable option
for companies to organize complex information in a meaningful manner. The semantic
representation of data can improve understandability of complex data making development
of new technologies more efficient [18], and improve quality control in manufacturing
processes [97]. Not only software giants like Facebook, Google and Microsoft, but also
production companies like Siemens [78] or news conglomerates like Thomas-Reuters [91]
turn towards semantic representations of their data. Aibel, a service company in the energy
sector, has reportedly saved more than 100 million Euros through better representation of
their products using ontologies [90].

In the following we will look at some examples, where companies integrated heteroge-
neous data sources into semantic repositories.

In a Bosch factory[38] SurfaceMount Technology is used tomount electrical components
directly on circuit boards. Different machines are needed in this process, e.g., to place
the electronic parts or inspect the solder joints. To detect failures in the manufacturing
process, the integration of several data sources coming from machines of different vendors
is necessary. This data integration relies on a domain ontology.Anontology is a semantic data
structure, which contains known concepts and relationships and can be used to ensure the
consistency in the data integration process. The machine components in the manufacturing
pipeline produce log data in the form of JSON files. These are extracted and stored in a
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PostgreSQL database which is then manually mapped to the ontology. Through the use of
the Ontop1 framework a Virtual Knowledge Graph is created from the ontology and the
mappings to the original data sources. The manufacturing process data can then be analyzed
by sending SPARQL (a semantic querying language) queries which are translated to SQL
queries to the original data sources. In an evaluation this approach returned results in tens of
seconds, which the researchers deemed a reasonable amount of time for their use case. What
is still missing is a more comprehensive data analysis that goes beyond the use of queries,
e.g., the use of machine learning to identify erroneous processing steps.

Siemens relies on a similar approach to unifymultiple data sources in their smartmanufac-
turing process [78]. A common ontology is used and the heterogeneous sources are mapped
to this ontology. The resulting KG is used as a basis to integrate dynamically occurring
events in their factory into the KG. The researchers present an approach for event-enhanced
KG completion using a machine learning approach to jointly learn KG embeddings as well
as event sequence data embeddings. In their evaluation they show, that their approach leads
to good quality KG completion and can aid in the synchronisation of the physical and digital
representations of a smart factory.

Jirkovský et al. [35] investigate the use of semi-automatic ontology matching to integrate
an Excel File containing Ford spare part records and the Ford supply chain ontology. They
utilize extensive preprocessing to enrich the Excel records with implicit information con-
tained in part numbers and abbreviations. Multiple similarity measures are used for element
pairs which are fed into a self-organizing map, which is a type of artificial neural network
that can be trained in an unsupervised fashion. The trained model can classify entity pairs
and present the user with examples, where it is least confident about its classification.

3 Knowledge Graphs

In this section we first present the foundations of semantic technologies for knowledge
graphs. We then present the necessary steps to semantically integrate heterogeneous data
sources for creating and evolving such knowledge graphs.

3.1 Knowledge Graph Foundations

In Fig. 1 we can see an example snippet of a KG.Wewill use this illustration to subsequently
introduce RDF, ontologies and finally what a KG is.

RDF The standard that is used to create KGs with their entities and relationships is called
RDF (Resource Description Framework), which is a recommendation2 of the W3C (World

1 https://ontop-vkg.org
2 https://www.w3.org/TR/rdf-primer/

https://ontop-vkg.org
https://www.w3.org/TR/rdf-primer/
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Wide Web Consortium). An RDF graph is a set of triples. Using such triples we can make
statements about entities and their relations. An example of a triple we can see in Fig. 1 is

Part123 manufacturedIn ProcessingStep123 .

An RDF Graph can have three different kinds of nodes: IRIs (Internationalized Resource
identifiers), literals or blank nodes. IRIs are generalizations of URIs and give each resource
a unique identifier. To express values such as strings, dates or numbers literals are used. RDF
enables the user to also state the datatype and if the literal is a string a language tag can be
provided. Blank nodes are anonymous resources, that enable more complex structures.

Ontologies An ontology is a formal description of knowledge using machine-processable
specifications. These specifications havewell definedmeanings and contain known concepts
and relationships [30]. For example, in Fig. 1 we express that the entity Part123 belongs
to the class Screw with the triple

Part123 rdf:type Screw .

Ontologies build on description logic, which enables reasoning engines to check logical
consistency and correctness. Such reasoning possibilities are advantageous in the Industry

Part123 ProcessingStep123

Screw

ManufacturingResult

Entity

ManufacturingStep

"Hex Headed
Machine Screw"

rdf:type

hasName

Entity Level

Ontology Level

manufacturedIn

rdf:type

rdf:type
rdf:type

rdf:type

Fig. 1 Example snippet of a KG
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4.0 setting to make implicit information explicit. For example, [49] use reasoning as data
enrichment step to infer compatibility of parts.

Furthermore, ontologies provide a so-called vocabulary, which is a set if IRIs, that can
be used in RDF graphs.3 In Fig. 1 for example we use the RDF vocabulary, by utilizing
rdf:type to express that an entity is an instance of a class. Incorporating vocabularies is a
common technique to rely on already existing ontologies and makes integration of different
semantic systems easier. For the Industry 4.0 context there already exist ontologies like e.g.
CORA (Core Ontology for Robotics and Automation) [71] that can be a useful starting point
for companies. An overview over other ontologies for Industry 4.0 can be found here [86].

Knowledge Graph The terms ontology and KG are sometimes erroneously used as syn-
onyms. KGs often integrate multiple sources into a single ontology and are able to derive
new knowledge through reasoning [16]. While ontologies often focus on the conceptual
modeling, knowledge graphs include a large number of entities and relations as instances
of concepts and relationships, which introduces the need of instance-level data integration
such as entity resolution. In the industry 4.0 context often the more specific term industrial
knowledge graph (e.g. at Siemens [31]) is used. A notable example of an open-source KG is
the Industry 4.0 Knowledge Graph [3]. This KG contains information about standards used
in smart manufacturing and relations between standards.

3.2 Knowledge Graph Construction

The construction of a KG entails the integration of (heterogeneous) data sources and enrich-
ing the data with semantic information. The integration process generally necessitates the
following steps:

1. Creation of the KG ontology
2. Mapping of data sources to theKGontologywhich requires schemaor ontologymatching
3. Preprocessing of data sources to extract, and clean entities and transform them into the

RDF format which is also known as data lifting
4. Categorization of entities to assign them to the ontology concepts, e.g. for entities

extracted from documents. This task can be addressed with machine learning by uti-
lizing already assigned entities as training data [79]

5. Entity Resolution to identify duplicate entities and fuse them together in the knowledge
graph.

Bear in mind, that some of these tasks can happen in different order (e.g., integrate the data
sources first and then perform data lifting or vice versa) or even overlap (e.g., classification
of entities can happen in the data lifting step). Moreover, the knowledge graph has to be

3 https://www.w3.org/TR/rdf11-concepts/#vocabularies

https://www.w3.org/TR/rdf11-concepts/#vocabularies


Big Data Integration for Industry 4.0 253

continuously updated to incorporate new data and even new data sources. This asks for
incremental methods to evolve the KG ontology and to add entities incrementally.

In the following we will start by presenting schema and ontology matching, followed by
the data lifting task. Entity Resolution will be discussed separately in Sect. 4.

Schema and Ontology Matching Smart factories produce a plethora of different data
formats from a vast number of sensors, databases, spreadsheets etc. To tackle this variety
aspect of Big Data, companies have to unify these data collections under a common schema,
a task that is referred to as schema matching. Schema matching aims to determine semantic
correspondences between metadata, database schemata or in the special case of ontology
matching between ontology elements. The high degree of semantic heterogeneity between
sources makes this a difficult task, especially since not only one-to-one matches have to be
found, but also more complex relationships like e.g., generalizations or part-of relations.

A central element of schema matching systems are matchers, which determine the simi-
larity between concepts/attributes of the given schemata. Different types of matchers exist,
namely instance- and metadata-based matchers. Instance-based matchers rely on already
known instancematches between data sources andmostly rely on the instance overlap among
concepts to determine how similar concepts are. Matchers that rely on metadata can further
be divided into element-level and structure-level matchers, where the former use similarity
between concept names sometimes utilizing dictionaries and the latter exploit structural
information in ontologies e.g., the children or parents of concepts. Matching frameworks
typically rely on a combination of different types of matchers to achieve a high quality
result [24]. Matchers can be executed sequentially, in parallel or a mixture of both.

To illustrate this let us look at an example from the smart product lifecycle, where
products from different vendors generate data, that we need to integrate [88]. Table1
lists six sample products from five different provider sources such as www.ebay.com and
www.buzzilions.com. The descriptions represent six cameras from twomanufacturersCanon
and Nikon. As shown, entity 1 and entity 2 as well as entity 4, entity 5, and entity 6 represent
the same real-world camera.We can see that schemata between data sources vary immensely.
This is not only apparent by the different number of properties for the same entities, but
also in the very different representation of the same attributes. For example, entity 1 has an
attribute effective megapixel count with a value 10.1, as well as an attribute pixel count
with the value 10 Megapixel, while the matching entity 2 has an attribute megapixels
with the value 10.1 MP. All three attributes would have to be determined to be the same.
Data preprocessing can alleviate some heterogeneity e.g., replacing common abbreviations
like MP for Megapixel. A schema matching approach will first have to classify entities
from the given sources. In the example, the entities are all of the type camera, but the data
sources might contain e.g., camera cases, which have to be separated from camera entities.
Secondly, classification of properties helps to reduce the search space e.g., the property
compatible with macintosh in entity 1 should be treated as a Boolean variable rather than a
string, and therefore not compared with other string attributes.
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Table 1 Example raw data

property value
entity 1

”source” ”www.buzzillions.com”
”page title” ”Canon EOS 40D Digital SLR Camera”
”compatible with macintosh” ”Yes”
”depth inches” ”2.9”
”digital slr” [ ”Body Only”, ”Body With Lens” ]
”effective megapixel count” ”10.1”
”height inches” ”4.2”
”lcd display size inches” ”3”
”lcd viewer” ”3 Inch”
”manufacturers warranty hardware” ”1 Year”
”megapixels” ”10.0”
”optical zoom” ”4x”
”pixel count” ”10 Megapixel”
”shutter speed” ”1/8000-30 second”
”skuprice” ”1299.9900”
”still image resolution max” ”3888 x 2592”
”usb port” ”(1) Mini-B”
”weight pounds” ”1.63”
”width inches” ”5.7”

entity 2
”source” ”www.ebay.com”
”brand” ”Canon”
”megapixels” ”10.1 MP”
”model” ”40D”
”mpn” ”EOS 40D”
”screen size” ”3”̈
”type” ”Digital SLR”

entity 3
”source” ”www.priceme.co.nz”
”page title” ”Canon EOS 400D New Zealand Prices - PriceMe”
”focus adjustment” ”Automatic focus, Manual focus”
”image stabilizer” ”Without Image Stabilizer”
”light sensitivity” ”ISO 100, ISO 1600, ISO 200, ISO 400, ISO 800, Auto”
”optical sensor” ”CMOS”

entity 4
”source” ”www.gosale.com”
”page title” ”Nikon D3100 14.2MP Digital SLR on sale for $461.20”
”camera type” ”SLR”
”ean13” ”0018208097982”
”manufacturer” ”Nikon”
”megapixels” ”14.2 MP”
”product number mpn” ”D3100 18-55 5”
”retail price” ”$949.00”
”upc” ”018208097982”

entity 5
”source” ”www.ebay.com”
”page title” ”Nikon D3100
”mpn” ”33858”
”screen size” ”3”̈
”upc” ”018208254866”

entity 6
”source” ”www.walmart.com”
”page title” ”Nikon 14.2MP DSLR Camera with VR Lens, 3L̈CD”
”model no” ”Nikon D3100 Kit”
”shipping weight in pounds” ”3.6”
”walmart no” ”000609532”
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Reduction of search space is a general problem in schemamatching. Given two schemata,
the comparison of every element of one schema with every element of the other schema
has quadratic complexity. This large search space has not only detrimental effects with
regards to scalability but can also negatively impact match quality given the higher number
of error possibilities. The main strategies to narrow the search space are early pruning of
dissimilar elements and partitioning of the ontologies [73]. Early pruning means discarding
element pairs with low similarity early in the matching process. Especially, in sequential
matching workflows this enables early matchers to alleviate the burden of unnecessary
comparisons for subsequent matchers. For example, after determining the attribute name
similarity of usb port in entity 1 and brand in entity 2 is low, the comparison of these
attributes can be omitted in further steps. Peukert et al. [70] employ filters to discard element
pairs beneath a certain similarity threshold. The threshold can be predefined or dynamically
set depending on already calculated comparisons and mapping results. Partitioning-based
approaches divide the ontologies in smaller parts so that only partitions have to be compared.
This not only reduces the number of necessary comparisons, but makes these match tasks
easily parallelizable.

Several different aspects of the data will have to be considered in order to create a high
quality match result. A schema matching workflow will have to incorporate the similarity of
attribute names and attribute values. The use of pre-trained word embeddings or synonym
dictionaries can be beneficial to match attributes, that are dissimilar on character level,
while being close semantically like brand and manufacturer. LeapME [2] relies on
word embeddings and meta-information of property names and property values as input for
a dense neural network. The classifier is trained on labeled property pairs and the corre-
sponding feature vectors. The trained model can then be used to obtain matching decisions
between unlabeled property pairs and their similarity scores. To integrate data about smart
energy grids, Santodomingo and colleagues [87] use background knowledge from a database
of electrical terminology. This background knowledge is used to find words with similar
meanings to extend the strings of entities in the given ontologies. The authors utilize several
matcher components, such as a linguistic module, which reduces words to their root form
and filters out stop words, that are uninformative in the matching process (e.g., “the”), as
well as threshold-based similarity components to derive matching decisions.

While binary matching approaches, unifying two sources, are most common, schema
matching in the industry 4.0 context usually requires more holistic approaches that are
able to consolidate multiple sources as shown in the example. Although it is possible to
perform this task by sequentially matching two sources until all sources are integrated,
specific approaches have been developed that cluster elements of multiple sources directly.
Gruetze et al. [26] align large ontologies by clustering concepts by topic. Topical grouping
is done by using Wikipedia pages related to concepts which result in category forests, that
are a set of Wikipedia category trees. Utilizing the tree overlap alignments are generated.
Megdiche et al. [54] model the holistic ontologymatching task asmaximum-weighted graph
matching problem, which they solve within a linear program. Their approach is extensible
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with different linear constraints, that are used to reduce incoherence in resulting alignments.
Roussille et al. [81] extend existing pairwise alignments of multiple sources by creating a
graph with entities from ontologies as nodes, and correspondences as edges. They determine
graph-cliques to detect the holistic alignment.

For a more general overview over ontologymatching we refer the interested reader to this
survey [63] and for a more detailed discussion of large-scale ontology and schema matching
to [73].

Data Lifting The data in organizations usually has to be semantified, since it resides in
formatswhich contain nomachine-readable semantics such as relational databases or spread-
sheets or even unstructured formats such as plain text. The necessary conversion process is
called data lifting, since the data is not only transformed, but also “lifted” to a higher data
level which contains semantic information [92].

While schema matching and data lifting both are concerned with mappings between
different aspects of data sources, they have a different focus. Schema matching aims to
consolidate heterogeneity between data sources and any enrichment of the data consists
of implicit information that was scattered among different data sources. Data lifting seeks
to transform data into RDF. While the mapping of e.g., a relational database to an existing
ontology canbe seen as a formof schema/ontologymatching, data lifting ismainly concerned
with transformation of the data into a different format.

The transformation process can be done manually by using specific mapping languages.
The simplest is the direct mapping,4 which performs a quick conversion of a relational
database to RDF. The relational database should have well-defined primary and foreign
keys and meaningful table and column names. While being simple, the direct mapping
approach has the drawback of not being able to reuse existing popular vocabularies. For a
more sophisticated conversion the mapping language R2RML5 can be used. It enables the
user to have more control over the mapping process. The use of manually created mappings
is frequently mentioned in the industry 4.0 context. The German industrial control and
automation company Festo describes their struggles with their previous monolithic Java
application for data transformation in this paper [49]. They have since moved to use custom
R2RMLmappings to transform relational data into entities of their KG. Similarly, Kotis and
Katasonov [46] propose rule-based mappings in their semantic smart gateway for the Web
of Things.

While mapping languages enable powerful transformations, they require domain experts
to go through a laborious process of writing many mapping rules, even with tool support.
To address this problem learning-based transformation approaches have been devised in a
research field called ontology learning. In the following we will present some examples
from the field. For a more thorough overview over the field of ontology learning we refer
the reader to this recent survey [50].

4 http://www.w3.org/TR/rdb-direct-mapping/
5 https://www.w3.org/TR/r2rml/

http://www.w3.org/TR/rdb-direct-mapping/
https://www.w3.org/TR/r2rml/
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Maedche and Staab [51] first conceptualize ontology learning to address the need of
simplifying the ontology engineering process by enabling the semi-automatic integration of a
wide range of sources includingweb documents, XMLfiles as well as databases and existing
ontologies. They rely on dictionaries to extract concepts and use hierarchical clustering
to build a taxonomical structure in their ontology. Using association rule mining with a
class hierarchy as background they derive possible relationships that are presented to the
user. Modoni et al. [56] present a rule-based approach to automatically transform relational
databases to ontologies. Their ontology integration approach uses the mediator pattern,
which does not physically integrate the ontologies but rather provides a common interface
to distributed data sources. Themediation is done through custommapping rules. The authors
illustrate their approach with a case study of a mould production company, which is faced
with integrating their various data sources.

4 Entity Resolution

In the smart product lifecycle and Industry 4.0. in general, a deluge of data from numerous
sources is generated [88] requiring Big Data techniques for the collection, integration and
analysis of heterogeneous data. Entity Resolution (ER) or data matching is a main step for
data integration and the creation/evolution of knowledge graphs. It is the task of identifying
entities within or across sources that refer to the same real-world entity. ER for Industry 4.0
requires fast and scalable solutions (Volume) as well as advanced methods to incrementally
add new data or even new data sources either in a real-time or evolutionary way (Velocity)
[21].

ER is typically implemented by amultistepworkflow, as shown in Fig. 2. The input is data
frommultiple sources thatmay differ enormously in size and quality, and the output is a set of
clusters, each of which contains all matching entities referring to the same real-world entity.
The shown preprocessing step has already been discussed and entails data cleaning actions
such as handling missing values, smoothing noisy values, and identifying and correcting
inconsistent values [9]. Furthermore, schema matching can be applied to identify matching
properties that can be used for determining the similarity of entities for ER. To match the
cameras shown in Table1, preprocessing may include transforming values into the same
unit, lower casing strings, applying canonical abbreviations to harmonize property values,
and assigning the same name to matching properties to facilitate similarity computations.

The blocking step prevents comparing irrelevant entities with each other. For instance, in
our running camera example (Table1), cameras with different manufacturers will be placed
in different blocks in order to avoid comparingNikon cameras with Canon cameras. Then in
the pair-wise matching step, the similarity of candidate pairs are computed by applying a set
of similarity methods on the property values of the entities. Finally, the clustering step uses
computed similarities to group the same entities in the same cluster. Clustering facilitates
fusion of the same entities into one unique representative entity.
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Fig. 2 Entity Resolution Workflow

Themain ER steps of blocking,matching and clusteringwill be discussed in the following
subsections, emphasizing on techniques related toBigData.Wewill also outline incremental
ER solutions to deal with the incremental addition of new entities and even new sources to
a knowledge graph. Finally, we briefly discuss some ER prototypes for Big Data.

4.1 Blocking

Blocking aims at improving performance and scalability by avoiding that every entity has
to be compared with every other entity for determining matching entity pairs, leading to a
quadratic complexity. Therefore, blockingmethods intend to restrict the comparisons only to
those pairs that are likely to match. Standard Blocking (SB) [19] and Sorted Neighborhood
(SN) [28] are two popular blocking methods that both utilize a so-called blocking key to
group entities. The key is mostly specified by an expert and is the result of a function
on one or several property values, e.g. the initial five letters of the manufacturer name or
page title property for the camera example (Table1). Since real data is noisy, generating
one blocking key per entity may not allow finding all matches. Hence, it can be necessary
to generate multiple blocking keys per entity, leading to multi-pass blocking [29, 44] that
can find more matches and thus improve recall over the use of single blocking key. Since
determining suitable blocking keys can be a tedious and difficult task, approaches based on
both supervised [6, 20] and unsupervised [39] Machine Learning (ML) have been proposed
to learn blocking keys. [67] gives a comprehensive overview of blocking techniques.

To further improve runtime and scalability, the blocking methods can be parallelized to
utilize multiple machines in a cluster. This is relatively easy to achieve on partitioned input
data by utilizing the MapReduce [12] framework or newer frameworks such as Apache
Spark [95] that build on MapReduce. Moreover, since the sizes of the output blocks can
be skewed, achieving good load balancing is the major challenge for parallel blocking and
ER. Kolb et al. propose the load-balanced SB [43] and SN [42] based on the MapReduce
framework.
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For semi-structured, textual data or in absence of an aligned schema across sources,
schema-agnostic token-based blocking approaches have been proposed. The basic Token
Blocking (TB) [65] generates a candidate match based on the common tokens of property
values of a pair. Like with traditional blocking methods, scalability can be improved by a
MapReduce-based implementation [67] and ensuring load balancing [11]. Since the basic
TB may create too many candidate pairs, newer schema-agnostic approaches reduce them
by pairing tokens from synthetically similar properties, considering only selected properties,
or comparing only the entities of the same type [67]. Furthermore, block post-processing
approaches such as meta-blocking [66, 89] can largely reduce the number of candidate
matches. A very different approach is [62] that totally ignores property values but determines
candidate matches based on relations between entities.

4.2 Pair-wise Matching

The decision onwhether a pair of entities is a likelymatch is based on the similarity of the two
entities, which is determined by one or multiple similarity functions. These functions mostly
determine the similarity of property values depending on the data type (string, numerical,
date, geographical coordinates etc.). Typically, several such similarity values need to be
combined to derive amatch or non-match decision. Traditional approaches such as threshold-
based or rule-based methods classify the matching status for each pair independently. In
threshold-based classification, a specified threshold considers all pairs with similarity above
a certain value as matches. On the other hand, in rule-based classification, a rule specifies a
match predicate consisting of property-specific similarity conditions that are combined with
logical operations [9]. For the camera example (Table1), the match decision may be based
on the similarity of the properties “page title” and “megapixels” although the latter property
is not present for all entities shown.

Another line of research called collective ER [5] uses both property value similarity and
relational information for determining the similarity of two entities. Here, the ER process
is mostly iterative because changes in similarity or matching status of one pair affects the
similarity value of the neighbouring pairs. Such approaches are more difficult to scale than
with the standard approaches, where candidate pairs are compared independently. To better
scale collective ER, Rastogi et al. [77] propose a generic approach that executes multiple
instances of the matching task and constructs the global solution by message passing.

Manually determining the properties to match, similarity functions and similarity thresh-
olds is a complex task, especially for heterogeneous andnoisydata.Hence, a better alternative
is often to apply supervised ML approaches to find optimal match configurations to deter-
mine matching entity pairs. These approaches can utilize traditional ML techniques such as
SVM, logistic regression or random forests [40] but also newer approaches based on deep
learning. Barlaug et al. [4] provides an overview about ER proposals utilizing deep neural
networks including the approaches DeepER [14], DeepMatcher [57] and Hi-EM [96]. These
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approaches typically utilize embeddings for textual property values by transforming either
words or their characters to numerical representations that preserve the semantic similarity
between property values. Word embeddings are able to convert a long sequence to a short
one, but they can not necessarily cover all possible words for specialized domains. The
generation of embeddings can make use of pretrained models such as word2vec [55], GloVe
[69] or fastText [7] that are derived from large corpora such as Wikipedia [4].

4.3 Clustering

The matches determined by the pair-wise similarity calculations are often contradicting and
therefore only match candidates. The final matches are determined by applying a clustering
approach on the set of candidate match pairs that form a similarity graph where matching
entities are linkedwith each other. The baseline approach for entity clustering is to determine
the transitive closure or connected components over the match links. Note, that general
clustering algorithms like K-means that need a predefined number of clusters are not suitable
for ER.

The Connected components algorithm does not consider the strength or similarity of
candidate matches, and can thus cluster even weakly similar entities. There is a large spec-
trum of alternatives some of which, e.g. Stable Marriage [53] and Hungarian algorithm [47]
are suited when the input consists of two duplicate-free sources. For deduplicating a single
source, Hassanzadeh et al. [27] comparatively analyzed several clustering algorithms. For
some of them, such as Correlation Clustering, parallel implementations based on iterative
processing andmessage passing have been proposed [8, 64]. Saeedi et al. [83] comparatively
evaluate the effectiveness and scalability of parallel implementations of several clustering
schemes from [27] for the case of multiple data sources. Recently, Yan et al. [94] proposed
a novel hierarchical clustering approach that avoids so-called hard conflicts inside clusters
where the weakest similarity in a cluster is below a critical threshold. This is achieved by
not merging candidate cluster pairs if this would lead to such a hard conflict. The approach
is used within an industrial ER framework that is applied on billions of customer records on
a daily basis.

Another line of research focuses on designing methods and algorithms for clustering
entities from multiple duplicate-free sources [59, 84] or clustering entities from combined
duplicate-free and dirty (duplicate-containing) data sources [48]. The proposed approaches
outperform more general approaches such as correlation clustering.

4.4 Incremental ER

Incremental ER approaches are needed to address the “Velocity” characteristic of Big Data
to deal with dynamic or evolving data such as new incoming entities or even new data
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sources. Incremental approaches generally fall into two categories: 1) real-time approaches
that are mostly applied in query processing and deal with individual new entities and 2)
evolutionary approaches that deal with the addition of several entities of even a complete
new data source in order to update an already existing knowledge graph without repeating
the ER process for all data.

1) Real-time approaches leverage dynamic blocking and indexing techniques [76] as well
as dynamic pair-wise matching methods [1, 33, 93] that support the fast matching of
entities at query time.

2) Evolutionary approaches focus on updating the knowledge graph. Gruenheid et al. pro-
pose a generic greedy approach for such an incremental ER and clustering [25]. This
method is extended in [58] to avoid computations on already integrated portions of the
data that are unlikely to be affected by the new data. Scalable approaches for incremental
entity clustering that also support the addition of new data sources are investigated in [60,
85]. In particular, [60] proposes an incremental entity clustering based on a Max-Both
strategy that adds a new entity to the maximally similar cluster only if there is no other
new entity of the same input source with a higher similarity. [85] proposes a method
called n-depth reclustering for incremental linking and clustering that is even
able to repair existing clusters for improved quality and a reduced dependency on the
insert order of new entities.

4.5 ER Prototypes

There are several ER prototypes suitable for Big Data that are surveyed in [10] including
Dedoop [41], Magellan [45], FAMER [82], Silk [34], MinoanER [15], and JedAI [68]. Each
of them implements the whole ER pipeline in a parallel way and includes novel Big-Data-
specific approaches for at least one step of the pipeline. Dedoop is one of the early systems
and based on MapReduce [12]; it implements the load balancing techniques discussed in
the subsection on blocking. Silk, MinoanER, JedAI and a non-public version of Magellan
are implemented on top of Apache Spark6 while FAMER uses Apache Flink.7 FAMER
additionally supports the incremental addition of new entities and new data sources [85]
and can deal with entities from multiple sources (>2), while MinoanER supports schema-
agnostic ER methods to deal with heterogeneous and noisy web entities.

6 https://spark.apache.org/
7 https://flink.apache.org/

https://spark.apache.org/
https://flink.apache.org/
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5 Conclusion & Open Problems

We presented an overview over the Big Data challenges for data integration posed by the
fourth industrial revolution. We advocated the use of knowledge graphs for the integrated
and semantically consolidated representation of heterogeneous data as a basis for data anal-
ysis and production optimization. Creating and continuously updating knowledge graphs
is challenging and we presented approaches for the tasks of schema/ontology matching,
data lifting/semantification and especially for entity resolution. We also discussed some
published data integration use cases for Industry 4.0.

The current state for Big Data integration using knowledge graphs in Industry 4.0 is
still in an early stage and requires too much manual effort. The common use of manual
mapping rules for data lifting and/or schema matching can be justifiable for horizontal
integration cases with already well structured high quality data. However, more efforts are
needed to bridge the gap between the (semi-)automatic data integration tools developed in
academia and manual matching efforts that are prevalent in the industry to establish robust
methods for integrating the complex data of industrial applications. Especially the increasing
interconnection of different domains (e.g. IoT, Smart Factories and Smart Grids) calls for
more automated integration concepts, that could enable “plug & play” capabilities of smart
machinery [17]. Solving these challenges is not reasonably possible without incremental
ER solutions that keep knowledge graphs in sync with the physical realities present in
smart factories, within a reasonable time frame. The possibility of integrating increasingly
larger data sources asks for scalable solutions. The triple stores used in Semantic Web
applications can become a bottleneck, which necessitates alternative solutions [36]. The use
of frameworks that rely on property graph models (e.g. Neo4j8 or Gradoop [80]) can be a
viable alternative to triple stores in some use cases.

The interdiscplinary nature of Industry 4.0 necessitates a close cooperation between
domain experts of the respective manufacturing domain, ontology engineers and data sci-
entists [38]. We believe, that this is not only true for individual projects in this domain, but
for the research in this direction as a whole.
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Massive Data Sets – Is Data Quality Still an Issue?

Peter Filzmoser and Alexandra Mazak-Huemer

Abstract

The term “big data” has become a buzzword in the last years, and it refers to the possibility
to collect and store huge amounts of information, resulting in big data bases and data
repositories. This also holds for industrial applications: In a production process, for
instance, it is possible to install many sensors and record data in a very high temporal
resolution. The amount of information grows rapidly, but not necessarily does the insight
into the production process. This is the point where machine learning or, say, statistics
needs to enter, because sophisticated algorithms are now required to identify the relevant
parameters which are the drivers of the quality of the product, as an example. However,
is data quality still an issue? It is clear that with small amounts of data, single outliers
or extreme values could affect the algorithms or statistical methods. Can “big data”
overcome this problem? In this article we will focus on some specific problems in the
regression context, and show that even ifmany parameters aremeasured, poor data quality
can severely influence the prediction performance of the methods.
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1 Introduction

Industry 4.0 provides the possibility to learn more and more about industrial applications,
e.g. to better understand production processes, and this in turn allows for a more refined
monitoring and inspection of such processes. This is basically thanks to “digitalization”,
which means that data are permanently measured, with the goal to deliver a precise descrip-
tion of the production process. Since sensors are relatively cheap, they can be installed at
many places of the production, some of them being probably even irrelevant to the final
outcome. After all, the data generated in this way can be of enormous size, and the size can
grow continuously over time. Of course, humans would not get a better understanding just
because of having access to a lot of data; it first needs an aggregation or a summary of the
data, or the relevant part of the data needs to be identified first, before humans can make the
link between the digital description and the process. This, however, is exactly the difficulty:
the selection of the important data part which allows to draw conclusions for the process
needs to be automatized. In statistics we would say that a statistical model has to provide the
relevant output; in computer science one would say that a Machine Learning method needs
to be used in order to learn about the machine. In any case, one needs to define a “target”
appropriately before a method or a model can identify the useful information. Such a target
could be the measured “quality” of the product that is produced in the process.

Independent of the size of the data, there is one permanent problem when recording
data: outliers. This refers to observations that are either wrongly measured, or they are
for some reason inconsistent with other observations. It is known that outliers can affect
statistical estimators, and consequently they can lead to poor model prediction quality. Note
that here we are not necessarily referring to outliers in one variable (univariate outliers),
but outliers in the multivariate data space. Every additional sensor measurement defines a
new variable in a data set, and an outlier is an observation which deviates from the bulk of
the other observations with respect to the jointly measured information. It is not at all clear
beforehand if such an outlier affects a statistical model, nor is it clear when we would talk
about outlyingness – this would require a clearer definition. The only thing which is clear is
that with more and more measurements, the risk of having errors or inconsistencies (even
small ones) in the data increases. This phenomenon could be called the “curse of big data”
– hopefully there is also a “blessing”.

In order to be a bit more concrete, we want to illustrate our concepts
with a data set from a production process. The data set is available at
https://cstat.tuwien.ac.at/filz/dat.RData, and it has been anonymized
for confidentiality reasons. It relates to a regression problem, with a continuous response,
say a variable describing the quality of the production outcome, and 392 predictor variables.
There are 664 observations available which are in fact different time points, and thus this is
a time series data set. The task is to predict the production quality based on the predictors. It
can be assumed that some or many of them are not relevant, and it is also likely that outliers
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are present. Overall, this is not a massive data set, but it seems to be quite complex for this
task.

2 Outlier Identification

Whenever possible, it is recommended to look at the data, or at least to inspect part of the
data. Figure1 shows the response variable over time, as well as selected predictor variables.
For example, variable X67 has the highest Spearman rank correlation with the response (see
number on top of the plot). Already these pictures make it clear that the data set is full of
outliers and artifacts, and those would very likely have an influence on regression models.
A first idea would thus be to remove the outliers prior to any modeling.

Outlier detection is an important and highly developed field, and many methods are
available. Basically, there are methods originating from the statistics area which assume
an underlying model, and there are methods from computer science which are model-free
and judge outlyingness in terms of the degree of isolation from other points. For a recent
overview, see, e.g. [14].

Since we deal with time-series data, it would be natural to use outlier detection methods
from this area, such as time series filtering methods, e.g. [2]. However, those methods would
have to be applied to each time series separately, and the ability to identify outliers depends
on several tuning parameters. Therefore, one could first consider the simplest univariate
method, ignoring the time series context: for each variable, subtract the median and divide
by the MAD (median absolute deviation), see [9]. According to the normal theory, values
which are outside e.g. ±3 can be considered as outliers. To be conservative, we consider
here outliers if this score is outside ±6. This is done variable-by-variable, and finally we
count, how often an individual observation has been declared as outlier. Figure2 shows the
result in terms of a bar plot: each bar reports the frequency how often an observation was

Fig. 1 Visualization of the response and some selected predictor variables; numbers on top are the
Spearman rank correlations of the predictors with the response
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Fig.2 Frequency of outlyingness of each observation in the different variables of the considered data
set

declared as outlier. There are only 6 observations which have never been identified as outlier,
but many observations are outlying in many variables, some even in extremely many.

Note that here we only computed univariate outlyingness, and multivariate outliers were
not even considered. For high-dimensional data, multivariate outlier detection is quite chal-
lenging, as traditional approaches based on (robust) Mahalanobis distances would typically
fail, and alternative approaches often require appropriate tuning parameters or outlier cut-
off values, see, e.g. [14]. However, the question arises what to do with this outlyingness
information. Obviously, it is not an option to remove observations which are outlying in any
variable, since we would be left with a data set with 6 observations. Correcting the outliers
is also not feasible, since this would require a statistical model. On top of that, it is not even
clear if these outliers would have any influence on a regression model, since as long as they
are on a linear trend with the response, they might be harmless. For this reason we proceed
with regression modeling.

3 Robust Modeling

For reasons of simplicity we will ignore the time-series aspect in the data in the following,
and try tomodel the response using linear regression.Denote the observations of the response
by yi , and of the explanatory variables by xi = (xi1, . . . , xip)

T
, for i = 1, . . . , n. Then the

linear regression model is given as

yi = β0 + x
T

i β1 + εi for i = 1, . . . , n, (1)

where β0 is the intercept, β1 = (β1, . . . , βp)
T
is the vector of regression coefficients for the

predictor variables, and εi denotes the error terms, which are assumed to be i.i.d. random
variables, distributed according to N (0, σ 2).



Massive Data Sets—Is Data Quality Still an Issue? 273

Denote all unknown regression coefficients by β = (β0, β1, . . . , βp)
T
. Suppose now we

have an estimator of β, called β̂ = (β̂0, β̂1, . . . , β̂p)
T
. Then we can compute the residuals as

ri = ri (β̂) = yi − x̃
T

i β̂, with x̃i = (1, x
T

i )
T
, for i = 1, . . . , n. The well known least-squares

(LS) estimator is defined by the minimization problem

β̂LS = argmin
β

n∑

i=1

ri (β)2. (2)

The resulting vector of squared residuals r2(β̂LS) = (r21 , . . . , r2n )
T
is often used to evaluate

the fit. Here we will use a trimmed version: the order statistics of the squared residuals is
r2(β̂LS)1:n ≤ . . . ≤ r2(β̂LS)n:n , and the 10%-trimmed RMSE is defined as

RMSEt =
√√√√1

t

t∑

i=1

r2(β̂LS)t :n, (3)

where t = [n · 0.9] is the largest integer below n · 0.9. This evaluation measure accounts for
some robustness, since the biggest squared residuals are not accounted for.

The LS estimator is easy to compute (there is even an explicit formula), and it has several
attractive statistical properties, if the model assumptions are met, e.g. [5]. It is, however,
virtually impossible to check these assumption, and already a look at Fig. 1 must create
doubts. Nevertheless, Fig. 3 presents some results from LS regression. Here, we first split
the data randomly into training and test data, in the proportion 75% versus 25%, perform
LS regression on the training data, and predict the response based on this fit for the test data.
The left plot in Fig. 3 shows the fitted values from the training data versus the response,
while the remaining plots show the predictions versus the response (the right-most plot
is a zoom into the middle plot). The numbers on top are 10%-trimmed RMSE values for
the corresponding data parts. It is surprising that we have an excellent fit with the training
data, but the prediction performance of the model is very poor. The LS estimator tries to
accommodate all observations of the training data, even if they are outliers, which leads to
a poor predictor.

In order to downweight the effect of outliers on the regression fit,we use robust regression.
The best known robust regression estimator is the M-estimator, defined as

β̂M = argmin
β

n∑

i=1

ρ

(
ri (β)

σ̂

)
, (4)

where σ̂ is a robust scale estimator of the residuals, and ρ(·) is a function applied to the
scaled residuals. The robustness properties of the estimator depend on the choice of this
function (large absolute scaled residuals should receive a smaller contribution to the sum)
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Fig. 3 Results from LS regression: fitted values versus response (left), prediction versus response
(middle) and zoom (right); numbers on top are 10%-trimmed RMSE

and on the way how the residual scale is estimated. The so-called MM-estimator uses an
iterative scheme to estimate the residuals, starting with a highly robust estimator of residual
scale. For details we refer to [9]. The R package robustbase contains an implementation
of this estimator [8].

Figure4 shows the corresponding output of MM-regression, which can be compared to
Fig. 3. The trimmed RMSE is better for the training data, but it is much worse for the test
data. There seems to be a systematic bias in the prediction.

Fig. 4 Results from MM-regression: fitted values versus response (left), prediction versus response
(middle) and zoom (right); numbers on top are 10%-trimmed RMSE
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4 Variable Selection

So far, robustness did not lead to any improvement of our model. However, one should
keep in mind that particularly in high-dimensional situations with many predictors, model
selection is an important issue. The big difference between the trimmed RMSE for training
and test data is a clear indication of overfit.

Model selection in the regression context has been widely studied, and the most sim-
ple approach is variable selection based on an appropriate criterion. Thinking in terms of
robustness, it is not at all so clear, how variable selection could be carried out effectively,
see [4] for some ideas.

Here we will follow an alternative path. Shrinkage estimators have become extremely
popular in the last years, last but not least thanks to the development of the lasso estimator
[13].Due to the use of an L1 penalization of the coefficient vector, the estimator has a variable
selection property. A generalization of this estimator is the elastic net (enet) estimator, which
combines the L1 penalty with an L2 penalty [15]. As an advantage, more than n variables can
be selected, which is important for data sets where n � p, and whole blocks of correlated
variables get a higher chance to enter the model. The estimator is defined as

β̂enet = argmin
β
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2
β2
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)⎫
⎬

⎭ , (5)

where the tuning parameter λ ≥ 0 controls the strength of the penalty, and the parameter
0 ≤ α ≤ 1 provides a trade-off between an L2 and an L1 penalization.

Using the R package glmnet [3] for enet regression on the production data set gives the
output shown in Fig. 5. Note that the elastic net is not robust against outlying observations,
because it minimizes (a penalized) sum of squared residuals. From the fit and prediction
in Fig. 5 it is hard to tell if there was any effect of outliers on the estimator. We just can
see that the prediction error for the test set improved a lot when compared to the previous
results, and it is in the same order of magnitude as the prediction error of the training
set. This is an indication that overfit was avoided. In fact, with the optimized parameters
λ̂ = 0.15 and α̂ = 0.95, only 9 out of the 392 explanatory variables enter the model,
all other variables are considered as irrelevant noise variables. This makes it possible to
visually inspect the identified predictors, and a scatterplot matrix of those 9 variables is
shown in Fig. 6. The numbers are Spearman rank correlations with the response. Obviously,
there are many outliers in these variables. An outlier elimination would be easier in this
lower-dimensional space, but it would not make any sense because with modified data the
estimator would very likely end up with a different selection of predictor variables.
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Fig. 5 Results from elastic net regression: fitted values versus response (left), prediction versus
response (middle) and zoom (right); numbers on top are 10%-trimmed RMSE
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Fig. 6 Scatterplot matrix of selected predictor variables for the elastic net regression model; the
numbers are the Spearman rank correlations with the response
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Fig. 7 Results from enetLTS regression: fitted values versus response (left), prediction versus
response (middle) and zoom (right); numbers on top are 10%-trimmed RMSE; outliers are indi-
cated as red points

A robust alternative to the elastic net regression estimator is a trimmed version, called
enetLTS, proposed in [7]. The estimator is defined as

β̂enetLTS = argmin
β
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with the trimming parameter h ≤ n. This estimator is inspired by the well known LTS (least
trimmed sum-of-squares) estimator, and the idea is to trim the biggest squared residuals
[11]. A lasso version of this estimator has been proposed in [1]. The parameter h is usually
set to n/2 in order to achieve high robustness, and a subsequent reweighting step improves
the efficiency of the estimator.

TheR implementation in the packageenetLTS [6] searches in a cross-validation scheme
for the optimal parameters, and in our application we obtain λ̂ = 0.046 and α̂ = 0.55, which
yields a model with 69 predictor variables. Figure7 presents the results, where it can be seen
that the prediction error could be improved substantially. As an additional feature, this
method provides the information of outlyingness of the observations, and thus the outliers
are shown by red points. This can be a very valuable information for the practitioner: these
outliers are (multivariate) outliers with respect to the regression model, and not simply
outliers that are abnormal in the data space. One could go back to these observations to
identify the reasoning for their unusual behavior. Similarly, the model can identify outliers
for new test set observations, which could indicate some irregularity in the production
process.
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5 Discussion and Summary

The intention of this contribution was to address the data quality problem in “big data”.
With increasing amounts of data, the risk of collecting erroneous or inconsistent data also
increases, and this may lead to consequences for the data analysis. We have presented a data
set originating from a production process in the industry, and this is for sure by far not a
“big” data set. However, even this data size gives challenges to the analyst: it is no longer
straightforward to “look” at the data. A visual inspection will require more sophisticated
tools (see chapter on Visual Analytics), and this can be helpful to get an idea about the data
quality, but probably not for outlier identification with respect to an underlying model. A
promising approach in this direction is to link statistical methodology with visual analytics
methods.

Data quality can be quite essential for the choice of the statistical method. Here we
presented some robust alternatives to traditional regression methods, and they eventually
led to a more successful regression model; more successful in terms of a smaller prediction
error, and the additional advantage of the possibility to indicate outliers as observations
that deviate from the regression model. There is also a price to pay: robust methods usually
requiremore computation time. It may also depend a lot on the implementation if themethod
is sensitive to categorical or factor variables, or to other data specifics.

Robust methods are available for various problem settings, such as for multivariate linear
regression, but also for non-linear regression, classification problems, clustering, dimension
reduction, time series analysis, and many more, see [9]. As presented here for a specific
data set, the benefit of such methods is not only in a robust parameter estimation, but also
in robust diagnostics: outliers with respect to the underlying model are revealed, and the
analyst can investigate the reason for outlyingness. The model estimation for non-robust
methods, on the other hand, can be affected by the outliers themselves, and then neither the
estimated parameters nor the “outlier” diagnostics is reliable.

A common practical approach when dealing with messy or noisy data is to first do a
data cleaning. In case of high-dimensional data, this is done for each variable separately.
There are two major drawbacks of such an approach: (a) One would miss multivariate
outliers, which are outliers that are not extreme in the single coordinates, but very unusual
in the multivariate space. This kind of outliers can have the same bad effect on statistical
estimators as univariate outliers. (b) Especially for high-dimensional data it becomes likely
that every observation contains in at least one variable an outlier.What would be the solution
for practice? It makes no sense to eliminate those observations containing outliers, since at
some point one is left without observations.

As a way out, especially for high-dimensional data there are some recent approaches
from robust statistics. The main idea is to gain robustness not only for outliers in the
observations, but also for outliers in the single cells (variables) of the observations. If only
one cell of an observation is unusual, there are still p − 1 cells remaining which might
be useful and important for modeling. As an example, [10] proposed a regression method



Massive Data Sets—Is Data Quality Still an Issue? 279

that downweights outlying cells. The DDC (detecting deviating cells) algorithm of [12]
identifies cellwise outliers in a data matrix and imputes values which are more consistent
with the data. This imputed data set could be used for subsequent statistical modeling. The
topic of cellwise outlyingness has become very important recently, and there are already
valuable contributions available, and more of them will for sure appear in the near future.

References

1. Alfons, A., Croux, C., Gelper, S.: Sparse least trimmed squares regression for analyzing high-
dimensional large data sets. The Annals of Applied Statistics 7(1), 226–248 (2013)

2. Borowski, M., Fried, R.: Online signal extraction by robust regression in moving windows with
data-adaptive width selection. Statistics and Computing 24(4), 597–613 (2014)

3. Friedman, J., Hastie, T., Simon, N., Tibshirani, R.: glmnet: Lasso and Elastic Net Regularized
Generalized Linear Models. R Foundation for Statistical Computing, Vienna, Austria (2016).
http://CRAN.R-project.org/package=glmnet. R package version 2.0-5

4. Heritier, S., Cantoni, E., Copt, S., Victoria-Feser, P.M.: Robust Methods in Biostatistics. John
Wiley & Sons, Chichester (2009)

5. Johnson, R.,Wichern,D.:AppliedMultivariate StatisticalAnalysis, 7th edn. PrenticeHall, Upper
Saddle River, NJ (2007)

6. Kurnaz, F., Hoffmann, I., Filzmoser, P.: enetLTS: Robust and Sparse Methods for High Dimen-
sional Linear and Logistic Regression (2018). https://CRAN.R-project.org/package=enetLTS.
R package version 0.1.0

7. Kurnaz, F., Hoffmann, I., Filzmoser, P.: Robust and sparse estimation methods for high-
dimensional linear and logistic regression. Chemometrics and Intelligent Laboratory Systems
172, 211–222 (2018)

8. Maechler, M., Rousseeuw, P., Croux, C., Todorov, V., Ruckstuhl, A., Salibian-Barrera, M., Ver-
beke, T., Koller, M., Conceicao, E., di Palma, M.: robustbase: Basic Robust Statistics (2018).
http://robustbase.r-forge.r-project.org/. R package version 0.93-3

9. Maronna, R., Martin, R., Yohai, V., Salibián-Barrera, M.: Robust Statistics: Theory andMethods
(with R). John Wiley & Sons, Chichester (2019)

10. Öllerer, V., Alfons, A., Croux, C.: The shooting S-estimator for robust regression. Computational
Statistics 31(3), 829–844 (2016)

11. Rousseeuw, P.: Least median of squares regression. Journal of the American Statistical Associ-
ation 79(388), 871–880 (1984)

12. Rousseeuw, P., Vanden Bossche, W.: Detecting deviating data cells. Technometrics 60(2), 135–
145 (2018)

13. Tibshirani, R.: Regression shrinkage and selection via the lasso. Journal of the Royal Statistical
Society: Series (Methodological) 58(1), 267–288 (1996)

14. Zimek, A., Filzmoser, P.: There and back again: Outlier detection between statistical reasoning
and data mining algorithms. Wiley Interdisciplinary Reviews: Data Mining and Knowledge
Discovery 8(6), e1280 (2018)

15. Zou, H., Hastie, T.: Regularization and variable selection via the elastic net. Journal of the Royal
Statistical Society: Series B 67(2), 301–320 (2005)

http://CRAN.R-project.org/package=glmnet
https://CRAN.R-project.org/package=enetLTS
http://robustbase.r-forge.r-project.org/


Modelling the Top Floor: Internal and External
Data Integration and Exchange

BernhardWally , Christian Huemer and Birgit Vogel-Heuser

Abstract

Digital representations of top floor entities are inherent in higher level software suites
such as enterprise resource planning (ERP) systems or manufacturing execution systems
(MESs). Typical implementations utilise proprietary conceptual models that lead to a
plethora of both import and export filters between different systems. In this chapter we
will highlight the modelling of top floor entities by adopting international standards
and discussing arising interoperability issues. With the selected standards, we outline an
approach for vertical integration between the ERP and MES levels as well as horizontal
integration among organisations in a value added network. We complement our structural,
model-based and data-driven perspective with business process stencils that are to be
customised to specific business case needs. With that, we establish a purely model-based
perspective on the coupling of top floor internal and external data exchange matters.
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1 Introduction

Automated production systems are no longer being considered static when it comes to their
setup, function set and interrelation, but they are more and more meant to be adaptive systems
of systems. This ongoing change process is also known as the fourth industrial revolution,
Industry 4.0 (I4.0)—other names include smart manufacturing [25], industrial internet of
things [5], and cyber-physical production systems [4]. Hardware components on all levels
are becoming more and more versatile, communication systems more dynamic, faster and
more powerful. The integration of heterogeneous IT and production systems plays therefore
a key role in creating responsive, flexible production systems of the future [30].

Increasingly complex products, combined with significantly reduced lot-sizes as well as
shorter lead times that are being demanded, culminate in requirements that are hard to fulfil.
In order to meet these expectations, modern software systems, network infrastructure, and
network protocols at all levels of the automation hierarchy are required: from business related
software at the corporate management level, down to programmable logic controllers at the
field level. For a well-designed coupling of systems that are located at different levels, it is
necessary to find, define, and implement clear data conversion mechanisms—this endeavour
is also known as vertical integration. At the same time, it is necessary to automate the inter-
organisational data exchange—an aspect of horizontal integration [49].

For decades, the automation pyramid [24] (see left hand side of Fig. 1), used synony-
mously to the term “automation hierarchy” in this chapter, was in use to model different
physically-oriented levels of automation, automation networks like fieldbus and cell bus
and interfaces to manufacturing execution systems (MESs) and enterprise resource planning
(ERP) systems. The availability of smart field devices that partly integrate programmable
logic controller (PLC) functionality and the emergence of industrial Ethernet, i.e., a unified
communication system that replaced the not-so-flexible field bus systems and simplified
integration with higher levels of the automation hierarchy, led to migration of functions
from the control level to the field level. Now it was possible to attach almost all devices to
a single network and thus achieve increased flexibility. The “physical barriers” that were
caused by different networks and reduced device capabilities disappeared and made place
for new communication and configuration approaches [48].

In an intermediate step, an information model was developed (in the middle of Fig. 1)
that enabled a rather direct coupling of the field level automation with the MES and the
ERP system. In the context of Industry 4.0, the Reference Architecture Model Industrie 4.0
(RAMI4.0, right hand side of Fig. 1) was proposed [9], including the levels of the automation
pyramid, life cycle aspects as well as the layers from a business perspective. As commu-
nication interface OPC Unified Architecture (OPC UA) [21] has been proposed and is
implemented for non real-time coupling of field level and MES. Recently, the asset admin-
istration shell (AAS) [38] and the digital twin [43] have been introduced trying to develop
and realise the information models mentioned above.
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In this book chapter we are going to discuss the main properties of ERP (cf. Sect. 2)
and MOM (cf. Sect. 3) as the top levels of the automation hierarchy and propose concrete
approaches for both vertical (cf. Sect. 4) and horizontal (cf. Sect. 5) integration. We acknowl-
edge the complexity of such an effort [11] and we will thus concentrate on model-based
engineering, to provide clear and meaningful system descriptions, and standards compli-
ance, so that system descriptions can be exchanged among engineering tools and business
partners much more straightforward [27].

Furthermore, our focus is on the technical issues, i.e., what needs to be considered by
engineers on a functional level, and not so much on strategic, societal, sustainability and
resilience properties. As such, we are not discussing the European Union’s Industry 5.0
approach [7], but we believe that the technical underpinning of I4.0 will be necessary to
reach the goals of Industry 5.0, which we consider important, nonetheless.

Model-based engineering describes efforts to formalise systems so that they can be char-
acterised in a structured way using a clearly defined vocabulary, specified in terms of a
meta-language [6, 32]. Numerous such meta-languages have been developed and some have
become accepted as formal or informal standards. E.g., in software engineering, the Uni-
fied Modeling Language (UML) [35] based on the Meta Object Facility (MOF) [36] has
become the standard way of describing software systems. For general systems engineering
the Systems Modeling Language (SysML) [37] can be used, and for integrated circuits the
VHSIC Hardware Description Language (VHDL) [16] is the way to go. In this chapter with
its focus on automated production systems, we are going to utilise (i) modelling languages
that are able to describe objects (such as production equipment) and their relations as well as
actions (such as production steps) and (ii) notations that allow the formulation of processes,
collaborations and information exchange. We will be using these various complementary
languages for shedding light on a single running example that will be used throughout this
chapter—it will be presented in Sect. 2.

The organisation of this chapter is as follows: after the introduction, we’ll present and
discuss the main properties and corresponding international standards of the two top-most
levels, namely enterprise resource planning in Sect. 2 and manufacturing operations man-
agement in Sect. 3. Thereafter, we’ll explore model-based integration between these two
levels in Sect. 4. In Sect. 5 our focus shifts towards horizontal integration issues that are
required with respect to inter-organisational data exchange. Finally, we conclude in Sect. 6
with a brief wrap-up and an outlook for application and implementation scenarios.

2 Enterprise Resource Planning

Enterprise resource planning (ERP) is a cumulative term for activities, data, and processes
that deal with business information [41]. As such, ERP systems are typically able to handle
data about personnel, resources, material, products, services, and orders, as such to pro-
vide relevant information for controlling. ERP systems are developed to support business
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decisions in a medium to long-term planning horizon. Today, ERP systems provide the
main interface to external trade partners such as suppliers and customers and as such, they
are also the basis for electronic data interchange (EDI) [22] that enables a fully digitised,
standardised intra-organisational information flow [40]. In this section, we will introduce a
domain-agnostic business model language that can be used to model and capture the ERP
level of the automation hierarchy in a well-structured way.

In the 1980s, McCarthy described a novel accounting concept “Resource-Event-Agent”
(REA) that was initially meant as a radical modernisation of the rather aged double entry
bookkeeping [31]. It dealt with entities that occur within a company’s general ledger. It was
subsequentially transformed into an expressive business model language [13, 14] that is able
to handle the majority of information that is required for a typical ERP system [56, 57] and
that is meanwhile available in a standardised form [23].

At its core, REA describes resources, which are considered economic goods of any kind,
agents, which are people or organisations involved in business processes and events that
interlink the former two entities with the following semantics: agent A1 and agent A2 had
an exchange in ownership/possession/availability of a certain amount of resource R1 in an
event E1 taking place on a specific date. In normal economic behaviour REA events come as
dual events in the sense of “there is no free lunch”—giving away a specific resource in event
E1 accords with an event E2 where some other resource is received in exchange. In REA
this relation is reified as a duality, which is a key component for describing a company’s
business model and on an abstraction level as it is required for modelling a value chain.

In other words, a duality comprises a set of events, some of which are decreasing the
value of a company, such as giving away a product that is available for sale, while others
are increasing the value of the company, such as receiving money in exchange. A “sales”
duality thus can be abstracted as a process that takes a product as input and outputs money.
Originally, such a duality described a transfer of goods between two trade partners (“transfer
duality”), but it turned out that this core rule of economic exchanges can also be applied for
transformative processes, such as creating a product from raw material: the consumption
of raw material and the usage of production equipment both decrease a company’s value,
while providing the product increases its value. Such a duality is consequently called a
“transformation duality”. It can be used to describe manufacturing and inventory activities
such as storing and retrieving goods. In our work, we are using transformation dualities as
modelling artifacts for production steps, and transfer dualities to model the interfaces to
external partners, such as customers and suppliers.

It is important to mention that REA does not intrinsically provide data that produces a
kind of sequence of actions. REA is not a business process model language, but a business
model language. It captures the core business model without defining any kind of execution
semantics. Yet, e.g., the resource stock flow in increment and decrement events and the
combination of these events within dualities allows to compute resource flows between the
dualities. Please, refer to Fig. 2 for a concrete example.
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Fig. 2 Value chain view for the production of MyYoghurt [46]. Interaction with suppliers and cus-
tomers is depicted with black boxes (exchange dualities), the production process itself is depicted
with gray boxes (transformation dualities). The graphical syntax in use is a custom one

In the remainder of this book chapter, we will utilise the MyYoghurt production site [46]
as a running example. The production process can be described as follows: raw milk is pas-
teurised and fermented to become yoghurt which is then filled into glasses with a customer-
selected kind of granulate (such as chocolate chips). Finally, a cap is put on top of the glass.
The corresponding value chain is depicted in Fig. 2, a more detailed view on the production
process is given in Fig. 5 in Sec. 4.

Figure 2 depicts REA dualities as boxes with the in- and outflowing resources as their I/O
ports. Since no official graphical representation for REA and its elements has been standard-
ised, we are using a custom graphical syntax in this visualisation. It follows visualisation
concepts introduced by the inventor of REA [12] and those typically used for representing
resource flows in value chains or value networks [42], such as, e.g., the e3value modelling
system [15].

3 Manufacturing Operations Management

Manufacturing operations management (MOM) is responsible for the effective handling of
production processes and related operations, such as maintenance, quality assurance, and
intra-logistics, and represents the second-top-most level in the automation hierarchy [17]—
it may be supported or driven by a manufacturing execution system (MES). MOM needs to
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have knowledge about various life-cycle states of the resources and processes it manages,
including knowledge about the available production processes and resources, the required
sequence of production processes for a specific product, the required skills of machine oper-
ators and maintenance engineers, and much more. In contrast to ERP, the planning horizon
of MOM spans the short and medium term—as such its time resolution with respect to pro-
cess and data granularity needs to be much narrower. Yet, with digitised ERP systems and
MESs, data consistency and continuity are required in order to provide for quick reaction
to potential production change requests, quick response times with respect to new manu-
facturing requests, and near real-time monitoring on the various levels of the automation
hierarchy.

With the IEC 62264 series of standards [17], conceptual models for the digital repre-
sentation of MOM data and processes have been defined. IEC 62264 is the international
standard following the north american ANSI/ISA-95 (ISA-95 in short). We are using the
terms IEC 62264 and ISA-95 interchangeably in this chapter. Specifically, part 4 goes well
into the operations level [19], while part 2 defines what kind of information would be required
for the ERP and the MOM level in order to exchange their data [18]. Its early availability—
its publicly available roots go as far back as the year 2000 [2]—and convincing conceptual
framework have further made it a natural ingredient of RAMI4.0. The way of its RAMI4.0
integration highlights an important aspect of the IEC 62264 standard and of MOM in gen-
eral: it is focused on internal processes and functions. As such, data from external influences,
e.g., just-in-time information, need to be fed into MESs from duly attached entities, such
as ERP systems. This is for a reason: interaction with external parties, such as suppliers
or customers, underlie certain legal regulations that might have a significant impact with
respect to money-at-stake. ERP systems have, in combination with EDI, a well established
and recognised track record in dealing with these external influences, and therefore such
information is typically handled by the ERP as the lead system.

IEC 62264 has in the past been identified as the only international standard that takes on
the task of abstracting MES structure and functionality [27], and it is being applied or sup-
ported by several MES vendors and related organisations [1]. Its versatility was successfully
tested in several experimental setups and case studies, even including interfaces to auto-
mated planning solvers that enable ad-hoc production planning [33, 59–61]. Furthermore,
a dedicated graphical modelling language and a model-driven engineering application have
been developed to better grasp its context and expressivity [26]. The main entities that are
defined in part 2 of IEC 62264 are:

Personnel: Individuals and classes of individuals that play a role in a production environment
(e.g., machine operators, maintenance engineers). Personnel can be annotated with skills
that might be required for certain operations.

Equipment: Machinery and classes of machinery that is required for the production of goods
(e.g., conveyor, 6-axis robot). Equipment is used to model the hierarchy and layout of
production sites.
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Physical assets: Concrete product instances (identified by a serial number) and products
(identified by a model number) that are in use at a production site (e.g., KUKA KR 500
FORTEC). Physical assets can be mapped to equipment in order to clarify which specific
product is used in what location of the production site.

Material: Specific material lots or material definitions that are consumed or produced during
production (e.g., powder coating in RAL 5023). IEC 62264 supports discrete, batch or
continuous processes and corresponding material.

These four core entities are interwoven by the more complex process segments and opera-
tions definitions, where the former define product-agnostic production steps (what kinds of
material manipulations can in principle be carried out in a plant) and the latter accumulate
several process segments to define what is required to produce a certain product. Further
complex entities enable the scheduling of production orders and logging of their actual
performance.

In Fig. 3 we visualise the “Pasteurising” production step, as it is introduced in Fig. 2
in Sect. 2, this time using IEC 62264 vocabulary: the process segment Pasteurising
defines segment specifications for equipment class Heater-Cooler, personnel class
Heater-Cooler Operator and material definitions Raw Milk and Pasteurised
Milk. The various segment specifications are depicted using annotated lines, where the
annotations represent their attributes. In this example, a batch of milk to be pasteurised
requires one piece of a heater-cooler in order to produce five litres of pasteurised milk from
five litres of raw milk. Since the MyYoghurt production line is considered to be highly
automated, no personnel is required for this process segment.

Fig. 3 The “Pasteurising” process segment, as it would be expressed using concepts of IEC 62264.
This visualisation uses a custom graphical syntax since no standard notation has been defined so far
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Figure 5 clarifies that the pasteurising process can itself be described by a sequence
of nested production steps, such as heating the milk to 73 ◦C, holding this temperature
for 20 s, and cooling the milk back to 45 ◦C. IEC 62264 part 2 provides a corresponding
mechanism that allows the modelling of nested process segments. Further details that are
relevant for controlling the production equipment can be refined using constructs from
IEC 62264 part 4, such as work masters, which can be used to describe recipes or specific
computerised numerical control (CNC) programmes if they are required for production
operations.

4 Vertical Integration

Vertical integration between the upper levels of the automation hierarchy basically com-
prises integrating ERP and MOM. With this kind of integration the main effort for linking
the business level with the production level is accomplished. Given such a well-defined
integration, it becomes easier to couple business services with production services and to
utilise data bidirectionally, when required.

4.1 Alignment of Complementary Conceptual Models

We have previously seen that parts 2 and 4 of IEC 62264 are well-suited for modelling man-
ufacturing operations management data, while ISO 15944-4 (REA) can be used to describe
the business model and provide all the required information for ERP. In this section, we are
briefly describing how IEC 62264 and REA can be aligned so that data ambiguity can be
mitigated and a meaningful information flow can be established.

Initial attempts for aligning core entities of REA and IEC 62264 have been undertaken
in [28, 29] and re-purposed in [53] by arguing that part 4 of IEC 62264 would be well-
suited for modelling the “task layer” of REA when it comes to production processes, i.e.,
transformation dualities as they are dubbed in REA. Nevertheless, we have shown that
the concepts of part 2 of IEC 62264 can be well matched with REA concepts [51]. A
quantitative analysis showed that about two thirds of conceptual entities can be more or less
directly matched between REA and IEC 62264 [39], which tells us two things: (i) there is
substantial overlap to legitimate structural mapping and (ii) there exists significant delta so
that two separate domain models are indicated.

When it comes to the modelling of production systems, there exists another standard
that should be discussed: AutomationML (IEC 62714) [20]. It provides a domain-agnostic
modelling environment based on an XML-dialect. AutomationML is meant to be used as the
exchange format between the various engineering tools that are being used throughout the
engineering of a production site [10]. AutomationML propagates a separation of concerns,
mainly a clear distinction between products, processes, and resources (PPR) [44]. This sep-
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aration of concerns corresponds closely to the IEC 62264 termsmaterial,operations/process
segment, and equipment [52]. Also, a dedicated working group of the AutomationML’s tech-
nical advisory council has identified useful applications of AutomationML on higher levels
of the automation hierarchy [58].

If it is done well-structured, AutomationML can be used in a way that is compatible
with IEC 62264 [55]. In an extensive mapping document, an AutomationML application
recommendation, the modelling rules for creating IEC 62264 compliant AutomationML
documents are defined [50]. Furthermore, experiments with methods from model-driven
engineering indicated that it is feasible to convert data between REA, IEC 62264, and
AutomationML [54]. Well-defined and unambiguous mapping and conversion rules are
required so that information loss or duplication can be prevented or at least significantly
reduced.

Figure 4 depicts how an alignment of elements between two conceptual models can
be realised. In this example, we are aligning ERP entities from REA with MOM entities
from IEC 62264. E.g., resource types, as they are defined in REA, correspond to four
different entities in the vocabulary defined by IEC 62264: equipment classes, physical asset
classes, material classes, and material definitions. REA’s transformation duality types map
to process segments, stockflow types of nested event types correspond to the various segment
specifications that are contained therein.

Fig.4 Visualisation of the alignment between REA and IEC 62264 (excerpt from [51]). REA entities
are displayed to the left, IEC 62264 entities to the right. Alignments are depicted as dashed lines
between corresponding entities
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Fig.5 Deployment of Yoghurt production process steps to parts of the MyYoghurt plant and definition
of process signals to be transferred to the MES (exemplary excerpt). The notation used is MES-ML,
a business process model and notation (BPMN) dialect [62]. The upper part depicts the full process,
while the lower part shows the decomposition of the pasteurising process and its deployment on a
specific resource

As it is typical for such alignments, not all entity mappings are unequivocal. E.g., REA’s
notion of a resource is much more generic than that of IEC 62264. By executing a thorough
domain and conceptual model analysis, such potentially problematic constellations can be
brought to light and corresponding mitigation strategies can be put in place, such as naming
conventions, tagging, or adding specific discriminator attributes.

4.2 Application in theMyYoghurt Use Case

The Manufacturing Enterprise Solutions Association1 (MESA) has standardised the core
functions of MESs. Among the main challenges is the hand over of new production orders
(cf. Fig. 6 in general and Fig. 5 for yoghurt production) including the required recipes and the
change sequence aligned with the material flow. From the lower part of the diabolo (cf. Fig. 1
middle) process data is required to be handed over to the MES, often in aggregated form, in
order to enable the calculation of key performance indicators (KPIs) (cf. Fig. 6).

The links between higher and lower levels of the automation hierarchy are bi-directional
(cf. Fig. 6): (i) bottom-up from the field level to the MES and/or to the ERP system for selected
field level data (potentially aggregated), especially in terms of quality assurance information,

1 cf. https://mesa.org/.

https://mesa.org/
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Fig. 6 Manufacturing execution systems are the link between concrete processes at the field level
and ERP at the business level

machine logs and human performance, etc., (ii) top-down from the ERP system and MES to
the field level for information about production changes, lot sizes as well as recipe-specific
parameters (cf. Fig. 6 in general and Fig. 5 for yoghurt production). For illustration purposes,
we have decomposed the “pasteurising” production step (lower part of Fig. 5) and show how
the required heating and cooling is controlled using a temperature sensor. In this example,
we clarify that a production process can be defined without a specific resource to be used. It
is in a later refinement step that a certain process is deployed on a specific resource. Here, we
would like to point out the close connection between process and resource deployment [63].

When comparing the elements of Fig. 2 and Fig. 5 it becomes clear, why structured vertical
integration is a key factor especially for flexible manufacturing requirements: the resem-
blance between the two is striking, yet they differ. On the ERP level, information about
interaction with external partners is included (and even much more prominent), on the
MOM level these “transfer” activities are completely missing, but much more details that
are required for the production process unveil. By meaningful vertical integration, overlap-
ping concepts can be pointed out and data exchange between corresponding IT systems can
be made more efficient and effective.
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5 Horizontal Integration

In an Industry 4.0 context, horizontal integration refers to the networking between machines,
services, and units on the same level of the automation pyramid. In the context of top floor
modelling, the design of well coordinated processes between organisational units are of
particular interest. Thereby, one may distinguish between (i) processes that are executed
between multiple teams of different disciplines often within a company but also across
companies to reach a common design goal and (ii) business processes between different
business partners in order to realise a supply chain or network. Accordingly, this section
covers two subsection, where the first one covers the first type of processes and the second
one the latter.

Independent of the type of process, a common language for the specification of the
processes is required. Over the last decade theBusinessProcessModel andNotation (BPMN)
became the first choice for modelling business processes. The latest BPMN version 2.0.2 [34]
was released in 2013 and covers a wide range of concepts well-suited for modelling any
kind of business process. Thus, we utilise BPMN as a base language for modelling the top
floor processes and introduce useful customisations and extensions for the specific purpose
in each of the two subsections.

5.1 BPMN+I to Address Multi Team Cooperation

Following the idea to model cooperation with Choreographies by Decker et al. [8], Vogel-
Heuser et al. [47] adapt the interaction between two teams from different companies to an
iterative cooperative engineering process. Such a process between for example the three
different disciplines of a mechatronic product is modelled as double arrow with a dashed
line in BPMN+I (+I for innovation). Such knowledge can also be modelled with BPMN’s
Conversations, where these arrows are being represented by a hexagon that is connected
to affected tasks. One issue with Conversations (cf. Fig. 7) might be that they are more
hierarchical and lacking the description of detailed information flows on the top level [34].

In the following a real world use case from the domain of plant operation is used to intro-
duce the modelling of such multi-team cooperation processes. The internal teams involved
include (i) the plant operators, (ii) the maintenance team with skilled electrical and mechan-
ical workers, (iii) the repair workshop with similarly qualified staff, (iv) the purchase depart-
ment, (v) the IT department, and (vi) production management. We have simplified and mod-
elled the negotiation process between the purchase department, the maintenance department
and the external device supplier in terms of a BPMN conversation (cf. Fig. 7).

Figure 7 depicts the negotiation processes involved when a piece of equipment breaks. In
our case either the plant or a plant operator detects an erroneous data flow from a machine
and issues a maintenance request that is taken up by the maintenance department. In case
the machine cannot be easily fixed, the production line needs to be shut down and the spare
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part inventory checked. If no spare part is on site, the purchasing department is involved for
ordering this part from a supplier. This order process might not be straightforward, e.g., if
the spare part is not being produced anymore. In this case, the machine vendor needs to be
contacted and an alternative compatible spare part needs to be found or engineered. In our
case, the faulty sub-component C4 can be replaced by C7.

Spare parts and components of operating production units are quite often documented
and managed in ERP systems. In case of a malfunction in an operating plant due to a faulty
component like a valve, motor or sensor it is mandatory to identify the spare part and its
availability in the local stock. As production units operate for decades often spare parts are
not immediate on stock or may not be available any more. Consequently, sometimes spare
parts with reduced functionality need to be used until the original part is available again. In
case the spare part is available from a sub-supplier, but not on stock, it might be replaced
once it is produced and available on site again.

In the process industry things are even more complex: for control valves, for instance,
often sub-parts of a valve are replaced due to high product variability, which would lead to
immense stock costs for every variant of a valve. In our example sub-part C7 of valve V7
can replace the faulty sub-part C4 of valve V4. Consequently, for a data update in the ERP
system it is mandatory to track faulty and replaced parts on a sub-part level to document that
the repaired valve V4* now includes the sub-part C7 from V7. The updated valve history
for V4*would need to point to the process data history of C7 instead of C4 from the period
of time of the replacement, but keep the history of V4 for all other sub-parts.

While we have exemplified in this subsection, how the information and interaction flow
could be initiated from a maintenance perspective, the following subsection will focus on
general process patterns with respect to horizontal integration with external partners.

5.2 Modelling Supply Chains/Networks by BPMN and UMM

In this subsection we concentrate on interactions with business partners in a supply chain
or network. As outlined in Sect. 2 on ERP systems, a value chain comprises transformation
dualities that lead to production processes and transfer dualities that result in interactions
with business partners in the supply chain/network. The value chain of the MyYoghurt case
in Fig. 2 shows the transformation dualities in grey background and the transfer dualities in
black background. It is the black transfer activities that are subject to refinement by concepts
introduced in this subsection. Furthermore, there is an interlink to the previous subsection
on horizontal processes between different disciplines. Some activities of such a process
specification may also trigger supply chain interactions. For example, consider Fig. 7 on the
maintenance procedure replacing a faulty mechatronic component. The depicted process
leads to the activity order new part once an appropriate alternative is found. Evidently,
this triggers a supply chain interaction with a supplier to be modelled by concepts of this
subsection.
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In order to describe the inter-organisational interactions, the business scenarios between
the parties involved must be identified. The United Nation’s Center for Trade Facilitation
and e-Business (UN/CEFACT) delivers international standards that facilitate the specifica-
tion of such interactions between different business partners. The UN/CEFACT Modeling
Methodology is a modelling method to specify choreographies in a business-to-business
context. A choreography is a particular aspect of business processes, which relates to the
way business partners coordinate their activities in a value-chain [3]. The focus is not on full
orchestrations of processes operating within these partners, but rather on the collaboration
that takes place between partners [64]. Accordingly, a choreography formalises the way
business partners coordinate their interactions and, thus, serves as a kind of contract among
the participating business partners [34].

The current UMM version 2.0 [45] released in 2011 is defined as a UML profile, that
is, a set of stereotypes, tagged values, and constraints on top of the UML meta model for
the special purpose of modelling choreographies. However, for business domain experts
the BPMN choreography diagrams seem to be more intuitive than UML activity diagrams.
Accordingly, it is advantageous to use BPMN choreographies as a notation, but extend it by
concepts of UMM 2.0 that are missing in BPMN. In this subsection we describe this merger
of BPMN and UMM, but limit ourselves to describing the resulting choreography and omit
the requirements elicitation phase of UMM.

Business Transaction The basic building block of a UMM business choreography is a
business transaction. The goal of a business transaction is synchronising the business entity
states between two parties [64]. Synchronisation of states is either required uni-directionally
or bi-directionally. In the former case, the initiator of the business transaction informs the
other party about an already irreversible state change the other party has to accept, e.g., the
notification that goods have been shipped. It follows, that responding in such a scenario is
neither required nor reasonable. In the latter case, the initiating party sets a business entity to
an interim state and the responding party decides about its final state - consider a request for
a quote for some products that the responder answers with corresponding quotes for these
products. The synchronisation takes place by exchanging business documents.

Accordingly, a business transaction is a basic activity in a choreography process that is
executed between two parties and involves the exchange of one or two business documents.
For this purpose, the BPMN meta model offers the concept of a choreography task which is
linked to one or two message flows, a mandatory initiating message and an optional return
message. The choreography task is a special kind of choreography activity which involves
two or more – in case of a business transaction exactly two – participants, one of which is
the initiating participant. In Fig. 8 we show an example of a UMM business transaction for
quoting by means of a BPMN choreography task. The choreography task quoting is
represented as a rounded rectangle. The two participants are stated at the top and bottom
of the rectangle. It is irrelevant which one appears on top and which one on the bottom.
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However, it is important that the initiating participant, in this case the buyer appears in
white background and the responding participant in this case the seller appears in grey
background. The choreography task quoting is linked with two message flows. Again
a colouring mechanism is used to differentiate the message flows. The initiating message
request for quote appears as a white envelope whereas the responding message
quote appears as grey envelope.

In addition to the basic exchange pattern illustrated above, UMM defines certain secu-
rity and timing aspects for business transactions that are usually part of a B2B partnership
agreement, but are not part of the standard BPMN notation. Consequently, we extend appro-
priate BMPN elements by tagged values, i.e. key value pairs to describe these aspects. The
corresponding tagged values are also shown in Fig. 8. Both the initiating message and the
optional return message come with three security flags. IsConfidential mandates encryption
so that unauthorised parties cannot view the information. isTamperProof requires a digital
signature to check if the message has been tampered with. Is authenticated asks for a digital
certificate as a proof of the signer’s identity.

The following tagged values are specified for each participant in the context of a specific
business transaction: isAuthorizationRequired forces the sender to sign a message and the
receiver must validate it and send a notification in case of a failure to do so. isNonRepu-
diationRequired indicates that the participants must not be able to repudiate the document
exchange. Similarly, isNonRepudiationReceiptRequired indicates that the participants must
not be able to repudiate any sent acknowledgements of receipts of business documents.
timeToAcknowledgeReceipt specifies the time period within which the recipient of a busi-
ness document acknowledges its receipt. timeToAcknowledgeProcessing is the time frame
within which the recipient acknowledges that the business document has passed checks

Fig. 8 Business Transaction: Quoting
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against some business rules and is handed over to the application for processing. Note, the
time span of the two last tagged values always ends when the sender of the business docu-
ment receives the corresponding acknowledgement. isIntelligibleCheckRequired forces the
recipient to check that a business document is not garbled (unreadable, unintelligible) before
sending the acknowledgment of receipt. In addition, two more tagged values are specified for
the initiating participant. timeToRespond specifies the maximum time within which the initi-
ating participant expects to receive the returning business document. retryCount corresponds
to the number of times the initiating participant must re-initiate the business transaction in
case of a time-out-exception of a missing acknowledgement or response.

Given the description of the tagged values it becomes evident that not any message that
is exchanged between the participants in a business transaction is modelled as a BPMN
message flow. We distinguish business documents and business signals for acknowledging
receipt or processing. Business documents are modelled as BPMN message flows, whereas
business signals are only specified in the form of tagged values. Note, a null value for
an acknowledgement indicates that the corresponding business signal is not needed. The
business documents are modelled by another UN/CEFACT standard called Core Compo-
nents Technical Specification (CCTS) which provides a modelling approach to define global
business document standards as well as a mechanism to adapt these information blocks to
specific requirements in a given business partnership.

Business Choreography Having discussed all the details of business transactions, we are
able to look at aUMMbusiness choreographywhich basically specifies a process flow among
a set of business transactions. It is straight forward to specify a UMM business choreography
by means of aBPMN choreography that is built by choreography tasks representing business
transactions. Thereby, one may profit from the more expressive BPMN concepts to model
process flows and the easier to understand visual representation compared to UML activity
diagrams.

Each transfer activity (black background) in Fig. 2, should be refined by a business chore-
ography, i.e. for selling the yoghurt, but also for purchasing glass, caps, granulate, filling
stations, fermentation tanks, raw milk, and heater-coolers. Figure 9 shows a business chore-
ography that the company uses for purchasing any product. The first business transaction
of this business choreography is quoting, which was described in detail above. However,
there is one thing more to it. We assume that if a buyer is not satisfied with a quote (s)he
may change some parameters and requests another quote. In other words, the quoting
business transaction may be executed multiple times. Whereas in UMM this is indicated
by a tagged value, we profit from BPMN markers that may be assigned to any choreogra-
phy task to allow multiple instances. The symbol of a non-closed cycle with an arrowhead
indicates that the quoting process may be executed multiple times in a loop. If finally the
buyer is satisfied with the quote the choreography continues with order product or
terminates otherwise. The order product may lead to an existing contract for product
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delivery in case of positive purchase order response and the choreography con-
tinues. If it is a negative one the choreography terminates. In our example we assume that
the buyer may cancel an order until it is shipped. Accordingly, there are two alternative
paths that may be followed, either the buyer initiates cancel order which terminates
the process or the seller starts notify shipment followed by invoicing as last
business transaction.

Binding of Internal Processes to the Choreography Once a business choreography is
finally negotiated, the order of sending and receiving business documents is clear for each
business partner. However each partner must bind its internal process – covering also private
activities that are not visible to the outside – to the negotiated choreography. Accordingly,
the internal process is built by private activities and activities that send or receive business
documents. The private activities usually also cover tasks to create documents that are sent
and process data of documents received. It is essential that the order of sending and receiving
documents is in accordance with the negotiated choreography. BPMN provides the so called
business collaboration diagram to model the interlinking of two (or more) internal processes
each of which is modelled in its own pool of activities. However, from a practical point of
view of a single company it is neither desired nor possible to define the internal processes
from another business partner. Thus, we recommend a different type of diagram. In this
diagram the private process of the business partner under consideration is modelled in a
single pool. All sending activities (marked by a little black envelope in the upper right) and
all receiving activities (marked by a white little envelope in the upper right) are linked with
the message flows of the business choreography. This is illustrated in Fig. 10 that defines
the process of purchasing glass (to fill the yoghurt). Note, that the colours of the envelope of
the sending/receiving activity and the linked message flow do not necessarily map because
these colours present orthogonal concepts.

The internal process depicted in Fig. 10 is as follows: The process starts with the task
preparing a request for quote for glass. The next task is requesting
a quote for glass, which is a sending activity labelled with a little black enve-
lope. It sends the business document request for quote and, thereby, corresponds to
the buyer’s initiating task of the choreography task quoting. Accordingly, we align the
requesting a quote for glass task with the request for quote message flow of quot-
ing in the choreography. The next task is receive the quote for glass which is
a receiving activity with a little white envelope. Since it receives the quote, it is linked
with the corresponding message flow of quoting in the choreography. Once the quote is
received, it is necessary to check the quote for glass. If the quote is not accept-
able due to major issues the process ends. In case of minor issues the process continues
with revise request for quote for glass and afterwards enters a loop by
performing request the quote for glass again. This loop in the internal process is consistent
with the loop indicator (non closed circle with arrowhead) of the quoting task in the
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choreography. If the quote is considered acceptable in the above mentioned check of the
quote, the process continues with prepare purchase order for glass. It is fol-
lowed by the sending activity send purchase order for glass and the receiving
activity receive order response for glass. These two activities correspond to
the buyer’s tasks in order product of the choreography. Thus, these activities are linked
with the two message flows purchase order and purchase order response,
respectively. Due to space limits, we omit to depict the rest of the internal process. Never-
theless, we think that the interplay of an internal process and an underlying choreography
becomes evident by this example and that it is of importance that the execution order of the
internal process must not be in conflict to the one of the choreography.

6 Conclusion

In this chapter we have concentrated on the two top layers of the automation hierarchy,
namely enterprise resource planning (ERP) and the manufacturing operations management
(MOM). Following the idea of model-based systems, we used modelling languages to specify
the processes to be executed on these two layers. In particular, we focus on the coupling
of entities on these layers and the data exchanges between them in order to allow seamless
integration and unambiguous information flow.

We suggest to use the Resource-Even-Agent (REA) ontology to describe all value activ-
ities on the ERP level. Among those the transformation activities are realised by inter-
nal production processes. These production processes may be best described by means of
IEC 62264 (ISA-95) which is also used to describe exchanges between ERP and MOM. We
elaborated on the mapping between REA and IEC 62264. Furthermore, we discussed the
mapping of IEC 62264 and AutomationML, which is used to model production systems,
in order to create IEC 62264 compliant AutomationML documents. The mapping of these
different languages (REA, IEC 62264, AutomationML) targets vertical integration because
it targets components at different levels of the automation hierarchy.

In addition, we have also discussed horizontal integration by targeting the business pro-
cesses and the information flow between organisational units on the top level. For these
purposes we have customised existing concepts of the Business Process Model and Nota-
tion (BPMN). On the one hand side we have briefly discussed the BPMN+I customisation
which serves the specific purpose of collaborating units that work together towards a com-
mon output and which particularly focuses on the synchronisation of activities by means of
explicit conversation dependencies. On the other hand side we introduce a BPMN notation
for the UN/CEFACT Modeling Methodology (UMM) in order to model inter-organisational
business processes in supply chain/network context and the corresponding business docu-
ment exchanges between the business partners.

The presented model-based approaches may be used to unambiguously specify processes
on the top levels of the automation hierarchy that exchange data within a company and also
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across companies. These process specifications assist organisational units to realise their
interactions by providing precise guidelines on who has to interact with whom in which
situation by sharing which data with each other. In reality, the information is not exchanged
between the organisational units and the people working therein, but between applications
supporting the processes of these organisational units. Thus, the goal must be an integration
of these applications resulting in a seamless information exchange. Following the idea of
model-driven engineering (MDE), the models should not only serve as blueprints for imple-
menting information exchanges between these applications, but should be transformed to
software artefacts realising the information exchanges. In contrast to model driven devel-
opment (MDD) where code is derived from the models, the resulting artefacts may rather
be interface specifications and (machine-readable) workflow specifications. Accordingly,
one may derive artefacts such as representational state transfer (REST) APIs, Web services
description language (WSDL) interfaces, OPC Unified Architecture information models
and/or Business Process Execution Language (BPEL) processes.
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Conceptualizing Analytics: An Overview
of Business Intelligence and Analytics
from a Conceptual-Modeling Perspective
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Abstract

Business intelligence and data analytics projects often involve low-level, ad hoc data
wrangling and programming, which increases development effort and reduces usability
of the resulting analytics solutions. Conceptual modeling allows to move data analytics
onto a higher level of abstraction, facilitating the implementation and use of analytics
solutions. In this chapter, we provide an overview of the data analytics landscape and
explain, along the (big) data analysis pipeline, how conceptual modeling methods may
benefit the development and use of data analytics solutions. We review existing litera-
ture and illustrate common issues as well as solutions using examples from cooperative
research projects in the domains of precision dairy farming and air trafficmanagement.We
target practitioners involved in the planning and implementation of business intelligence
and analytics projects as well as researchers interested in the application of conceptual
modeling to business intelligence and analytics.
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1 Introduction

Effective data engineering separates the conceptual, logical, and physical concerns of the
development of database applications. At the conceptual level, the development of database
applications focuses on the representation of real-world entities and their relationships as
well as query and manipulation operations in a conceptual model under consideration of
user requirements. At the logical level, development focuses on the implementation of the
conceptual model using a particular database technology. The physical level concerns spe-
cific data structures, algorithms, and performance improvements. Business intelligence and
analytics projects, however, often overly emphasize the logical and physical level and, con-
sequently, focus primarily on low-level, ad hoc data wrangling and programming. A more
conceptual viewpoint that initially abstracts from low-level details fosters understanding of
the domain and the problem to be solvedwith analytics, which facilitates the implementation
and use of analytics solutions.

1.1 What Is Analytics?

“Analytics”, “data analytics”, and “business analytics” are elusive terms, variously defined in
industry and academia alike. One definition from industry describes analytics as “data-based
applications of quantitative analysis methods” [64, p. 37]. Another definition from industry
describes the purpose of analytics as the “examination of information to uncover insights that
give a business person the knowledge to make informed decisions” while “analytics tools
enable people to query and analyze information” [56, p. 16]. A definition from academia,
which defines data analytics as the “discovery and communication of meaningful patterns in
data” [60, p. 329], also fits a common definition of data mining, another rather elusive term.
In this regard, the purpose of data analytics is described as follows [60, p. 329]: “Organiza-
tions apply analytics to their data in order to describe, predict, and improve organizational
performance”. Similarly, business analytics can be seen as “the process of developing action-
able decisions or recommendations for actions based on insights generated from historical
data” [55, p. 48]. Others [10, pp. 2–3] stress the difference between the terms “analysis” and
“analytics”, the former referring to “the process of separating a whole problem into its parts
so that the parts can be critically examined at the granular level”, the latter referring to “the
variety of methods, technologies, and associated tools for creating new knowledge/insight
to solve complex problems”. In this chapter, we do not aim to provide yet another definition
of “analytics”. Rather, we take a more pragmatic approach and employ the terms “analyt-
ics”, “business analytics”, and “data analytics” in a flexible way as an umbrella term for all
kinds of data-driven processes, methods, systems, tools, etc. aimed at improving business
performance. We broadly employ the term “analysis” to refer to applications of analytics
for specific tasks.
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Business analytics is a broad field comprising a multitude of methods. Literature distin-
guishes multiple subcategories of (business) analytics. In particular, business analytics can
be divided into the following subcategories:

• Descriptive analytics: In its most basic form, analytics aims to describe what happened
in the past based on historical data, providing reports and dashboards displaying var-
ious statistics and diagrams. Descriptive analytics is sometimes equated with business
intelligence, e.g., by Fleckenstein and Fellows [15]. A broader view sees “business intel-
ligence” as umbrella term that comprises analytics [64, p. 28] – the view we adopt in this
chapter.

• Predictive analytics: Exploring what happened in the past is typically the first step
in predicting the future. The term “predictive analytics” then refers to the application
of statistical methods in order to develop models from historical data to predict the
future. Data mining is sometimes included when referring to predictive analytics [55,
p. 49]. Others equate dataminingwith descriptive analytics [54, pp.22–23]. In this regard,
a pragmatic definition of data mining would be as follows: Data mining aims to find
patterns in historical data (descriptive aspect) in order to make predictions about the
future (predictive aspect).

• Prescriptive analytics: Accurate predictions of the future are the basis for making
informed decisions in order to shape future events. For example, in precision dairy farm-
ing, based on the analysis ofmilk yield and feed compositions in the past, the optimal feed
composition for the future can be inferred. In this regard, simulation is a common tool in
prescriptive analytics. Using probabilistic models, various outcomes can be simulated in
order to determine the best course of action.

Predictive analytics and prescriptive analytics are sometimes also referred to as advanced
analytics [56, p. 16]. In addition to descriptive, predictive, and prescriptive analytics, other
types of analytics are also sometimes distinguished, e.g., diagnostic analytics (”why did
something happen?”) [56, p. 16], whichwe do not elaborate further; we refer to Sherman [56]
and Williams [64] for a comprehensive overview of the different analytics flavors.

In the context of BI and analytics, different roles can be distinguished, and just as with the
definition of the term “analytics” itself, the names and characteristics of those roles may vary
in practice (see [47]). Among the most commonly found roles are data engineer and data
scientist. The data engineer’s task is to handle possibly large amounts of data andmanage the
(big) data analytics architecture such that the data scientist can access those data and gather
insights from the data. Involved in BI and analytics projects are also domain (business)
experts and, especially in the context of cyber-physical systems, engineers familiar with
sensor networks and production equipment.
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Fig.1 BI and analytics rely on data warehouse and other types of analytics infrastructure to analyze
and present data

1.2 The Bigger Picture: Business Intelligence and Analytics

We adopt a view that includes analytics in the field of business intelligence (BI). In the
narrow sense, BI and analytics refer to the analysis and (visual) presentation of data. In
a broader sense, “business intelligence” serves as an umbrella term that includes, besides
analytics, the necessary data transformation processes aswell as datawarehousing and,more
generally, development and management of the analytics infrastructure (Fig. 1). We employ
the term “business intelligence” in both senses, depending on the situation.

In BI, data transformation comprises the cleaning, integration, and aggregation of the
source data as the preparatory steps for applying analytics algorithms. Although arguably of
lower prestige than analytics, data preparation, i.e., getting the data into a format suitable for
the analysis, makes up a significant portion of a data scientist’s workload. Different types
of analytics infrastructure – e.g., data warehouse, data lake – require different types of data
transformation tasks at different stages. For example, prior to loading the data into a data
warehouse for permanent storage, various data sources must be integrated, erroneous and
missing data eliminated, and the detailed data aggregated to the required level of detail. The
necessary data transformation steps for filling the data warehouse are largely automated, the
schema of the data available for the analysis is fixed. Consequently, the analyst can work
with clean and consistent data in a format suitable for multidimensional analysis, reducing
the number of necessary data transformation steps that the analyst must perform before
conducting the actual analysis. A data lake [46], on the other hand, stores potentially valuable
raw data close to the original format, thus deferring the burden of cleaning, integrating, and
aggregating the available data to the point when the data analysis is actually performed –
with the advantage of increased flexibility.

1.3 The (Big) Data Analysis Pipeline

In order to realize the full potential of digitization inmodernmanufacturing systems, the vast
amounts of data originating from a multitude of sensors and databases must be put to good
use by appropriate means of data analysis. The analysis of (big) data consists of multiple
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Fig. 2 The (big) data analysis pipeline (adapted from [1, p. 3])

steps (Fig. 2) – each step presenting its own challenges – starting with the recording and
storage of the data, and continuing with extraction and cleaning, integration and aggregation
of the generated data before actually performing the analysis and interpreting the results that
can be used to take appropriate action.

On a conceptual level, big data analytics generally does not differ too much from “tradi-
tional” BI and analytics. The specific implementation technologies and algorithms required
for big data analytics may indeed differ considerably from those employed in traditional BI,
and some issues may be more pronounced and more difficult to solve when handling big
data in comparison to the processing of the relatively small data sets in the past (cf. [9]).
In this regard, existing conceptual-modeling approaches must of course evolve and new
approaches be developed in order to be able to tackle newly arising challenges – but this
has always been the case. In the end, however, the general tasks for big data analysis are
the same as those that have always been required for performing data analysis, and the key
point is that conceptual modeling still remains relevant in the age of big data analytics. An
argument can even be made that BI has always been about the analysis of what constituted
“big” data at the time (see [64, p. 27]). Hence, rather than referring to the workflow in Fig. 2
exclusively as the big data analysis pipeline, we simply consider that workflow to represent
the data analysis pipeline in general.

Getting data analysis right at the conceptual level is often not only the first step to
effective (big) data analysis but may also pave the way towards efficient implementations
at the physical level. In the following, we present the various steps of the data analysis
pipeline, describe the key challenges, and provide an overview of approaches supporting the
development of solutions for the challenges associatedwith each step.Theorganization of the
remainder of this chapter thus loosely follows the data analysis pipeline. Section 2 discusses
data acquisition and recording. Section 3 discusses extraction, cleaning, integration, and
aggregation. Section 4 discusses the actual analysis. Section 5 discusses interpretation and
action based on the analysis results.

2 Acquisition and Recording

The data for the analysis originate from various sources, often at high volume and high
velocity. Modern process engineering, manufacturing, and farming operations, for example,
employ a multitude of sensors which produce a vast amount of data. Those data must be
recorded and ultimately analyzed; the complexity of those tasks increases with the volume
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of the produced data. For example, in precision dairy farming, movement sensors track
animal positions and activity. Assuming two position readings per second for each animal,
sensors produce 172,800 records of movement data per day for each animal. Thus, on a
large farm with 1,000 animals, sensors produce 63,072,000,000 movement records per year.
Now suppose the goal is to detect signs of animal illness by analyzing movement data across
different farms from multiple countries, possibly in relation to the data produced by other
types of sensors, e.g., sensors for recording microclimate, feed intake, milk yield, and milk
composition, or in relation to binary data such as images and videos obtained by on-site
cameras, then storage and analysis of the data become a challenge.

Typically, the majority of the produced data are not required for meaningful analysis
and the recorded data can thus be safely reduced prior to the analysis. For example, rather
than storing and analyzing millions of individual location points for each animal in dairy
production, a higher level of abstraction ismore useful for certain use cases, aswe discovered
in the agriProKnow project [53]. The large number of sensor readings may be important
for noise reduction and error correction but for detecting signs of animal illness in the
activity patterns the number of records can be safely reduced by way of abstraction. Hence,
knowing for each animal the walking distance and duration as well as the time spent lying
and standing, respectively, per functional area, e.g., feeding area, resting area, or milking
parlor, within each hour of day is sufficient to determine abnormal activity patterns.

The edge computing paradigm [48, 57] promotes the processing of data at the “edges”
of an information system, i.e., close to where the data are actually generated, as a strategy
to handling the high volume and velocity of the generated data. Accordingly, in sensor
networks, the sensors themselves should take over, to some extent, various steps of data
preprocessing and analysis. In a similar vein, data stream processing technology allows to
preprocess and analyze the constantly generated streams of data in real time.

Stream processing and edge computing may be the technical solutions for attaining a
reduction of the vast amount of generated data to a more manageable size, but the meaning-
ful implementation of those solutions requires a conceptual understanding of the domain.
Consider again the example of movement data in precision dairy farming: For each ani-
mal, walking distance and duration as well as lying and standing duration per functional
area within each hour of the day are more interesting than thousands of individual position
readings. The data can be reduced accordingly when recording the data. Doing so, however,
requires a shared conceptualization between data scientists and domain experts – in this case
veterinarians – of the different activity types and functional areas.

The lambda architecture [32] for big data processing describes an architecture that sup-
ports real-time data analysis through a speed layer for processing streams of data, in addition
to supporting less time-critical processing of previously collected batches of historical data
through a batch layer. Figure3 illustrates an adaptation of the lambda architecture for the
analysis of sensor data, which employs both a data lake and a data warehouse. A data lake
is a store of heterogeneous raw data in their original format, from structured (relational,
comma-separated values) and semi-structured (XML, JSON) to unstructured and binary
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Fig. 3 A variation of the lambda architecture [32, p. 19] with a data warehouse and a data lake for
the analysis of sensor data (adapted from [11, p. 7662])

data (text, images, videos). The rationale behind the data lake is twofold. First, a data lake
requires minimal data preprocessing and, therefore, supposedly copes better with big data
generated at high velocity than a data warehouse. Second, just because all the data cannot
be analyzed today does not mean that those data do not hold potential value in the future.
Keeping the raw data hence increases flexibility. A data warehouse, on the other hand, is
an integrated, subject-oriented, non-volatile, and time-variant database [25] for a specific
analytical purpose with clean data of “recognized high value” [46, p. 8]. Extract, transform,
and load (ETL) processes funnel clean and consistent data, obtained from raw data of various
sources via transformation routines, into the data warehouse (see Sect. 3). Both data lake
and data warehouse have their place in modern data analytics.

In order to prevent a data lake from becoming a data swamp, ”usually due to a lack of self-
service and governance facilities” [21, pp. 11–12], a successful data lake infrastructure must
also associate the recorded raw data with suitable metadata (see [1]). In this regard, a data
lake may annotate data items with entities from a knowledge graph [9, p. 74] or ontology. A
knowledge graph represents real-world entities and their relationships (cf. [29]).An ontology
is essentially a machine-readable, deployable conceptual model, often based on logic, that
can be applied in various practical situations. The boundaries between knowledge graph and
ontology are fluent. Typically, a knowledge graph focuses more on entities (instance data)
whereas an ontology describes classes of entities (schema information), although ontologies
may also comprise instance data (see [23, 24] formore information). Data items in a data lake
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Fig. 4 Illustration of a data lake that structures raw data – in this case, messages in air traffic man-
agement – into multidimensional contexts for future analysis

can be collected into different multidimensional contexts, where each data item is associated
with an entity representing, for example, geographic and temporal scope of applicability,
the type of content described by the data item, or the provenance, i.e., the origin of the data
item, e.g., which sensor recorded it. For example, in air traffic management (ATM), the
messages exchanged between air traffic controllers and pilots may be organized by flight
information region (geography), date, and air traffic scenario (Fig. 4), but also by importance
for individual flights; the result is an ATM information cube [50]. In this example, a message
may concern the status of a navigation aid in the LOVV (Austria) region on the 1st February,
which means that the message will be collected into the corresponding container, associated
with the appropriate metadata.

3 Extraction,Cleaning, Integration, and Aggregation

The collected data must be represented using adequate data models for the analysis. Loading
the collected data into those data models requires various data preparation tasks.
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3.1 Data Models

The data for the analysis must be stored in an adequate data analytics infrastructure in a
suitable format. Regarding such infrastructure, different options exist with different require-
ments regarding the employed data models. A data warehouse, for example, integrates clean
and consistent data extracted from various sources at a granularity suitable for a specific ana-
lytical purpose; we refer to Vaisman and Zimànyi [60] for a comprehensive introduction to
datawarehousing. Compared to a data lake, a datawarehouse spares the analyst cumbersome
data preparation work, although depending on the type of analysis, some data preparation
may still be necessary. The advantage of storing the data in a form ready for analysis, how-
ever, comes at the cost of reduced flexibility. Furthermore, building a useful data warehouse
requires considerable effort, although agile development methodologies may alleviate the
perceived rigidity of the development process [30]. Customizable reference models also
facilitate the design and implementation of a data warehouse [5, 51].

The predominant modeling paradigm in data warehousing is themultidimensional model,
which requires extensive data cleaning and transformation prior to loading the data into
the data warehouse. Figure5 represents a multidimensional model for sensor data using
Dimensional Fact Model (DFM) notation [19]. The central entity in a multidimensional
model is the fact class – in this example: Measurement – which represents the real-world
events of interest (facts) that should be analyzed. Themeasures quantify the events of interest
represented by the fact class; in case of Measurement, themeasures are value and accuracy.
A fact class has multiple dimensions, which characterize the represented events and are
hierarchically organized. The Measurement fact class, for example, has the dimensions
agent,measurementType, transformation (optional), location (optional), receptionTime,
and sensingTime. Each dimension consists of levels – represented by circles in the DFM –
and non-dimensional attributes, which are attached to a level. The levels serve to aggregate
events, the non-dimensional attributes provide additional information and serve for selecting
relevant facts. The edges connecting levels represent roll-up relationships, which are many-
to-one relationships. For example, a logical device has a logical device type but one logical
device type may comprise multiple logical devices. Indyco Builder,1 a modeling tool using
the DFM, allows for grouping levels and non-dimensional attributes into groups, which can
be used to structure a heterogeneous model. For example, an agent that is a person has
position and age, an agent that is a process has a process type, and an agent that is a device
has a nominal accuracy, a physical device, a logical device, a logical device type as well as
an optional location.

Figure6 shows example data corresponding to the multidimensional model in Fig. 5; note
that some attributes are omitted for brevity. The table at the top shows facts in accordance
with the Measurement fact class. For example, for the 2nd October 2018 at 2:00 pm, the
data warehouse records a measurement of Type 3 reported by the agent with ID 1 with an
accuracy of 0.1 and a value of 22.2, which corresponds to the average of the last ten readings.

1 https://www.indyco.com/.

https://www.indyco.com/
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Fig. 5 Multidimensional model in DFM notation for sensor data (adapted from [11, p. 7664])

Fig. 6 Example data for the multidimensional model in Fig. 5
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According to the table in the middle, a measurement of Type 3 is a temperature reading,
recording values are centigrade. The agent with ID 1 has the designation THE01 and is a
device. The actual physical device is THE01-232, which assumes the role of Thermometer
for Area #1, which is a logical device of type thermometer that is put into Area #1. Similarly,
the agent with ID 2 is a device, the actual physical device is EAR23-143 which assumes the
role of earmark forAnimal #23. No location is associated for an earmark, the position instead
being recorded under the location dimension with latitude and longitude. The agent with
ID 3 is an example of a person and could be a veterinarian who manually records the chews
per cud for tracking an animal’s rumination activity.

The multidimensional model in Fig. 5 is a generic model accommodating various kinds
of sensor data. The generic model allows the data warehouse to cope with heterogeneous
data, which increases flexibility but requires the analyst to perform various data preparation
tasks prior to the analysis, e.g., eliminating the Null values caused by optional attributes.
Furthermore, the generic model leaves out specific information that might be relevant in a
certain domain: For example, in precision dairy farming, an animal’s day of lactation within
a lactation cycle would be relevant, which a domain-specific model may include.

A data warehouse often employs more specific models than the one in Fig. 5, tailored to
the actual subjects of the analysis. Rather than sensor readings in general, the focus of a
multidimensionalmodelmay be, for example, animalmovement activity. The corresponding
multidimensional model would abstract from the individual sensor readings and concentrate
on themovement of animals,with specificmeasures such as lying andwalkingduration rather
than a generic sensed value as well as specific dimensions, e.g., the farm site, animal, or
functional area. Hence, the multidimensional model in Fig. 7 emphasizes animal movement
activity. The measures are lying, standing, and walking duration as well as the walking
distance within a functional area per hour of day for an animal on a particular farm site.
Figure8 shows example data corresponding to the multidimensional model in Fig. 7. For
example, at the Pottenstein farm site, on the 2nd October 2018, in the 15th hour of the day, the
animal with National ID AT0123 spent 10min lying, 20min standing, and 10min walking
a distance of 255m in a feeding area. By referring to the functional area, e.g., feeding area
or milking area, rather than precise positions or farm-specific location designations, e.g.,
Area #1, the movement activity of animals becomes comparable across farm sites. A data
warehouse for precision dairy farmingwould also employmultidimensionalmodels for milk
yield, which would include data from external databases along with the sensor data [53].

3.2 Data Preparation

Prior to performing data analysis, the data must be extracted from the various sources,
cleaned and integrated, and aggregated to a granularity suitable for the analysis task at hand.
In the context of data warehousing, the data preparation steps are referred to as extract,
transform, and load (ETL) processes, which put the data into the data warehouse. In the
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Fig. 7 A simplified multidimensional model (without dimension hierarchies) in DFM notation for
the analysis of animal movement in the agriProKnow project

Fig. 8 Example data for the multidimensional model in Fig. 7

following, we specifically look at ETL processes even though the general principles equally
apply to data preparation for data analysis without the use of a data warehouse. For example,
in case of a data lake, data preparation steps similar to the ETL processes in datawarehousing
must be performed on a case-by-case basis. The presented modeling approaches may also
be employed in a data lake environment for performing the necessary data preparation steps
for running various analytics algorithms.

Traditionally, the implementation of data preparation in general and ETL processes in
particular involves extensive low-level programming, e.g., in a statistical programming lan-
guage such as R or in a programming language for stored procedures such as PL/SQL.
Process modeling approaches, with tool support for automatic code generation, facilitate
implementation while also improving the documentation and flexibility of ETL processes.
Besides proprietary modeling languages employed by commercial tools, e.g., Pentaho Data
Integration (Kettle) [60, pp. 319ff.], the Business Process Model and Notation (BPMN) [13,
14] or UML activity diagrams [34] may serve for ETL process modeling. In a similar vein,
modeling languages may assist with the representation of the preparatory steps in data min-
ing [41] aswell as complex data processing pipelines that include steps for the actual analysis
of the data [49]. Commercial tools for data analytics, e.g., KNIME [6] and RapidMiner [27],
employ graphical notations for the specification of complex data processing pipelines.

The BPMN diagram in Fig. 9 represents an ETL process for aggregating raw movement
data of animals for a data warehouse, following the modeling approach proposed by El
Akkaoui et al. [13, 14]. In this example, movement sensor readings are stored in a comma-
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Fig. 9 A BPMN model of the necessary data transformation steps as preparation for the analysis of
animal movement in precision dairy farming

separated values (CSV) file. The first step is to read a source CSV file. The timestamp of
the movement records in this CSV file is subsequently converted into a Date column before
adding a Coordinates column of a database-specific POINT_TYPE derived from latitude and
longitude values in the CSV file. The coordinates are then used to look up the functional
area from a table. In case no corresponding functional area could be found for a coordinate,
a warning message is written into a log file. Individual position readings are then aggregated
by hour of day for each date before the resulting tuples are inserted into a Movement table,
which can be used for data analysis.

A pattern-based approach to ETL process modeling fosters code reusability and pro-
motes best-practice solutions to commonly occurring issues in ETL, e.g., change data cap-
ture, slowly changing dimensions, and surrogate key pipelining [39]. Using common ETL
patterns, theBPMN language can be extended for ETLprocessmodeling [40]. The thusmod-
eled ETL processes also promise better integrationwith an organization’s business processes
(see [14, 40]). ETL process modeling also faciliates a comprehensive analysis of existing
ETL processes based on (process) mining for ETL patterns [59], following the Workflow
Patterns Initiative [45]. ETL pattern mining may identify recurring patterns in existing ETL
processes to subsequently redesign the ETL processes. Furthermore, quality metrics can be
applied on ETL process models at higher level of abstraction. Finally, ETL process models
may be reduced to high-level summaries in order to foster a general understanding of the
models as well as to render ETL process models comparable.
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Conceptual models can also be the basis for physical optimization of ETL processes.
Massive distribution and parallelization of data processing is key to efficient big data anal-
ysis. In this regard, a library of common ETL tasks facilitates the parallelization of ETL
processes for big data [3] – conceptual modeling becomes the fundamental to optimization.
ETL processes are hence described in terms of core functionalities. Processing of the core
functionalities can then be parallelized. An example of an ETL core functionality is the
look-up of a value in a look-up table, e.g., the functional area for a coordinate.

In some cases, it may be impractical to extract all relevant data from the source systems
due to volume, velocity, or volatility of the data. Approaches for on-demand ETL dynami-
cally execute adapted ETL processes for a specific query execution [4]. Similarly, another
approach would be to superimpose a multidimensional schema with mapping rules over
non-owned sources that are not in a format suitable for data analysis. For example, linked
open data and public knowledge graphs, e.g., Wikidata [61], are valuable sources for the
analysis but do not follow the multidimensional modeling paradigm. In addition, the col-
laborative, volatile nature of those knowledge graphs makes the construction of a static data
warehouse impractical. Superimposed multidimensional models allow for the rewriting of
analytical queries into a query expression for a target query language and data model [22].

4 Analysis andModeling

The collected data must be analyzed using the appropriate data analytics methods, the
selection of which depends on the analytical task. Conceptual models may assist with the
design and execution of data analytics applications.

4.1 Data Analytics

A common type of data analysis over multidimensional modeling is online analyitcal pro-
cessing (OLAP), which is mainly descriptive in nature, answering the question: what hap-
pened? In OLAP, analysts leverage the hierarchical nature of multidimensional data, per-
forming roll-up and drill-down operations in order to obtain measures for (aggregate) events
at different levels of granularity. For example, the roll-up operation illustrated in Fig. 10 oper-
ates on a three-dimensional sales cube where the measure is the profit per product, city, and
quarter. A roll-up operation aggregates the cells of the cube per category, country, and quar-
ter, thereby obtaining a cube at a coarser granularity than the original, with the individual
profits summed up. The inverse of the roll-up operation is the drill-down operation, e.g., a
drill-down from the view of the sales per category, country, and quarter to the view of the
sales per product, city, and quarter. The selection of partitions of the cubes based on various
criteria is broadly referred to as slice-and-dice. Various other OLAP operations have been
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Fig. 10 A three-dimensional sales cube at different levels of granularity. The dimension hierarchies
of a cube serve to obtain higher-level views on the data by performing a roll-up operation.

proposed in the past; we refer the interested reader to Vaisman and Zimányi [60] for more
information on OLAP.

Advanced analytics employs statisticalmethods andmachine-learning algorithms inorder
to (aim to) predict the future. In this regard, multidimensional data is only one source for



326 C.G. Schuetz and M.Schrefl

Fig. 11 Example business view for selecting a predictive model following the approach and using
the notation described by Nalchigar and Yu [35]

predictive and prescriptive analytics. The choice of machine-learning algorithm depends,
first, on the available data sets. Furthermore, the application of analytics must consider the
necessary preparatory steps. Requirements engineering for analytics, therefore,must assume
a data preparation view, which defines what data sets and preparatory steps are required to
perform the chosen analytics [35, p. 365f.]. The data preparation view is akin to the process
modeling approaches discussed in Sect. 3. In the context of requirements engineering for
analytics, the explicit modeling of data preparation promotes understanding of the available
data and improves the quality of the analytics solution [35, p. 365].

The application of analytics methods in general and machine-learning algorithms in
particular must be aligned with an organization’s strategy, necessitating a business view
and an analytics design view in requirements engineering for analytics [35]. Starting from
the business goals, the business view formulates a set of data analytics goals, expressed
as decisions that must be taken in order to achieve the business goals. In order to take the
decisions, certain questions must be answered. The data analytics view, in turn, evaluates
potential methods regarding their ability to achieve the data analytics goals by comparing
the various methods’ strengths and weaknesses, measured by various indicators.

Figure11 shows the business view for developing a predictive model for illness risk of an
animal in precision dairy farming. The farmer pursues the goal of maximizing themilk yield.
The indicator for goal achievement is the milk yield. Maximizing the milk yield depends
on the subgoals of preventing animal illness and optimizing the feed intake. Optimizing
the feed intake contributes considerably to preventing animal illness. Optimizing the feed
intake involves decisions on changing the feed composition, which requires to ask about the
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Fig.12 Example data analytics design view for selecting a predictive model following the approach
and using the notation described by Nalchigar and Yu [35]

best feed mix for animals. Preventing animal illness involves decisions on whether to call
a veterinarian for examining an animal at risk, which requires to ask which animals are at
risk of developing an illness, e.g., ketosis. Predictive models allow to answer the questions
required to make the decisions. For example, a predictive model over movement and health
data, updated quarterly using data from the last 12 months, may be used daily in order to
make predictions and raise alerts about animals at risk.

Figure12 shows a data analytics design view that corresponds to the business view in
Fig. 12. The primary goal is to predict animal illness, which depends on the classification of
animals. Precision and recall serve to evaluate the quality of a classifier. The precision of a
classifier is the ratio of animals that are correctly classified as ill out of all animals classified
as ill. The recall, on the other hand, is the ratio of animals that are correctly classified as ill
out of all animals that are actually ill. Different machine-learning methods may serve for
classification, e.g., logistic regression and deep learning. Different methods have specific
values for precision and recall, possibly estimated over a set of test data. Depending on those
values in combination with the respective importance of precision and recall – indicated by
a color associated with the measure: green for high, yellow for medium, or red for low
importance – as well as fulfillment of the soft goal of tolerance towards missing values, an
analyst may choose logistic regression or deep learning in the example of animal illness
prediction.

The rise of social media has put the focus of analysts on user-generated content on
the web as a source for BI and analytics. The terms “social business intelligence” [18]
and “social media analytics” [65] are typically used to refer to the application of BI and
analytics on the analysis of user-generated content in social media. In this regard, social
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BI is often viewed as the integration of business data with data obtained from social media
whereas social media analytics may refer to the application of data analytics methods on
social media data, e.g., tweets and connections. On the one hand, real-world events are
often first reported on microblogging services such as Twitter. For example, an incident
of racial bias in a Starbucks store in 2018 was first brought to the public’s attention by
a video posted on Twitter, which went “viral”, spawning a multitude of online posts as a
reaction to the original tweet [42]. Detection of such events can be automated [63], assisting
organizations in monitoring social media in order to quickly react to incidents in the real
world, thereby limiting the fallout of such an incident. On the other hand, social media
analytics often involve sentiment analysis, i.e., the extraction of “subjective information”
from natural language (see [43] for an overview), over comments posted on social media
platforms. Marketers, for example, would be interested in questions such as: “What is the
average sentiment of the public towards a company’s product or a group of products?” Data
obtained via sentiment analysis can be organized in data warehouses for further analysis
along with business data, e.g., data relating to sales [16]. For example, a DFM model may
represent cubes for the analysis of sentiment along with business data [17].

4.2 Pattern-Based Approach to Analytics

Starting from the data preparation, business, and data analytics views of an analytics prob-
lem, a solution pattern represents a proven approach to a common analytics problem [37].
Comprehensive design catalogs for business questions, algorithms, and data preparation
tasks also assist with the design of analytics solutions [36]. By using solution patterns and
design catalogs, data scientists avoid “reinventing the wheel” when faced with an analytics
problem.

A pattern-based approach also benefits the formulation of individual, concrete analytical
queries. In this regard, OLAP patterns [28, 52] represent interesting, frequently occurring
types of analytical queries. For example, across various domains, set-to-complement and
set-to-set comparison are recurring patterns of data analysis (Fig. 13). An example of a set-
to-complement comparison is the computation of the ratio between the average milk yield
for young animals at a farm site and the averagemilk yield of all other animals (except young
animals) at the same farm site. An example of set-to-set comparison is the ratio between
the average milk yield of animals in the first pen and the average milk yield of animals in
the third pen of a farm site. In the agriProKnow project, the identification of OLAP patterns
and the development of corresponding query facilities led to increased agility, which was
necessary to meet the domain experts’ requirements under a tight schedule (see [53]). The
identification of patterns paves the way towards the documentation of best-practice solutions
for satisfying generic types of information needs.

A shared conceptualization of the domain of analysis is the basis for successful commu-
nication and correct usage of analysis results. Domain ontologies, e.g., SNOMED CT [12]
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Fig. 13 Generic comparative patterns for multidimensional data analysis

in the health domain or AGROVOC [8] in precision dairy farming, may serve as the basis for
the definition of dimensions in a multidimensional model [2]. Multidimensional models can
be enriched with explicit definitions of business terms, i.e., calculated measures and filter
predicates [51]. For example, a multidimensional model in precision dairy farming defines
a Milking fact class, with measuresMilk Yield and Fat Content as well as dimensions Farm,
Calving, Lactation, Time, and Animal (Fig. 14). Explicit definitions of filter predicates –
e.g., Low Daily Milk Yield, Young Cattle, and Under Heat Stress – and calculated measures
– e.g., AverageMilkYield and AverageMilkYield Ratio – may complement the multidimen-
sional model. Expressions in a target language may serve for the definition of the semantics
of those business terms [51], which are omitted in Fig. 14.

Patterns for multidimensional data analysis may be identified at various levels of
abstraction, fromdomain-independent to domain-specific andorganization-specific patterns.
Figure15 illustrates the step-wise instantiation of a domain-independent pattern using a
shared conceptualization of business terms (Fig. 14), yielding first a domain-specific pattern
and then a concrete query, which can be executed on a target system if translated into a query
language and taking into account the logical data model. In this example, the patterns are
informally described using natural language. A more formal representation of the pattern
semantics in a target language allows for automatic query generation [22, 52]; the target
language can be SQL, MDX, SPARQL, and theoretically any other query language or even
a statistical programming language such as R.

An analysis graph represents interesting courses of (multidimensional) data analysis [51].
An analysis graph may serve for the proactive modeling of interesting courses of analy-
sis [38]. Figure16 shows a simple analysis graph for the analysis of movement data. Each
box represents an analysis situation, which corresponds to a multidimensional query over
a cube – in this example: Animal Movement. The edges of an analysis graph represent
navigation steps, which change the parameters of the analysis situation, e.g., by performing
a drill-down from the farm to the barn level in the Location dimension. Analysis graphs can
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Fig. 14 A multidimensional model in DFM notation enriched with definitions of business terms

Fig.15 Instantiation of domain-independent and domain-specific patterns for multidimensional data
analysis
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Fig. 16 An analysis graph plotting an interesting course of analysis for animal movement data in
precision dairy farming

be extended with comparative analysis situations and even more generic OLAP patterns to
allow for more complex queries. Other work aims to describe analytical sessions in terms
of a multidimensional algebra [44] and recommend interesting queries to the user based on
previous analytical sessions [31].

5 Interpretation and Action

Visualizations are a key tool in the interpretation of data. The field of visual analytics aims to
create tools and techniques that leverage interactive visualizations to enable analysts to garner
insights from large data sets [26, p. 157]. In this regard, a key decision concerns the selection
of the appropriate visualization for the analytical task at hand.Adopting a conceptual,model-
driven perspective may ensure that the visualization aligns with the analysis goal, desired
degree of interactivity, user (casual or power user), and dimensionality/cardinality/type of the
data [20]. In a sense, that model-driven perspective on visualization bears similarities to the
pattern-based approaches onmultidimensional data analysis [52] andmachine learning [35].

VizDSL [33] is a modeling language for the definition of visual analytics workflows.
VizDSL models are akin to analysis graphs [51] but with an emphasis on visualization,
with both languages owing to the Interaction Flow Modeling Language (IFML) [7]. In fact,
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VizDSL is based on and extends the IFML. The models in VizDSL specify visualization
layouts for data sources aswell as navigationflows,whichmakes the generated visualizations
interactive.

Active data warehouses [58] aim to automate analysis tasks and decision making. For
example, OLAP patterns and analysis graphs may trigger and guide, respectively, actions
in day-to-day business. In the agriProKnow data warehouse [53], analysis rules based on
OLAP patterns trigger specific actions, e.g., the notification of a veterinarian in case of
extraordinary readings regarding an animal. Analysis graphs, on the other hand, may serve
for contingency planning, i.e., mapping out a course of analysis that can be followed in case
of extraordinary events, e.g., supply shortage of essential resources in manufacturing [38].
An analysis graph would then model the necessary analysis steps for finding a substitute
material or an alternative supplier in case of a supply shortage of essential resources. Using
the analysis graph, analysis tasks could even be partially automated.

A conceptual understanding of the application domain is the basis for the correct interpre-
tation of analysis results and, consequently, effective decision making. For example, while
social media analytics allows a company to keep track of public opinion, the company must
also have a clear plan about how to respond to the public in case of a crisis, depending on the
nature of the crisis and the public’s reaction. In this regard, economic models may serve to
choose a suitable strategy in social media crisis communication, with social media analytics
providing estimates for the model’s parameters [62].

6 Conclusion

BI and analytics projects require stakeholders with different backgrounds to collaborate in
variousways in order to develop a common understanding of the problem aswell as to decide
on the appropriate data model, architecture, algorithms, and user interfaces. Hence, domain
experts, business people, data scientists, and engineers must communicate with each other
in a common language. Conceptual models serve as the lingua franca in BI and analytics
projects for expertswith different backgrounds.Yet, BI and analytics projects often primarily
focus on low-level, ad hoc data wrangling and programming, which increases development
effort and reduces usability of the developed BI and analytics solutions. Furthermore, data
analytics and machine learning algorithms are often misapplied, adversely affecting the
validity of analysis results in practice. A conceptual perspective on data-driven decision
making ensures that analysts employ algorithms correctly, using the appropriate systems to
process the available data.
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Abstract

Making sense of the vast amounts of data generated by modern production operations—
and thus realizing the full potential of digitization—requires adequate means of data
analysis. In this regard, data mining represents the employment of statistical methods to
look for patterns in data. Predictive analytics then puts the thus gathered knowledge to
good use by making predictions about future events, e.g., equipment failure in process
industries andmanufacturing or animal illness in farming operations. Finally, prescriptive
analytics derives from the predicted events suggestions for action, e.g., optimized pro-
duction plans or ideal animal feed composition. In this chapter, we provide an overview
of common techniques for data mining as well as predictive and prescriptive analytics,
with a specific focus on applications in production. In particular, we focus on associa-
tion and correlation, classification, cluster analysis and outlier detection. We illustrate
selected methods of data analysis using examples inspired from real-world settings in
process industries, manufacturing, and precision farming.
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1 Introduction

Modern production systems are increasingly data-driven, relying on the analysis of large
amounts of data gathered from all kinds of sensors, databases, etc. Those data are collected
and integrated for the purposes of “mining” for patterns in the data that allow to predict the
future which, in turn, allows to shape the future by taking appropriate action. In general,
the more data there are available, the more accurate become the predictions and the better
decision-makers are able to act according to the circumstances, provided the appropriate
methods of data analysis are applied correctly and can be run in a reasonable amount of time
using the available computing resources.

Regarding terminology on data analysis, the terms “data mining”, “predictive analytics”,
and “prescriptive analytics” are employed inconsistently throughout industry and academia.
In this chapter, we use the term “datamining” to refer to the process of identifying patterns in
historical data through the use of statistical methods. We use the term “predictive analytics”
to refer to the employment of data mining for the prediction of future events, and we use
the term “prescriptive analytics” to refer to the employment of data mining and predictive
analytics to derive recommendations for action.

Before running data analysis algorithms, the data of interest for the analysis must be
prepared accordingly, meaning that the data must be integrated from different data sources,
cleaned by eliminating erroneous or incomplete records, and transforming the data into the
required format. Data scientists typically spend a considerable amount of time with data
preparation. Common tasks of data analysis are then analysis of associations and correla-
tions in the data, classification, and cluster analysis. Analysis of associations in the data
consists of the identification of patterns of events that frequently occur together. Regression
analysis aims to find correlations in the data. Classification is the problem of collecting
observations into various predefined categories. Cluster analysis, in turn, aims at finding
different categories of observations in the data.

In this chapter, we provide a general overview and briefly discuss different aspects of
data analysis using examples from precision dairy farming and manufacturing industries. In
addition, we present two use cases from industry, the first describing predictive maintenance
in the process industries, the second describing the application of predictive and prescriptive
analytics in the context of quality control in manufacturing.

The remainder of this chapter is organized as follows. Section 2 discusses issues in data
collection and preparation. Section 3 gives an introduction to common methods for data
analysis. Section 4 presents a case of condition-based predictive maintenance in process
industries. Section 5 presents a case of predictive quality control. Section 6 points the
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interested reader to further material on data mining and analytics. Section 7 concludes the
paper.

2 Data Collection and Preparation

Before running data analysis algorithms, the data of interest for the analysis must be pre-
pared accordingly. In general, data preparation consists of integrating different data sources,
cleaning the data by eliminating erroneous or incomplete records, and transforming the data
into the format required by a particular data analysis algorithm (Fig. 1). The specific data
preparation process depends on the data sources and the employed type of data analytics
infrastructure, e.g., data warehouse or data lake.

Preparing the data for the actual analysis is an important part of a data scientist’s job
description.Data scientists typically spend considerablymore timeonpreparing the data than
running sophisticated data analysis algorithms [29], which is sometimes dubbed the “80/20
dilemma” [38], for data preparation takes up roughly 80% of a data scientist’s time. While
often overlooked and arguably of lower prestige than the actual analysis task, data preparation
nevertheless constitutes essential “knowledgework” [11, p. 4], being a prerequisite to gaining
meaningful insights from data.

2.1 Data Cleaning, Integration, andTransformation

Collected raw data may have various quality issues, e.g., missing or inaccurate values,
which distort analysis results and must be eliminated prior to data analysis. Sensor data

Fig. 1 Turning source data into insights requires data preparation to obtain data in a format suitable
for the employed mining algorithms
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in particular are subject to “noise”, i.e., erroneous measurements. Statistical methods are
typically required to fill gaps as well as to identify and correct wrong values in the collected
data. For example, in precision dairy farming, accelerometers track animal activity over
time but transmission errors cause gaps in the collected raw data. Stochastic processes may
serve to fill the gaps in a series of accelerometer measurements over time [37, p. 299] while
preserving the characteristics of the captured data and thus avoiding distortion of analysis
results.

The data for the analysis are typically scattered over multiple sources that need to be
integrated before running the actual data analysis algorithms. A single data source often
does not comprise all the data required for running a certain algorithm. Databases, sensor
data, process logs, but alsomanually collected datamay all be of interest for the analysis. The
various data sources typically have different data formats and follow different conventions
when it comes to capturing the data, making data integration a non-trivial, time-consuming
task. In precision dairy farming, for example, data of interest for the analysis of dairy farming
data come fromvarious types of sensors but also dairy herdmanagement systems and external
databases maintained by dairy herd improvement organizations [40, pp. 130–131].

Of particular importance in data integration is the consideration of data semantics and
data provenance.Different data sourcesmay capturemeasurements of the same phenomenon
using different units of measurement, e.g., °F or °C for body temperature of dairy cattle.
Furthermore, the same phenomenon may be captured using different methods, yielding
results that are not easily comparable even though the same units of measurements are used.
For example, the body temperature of dairy cattle can be obtained through measurement of
skin temperature on various body parts using infrared cameras, or through the measurement
of rectal and vaginal temperatures using thermometers [18]. When analyzing animal body
temperatures obtained from different data sources, differences in measurement methods
must be considered, otherwise the drawn conclusions will be wrong.

Every data analysis algorithm requires the data in a specific format,which typically differs
from the data source’s original format. Thus, in order to obtain data in the format required
by a specific algorithm, the original data must be transformed accordingly. A common type
of transformation is data reduction, which reduces the size of the data in order to render
large data sets more manageable for computing-intensive algorithms. For example, when
tracking animal movement in precision dairy farming, sensors capture the precise location
of an animal every second, resulting in a large quantity of data. The high frequency of
sensor readings is important to compensate for transmission errors and noise. For prediction
and planning, however, working with aggregated data often suffices, or even represents a
requirement for meaningful analysis. In precision dairy farming, for example, detection
of extraordinary animal behavior, e.g., an animal lying down in an area where the animal
is normally expected to walk around, may yield interesting results into an animal’s health
status. Rather than analyzing precise animal positions, however, the analyst may look at total
dwelling times per functional area, e.g., feeding area or milking area, and hour of day, as
well as the duration of activities, e.g., walking or lying, per functional area and hour of day.
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Furthermore, having animal positions in terms of functional areas rather than coordinates
renders data from different farm sites comparable.

Figure 2 illustrates some of the preparation tasks for data analysis in precision dairy
farming [40]. The dairy herd management system keeps track of calving events, which
determine animals’ day of lactation: A calving event marks the first day of lactation of a
dairy cow. Data transformation derives from the calving dates the day of lactation of each
animal on dates within the time frame of interest for the analysis. For example, an animal
that calved on 23March 2020 will be in its 84th day of lactation on 12 June 2020.Movement
sensors capture the position of individual animals at a high frequency. Data transformation
aggregates individual position readings by animal and functional area in order to obtain the
duration inminutes of an animal’s dwelling in a certain functional area per hour of the day on
a certain date. For example, in the 12th hour of 12 June 2020, the animal with identification
AT1234 spent 14min in a feeding area and 46min in a resting area. The body condition score
(BCS) can be determinedmanually by veterinarians or determined (semi-)automatically, e.g,
by processing images from thermal cameras [16]. An animal’s BCS will not be subject to
abrupt changes, leading to a lower frequency of readings, which means that measurements
of BCS values are available for certain days only and values are missing for the remaining
days. In this case, data cleaning consists, first, of completing missing values by using an
older BCSmeasurement for dayswithmissing values. For example, the BCSmeasured on 11
June 2020 fills the gap for 12 June 2020, with a continuation column indicating “freshness”
of the value for plausibility checking. Furthermore, the BCS can be measured manually or
with assistance from thermal cameras, the former leading to subjective measurements [16].
In data analysis, comparing values obtained through different means may lead to wrong
conclusions and, thus, only BCS values obtained through thermal imaging are used. Finally,
the data from the various sources are integrated into a single table which can be used by data
analysis algorithms.

In summary, obtaining the appropriate format of the data and thus the right representation
of the problem required for a particular data mining and machine learning algorithm is a
time-consuming task of paramount importance.Representation learning is a type ofmachine
learning that aims to reduce the effort for manual feature engineering. Deep learning is a
prime example of representation learning (see [15]).While deep learningmight never entirely
replace other types of machine learning, deep learning may play an important role in data
preparation for predictive analytics [49], e.g., by improving quality of sensor readings or
interpolating missing sensor readings. Furthermore, deep learning can be an important part
of a larger data analysis pipeline that includes various types of machine learning, e.g., deep
learning could be employed for processing thermal images in order to automatically obtain
the BCS of dairy cattle while other techniques could be used to conduct further analyses
with the obtained scores.
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Fig. 2 Data preparation for data analysis in precision dairy farming

2.2 Data Analytics Infrastructure

Regarding the infrastructure for data collection and storage, different options exist that are
mutually non-exclusive. Different storage solutions vary with respect to the degree to which
data preparation is taken over by the system itself or left to the analyst. The choice of data
analytics infrastructure depends on various considerations, e.g., the size of the data to be
analyzed and the necessity for getting analysis results in real time.

A data warehouse stores integrated, clean and consistent data in the appropriate format
for data analysis. Extract, transform, and load (ETL) processes take over data preparation,
extracting the data from the sources, cleaning and transforming the data in the process,
and loading the thus preprocessed data into the data warehouse. We refer to Vaisman and
Zimányi [51] for a comprehensive introduction to data warehousing.

A data lake stores raw data in the original format for future analysis. The rationale behind
the data lake is twofold. On the one hand, the sheer volume and velocity of the arising data,
e.g., in sensor networks, may prohibit running in time the ETL processes necessary for
populating a data warehouse. Data lake environments typically follow an approach referred
to as extract, load, and transform (ELT) when it comes to getting the data into the data lake,
the transformation taking place after loading, usually on demand at analysis time. Compared
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to traditional data warehousing, a data lake shifts the burden of data preparation largely to
the analyst and the application running the analysis, respectively. On the other hand, the
future value of data may not be known to an organization at present. A data lake preserves
potentially valuable data which the organization may tap into in the future as new analysis
methods and additional computational resources become available.

In practice, data warehouse and data lake may complement each other; the traditional
data warehouse paradigm has been adapted to cope with high volume and velocity of big
data. A proposed architecture for sensor data warehousing [8], for example, employs stream
processing to prepare sensor data for long-term storage in a data warehouse; a data lake
complements the data warehouse by storing the raw sensor data. In this setting, data stream
processing enables real-time analysis using predictive models developed based on historical
data stored in data warehouse and data lake. A data analytics infrastructure may likewise
employ edge computing [41], shifting data processing to the periphery of the network, e.g.,
by having sensor equipment perform data preparation tasks.

3 Data Analysis

Broadly speaking, data mining aims to identify patterns in historical data which can be
employed to predict future events (predictive analytics) and take corrective action in order
to improve the status quo (prescriptive analytics). More specifically, historical data serve as
“training” data to train (or learn) models, which are then applied to new data in order tomake
predictions (Fig. 3) and possibly change the course of action by reacting to the predictions
accordingly. Learning amodel fromhistorical data is also referred to asmachine learning; the
distinction between data mining and machine learning, predictive and prescriptive analytics
is not always clear-cut in literature and product descriptions.

Fig. 3 Historical data serve to train models for making predictions over new data
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3.1 Association and Correlation

Intuitively, association refers to events frequently occurring together whereas correlation
refers to a (typically linear) trend between the occurrence of events (see [4] for more infor-
mation). Both association and correlation, however, must not be confused with causation.
Just because two events frequently occur together does not imply that one event causes the
other.

Mining for association rules [2] and mining for sequential patterns [1] are examples for
the analysis of association in data. An association rule indicates that the occurrence of one
item/event frequently coincides with the occurrence of another item, e.g., if temperature and
humidity in the barn are both high then an animal shows low activity. A sequential pattern is
similar to an association rule but also considers the sequence of the items/events occurring
together. Mining for sequential patterns has been employed for predictive maintenance [35].

Support and confidence are measures of how interesting an association rule is. Support
is the frequency of the co-occurrence of the items/events in an association rule; low support
suggests an exceptional case. For example, if the co-occurrence of high temperature and
humidity on the one hand with low animal activity on the other hand is an infrequent,
exceptional observation, the support of an association rule linking low animal activity to
high temperature and humidity will be low. Confidence, in turn, is the certainty of the
association rule, i.e., how often the association rule is true. For example, if the occurrence
of high temperature and high humidity only coincides with low animal activity in a third of
cases with high temperature, the association rule is quite uncertain.

In order to judge how interesting an association rule is, the correlation between events
must also be taken into account besides confidence and support. In this regard, a common
measure is the lift of an association rule. Despite high confidence and support, an association
rule may actually indicate a negative correlation. For example, a confidence of 67% for an
association rule linking extremely high animal activity with a normal body condition score
(BCS) suggests high certainty of the link between those two variables. Yet, if 75% of all
animals have a normal BCS anyway, then high animal activity negatively correlates with
normal BCS.

Regression analysis aims to find correlations in the data, which can be leveraged for
making predictions. In the context of machine learning, “regression” typically refers to the
prediction of a continuous or categorical value from one or more independent variables.
Different types of regression analysis exist, the most basic and widely known being linear
regression. Intuitively, in a two-dimensional space, linear regression aims to find a line that
best fits a given set of data points (Fig. 4). Multiple linear regression extends simple linear
regression with only one predictor to allow for more than one independent variable (or
predictor). Furthermore, nonlinear regression aims to find an arbitrary, nonlinear function
that best fits a given set of data points. It is worth noting that correlation does not imply
causality: Just because two events frequently occur together does not mean that one causes
the other.
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Fig.4 Linear regression applied to two data sets: The data set on the left-hand side shows a significant
linear correlation between feed consumption and milk yield whereas the data set on the right-hand
side shows no apparent linear correlation and linear regression is therefore misapplied

Fig. 5 Overfitting and underfitting

A general problem in data mining and machine learning is to avoid overfitting and under-
fitting of models to the training data, which both reduce the predictive power of models.
Consider the data points in Fig. 5. The dotted line represents an overfitted model that works
perfectly on the training data but will struggle with correctly predicting the milk yield from
new observations of feed consumption by animals. The dashed line, on the other hand, rep-
resents a linear prediction model that does not accurately represent the distribution of the
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training data, and will likely fail to make correct predictions. A logarithmic function is likely
the best fit for these observations. Likewise, the diagram on the right-hand side in Fig. 4 can
be considered an underfitted model of the data points.

In order to detect overfitting in learned models, part of the available historical data are
usually kept back as test data while the other part of the data serve as training data for
learning a model. The predictive power of a learned model is then evaluated against the test
data by looking at the proportion of values in the test data that the previously learned model
would have predicted correctly. For example, a model that predicts milk yield dependent on
feed consumption can be learned from a randomly chosen 80% of the observations in the
available historical data. The remaining 20% of the data constitute the test data, which serve
to evaluate howwell the model predicts the actual milk yield for the knownmeasurements of
feed consumption that were not used for training themodel. The coefficient of determination,
known as R2 (“R squared”), often serves to evaluate regression models, representing the
proportion of the variance of the dependent variable explained by the predictors. In addition
to training and test data, a validation data set is often used to evaluate different predictive
models learned over the same training data; the test data then serve to evaluate the finally
selected model.

The process of splitting the data into training and test data with subsequent learning
and evaluation of a model can be repeated multiple times. In each iteration step, the split
between training and test data varies. The final model is then trained over the entire data
set. The learned model is expected to generalize well to new data if the models trained on
the different subsets performed well in making predictions over the corresponding sets of
test data. In this regard, random subsampling refers to the repeated learning of models using
varying, randomly chosen samples from the available historic data for training the model,
with the remainder of the data serving as test data. Similarly, k-fold cross-validation refers
to repeated learning of models from varying sets of training data. To this end, the data set is
first split into k subsets. In subsequent learning iterations, each of the k subsets alternately
serves as the test data while the other subsets constitute the training data.

3.2 Classification

A classifier aims to predict the category that an observation belongs to based on a number of
independent variables. The independent variables are also referred to as predictors because
they can be used to predict the outcome of a dependent variable, which in case of classi-
fication is categorical, i.e., a variable, the possible values of which are categories with no
sensible ordering, e.g., healthy or sick. Examples of classification problems are prediction
of equipment malfunctioning or development of a disease in livestock based on sensor read-
ings. In these cases, classifiers would aim to predict whether a piece of equipment will fall
into the malfunctioning category based on measured machine characteristics or whether an
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animal will fall into the sick category based on the animal’s behavior and measured health
parameters.

A widely employed method for classification is logistic regression. Logistic regression
aims to explain variance of a categorical dependent variable. Logistic regression with a
dependent variable that can take on two possible values is referred to as binomial or binary
logistic regression—arguably themost prominent type of logistic regression. Logistic regres-
sion with a dependent variable that can assume more than two possible values is referred to
asmultinomial logistic regression. The independent variables, which are supposed to explain
the variance of the dependent variable, can be categorical or continuous. For example, in
predictive maintenance, logistic regression may serve to predict whether a machine will fail
or not fail based on the composition of oil samples drawn from the machine [34].

In precision dairy farming, logistic regression may be used to predict whether an animal
is at risk of developing an illness. Prior to the diagnosis of ketosis—an illness that results
from an energy deficit –dairy cattle show reduced activity and produce less milk [43], among
other signs of illness. A binary logistic regression model can be developed predicting health
status of animals based on measurements obtained through the use of modern sensor data
tracking activity, rumination, and milk yield [42]. Figure 6 illustrates the potential use of
(binary) logistic regression for prediction of an animal’s health status based on walking
distance and milk yield. The scatter plot shows (simulated) past measurements for walking
distance and milk yield of individual animals. The color of the dots indicates the animal’s
determined health status a couple of days after the respective measurements were made.
The line represents the decision boundary, slope and intercept of which have been obtained
through the use of logistic regression. Intuitively, the decision boundary splits the scatter plot
into two parts: One consisting mostly of observations from healthy animals, the other from
sick animals. New data points that lie underneath the line in Fig. 6 will then be classified as
animals that are at risk of developing ketosis.

Decision tree learning [39] aims to identify rules for the prediction of the value of a
dependent variable based on a number of predictors. The outcome of performing decision
tree learning on a data set is a decision tree. When the dependent variable is categorical the
decision tree is also referred to as classification tree, which describes a multi-step procedure
where each step corresponds to a check of a predictor’s value to classify an object into a
category. Consider the data set from Fig. 6, which represents observations of animals’ health
status, milk yield, and walking distance. From that data set, the classification tree shown in
Fig. 7 can be learned, which explains variation of the dependent variable health status by
the independent variables milk yield and walking distance. The decision tree subsequently
may serve to predict whether an animal is at risk of developing ketosis, which boils down
to the following rules.

1. IF Walking Distance >= 3270 THEN Healthy
2. IF Walking Distance < 3270 AND Milk Yield >= 20 THEN Healthy

3. IF Walking Distance < 3270 AND Milk Yield < 20 THEN Sick
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Fig. 6 Decision boundary for classification of animals into healthy and sick dependent on walking
distance and milk yield using binary logistic regression

Fig.7 Decision tree for classification of animals into healthy and sick dependent on walking distance
and milk yield: 99% of animals that walked a distance greater or equal to 3270m are healthy. Of
animals that walked a distance less than 3270m, 86% of animals with a milk yield greater or equal
to 20 l are healthy while 96% of animals with a milk yield smaller than 20 l are sick
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In order to construct a decision tree for classification, learning algorithms repeatedly split
a data set based on one of the independent variables. Each split should most accurately
partition the data set into categories from the set of possible values of the dependent variable.
Different measures for deciding on the best split can be employed, e.g., Gini coefficient and
information gain.

Decision tree learning is prone to overfitting, often producing complex, deep decision
treeswithmany splits thatworkwell on the training data but fail to classify newdata correctly.
In order to reduce overfitting, decision trees are often subject to pruning, i.e., “cutting off”
branches in the tree that are apparently the result of noise in the data. Furthermore, instead of
using an individual decision tree, classification may be based on a random forest [6], which
consists ofmultiple decision trees, the classification results ofwhich are combined in order to
reach a final decision on an object’s classification. Random forests aim to reduce the problem
of overfitting. The random forest method is an ensemble method for classification. Ensemble
methods, in general, aim to produce more accurate predictions through a combination of
multiple learned models.

Other popular methods for classification are naïve Bayes classifiers and support vector
machines. A naïve Bayes classifier is a simple form of Bayesian network (see [27] for more
information), assuming independence between the predictors. A support vector machine
maps observations into amultidimensional space; themethod is similar to logistic regression.
Support vector machines can also be employed for regression analysis in order to predict
the outcome of a continuous, non-categorical dependent variable.

Another versatile machine learning technique with applications in classification, but also
regression analysis, is the artificial neural network (ANN). Deep learning (see [15] for more
information) goes beyond traditional, single-layerANNsby introducingmultiple hidden lay-
ers of neurons. Deep learning has proven effective in areas where other techniques tradition-
ally struggle, e.g., image processing, speech recognition, and natural language processing.
A general disadvantage of deep learning, however, is its “black box” nature: The predictions
made by deep learning are generally not well explainable. Efforts towards explainable AI
aim to alleviate the problem of the lack of transparency regarding the decisions, e.g., by
incorporating reasoning (see [9] for an overview).

Choosing the best classifier froma range of options requires adequate evaluationmethods;
we refer toHan et al. [17, p. 364 ff.] andWitten et al. [52, p. 161 ff.] for amore comprehensive
overview of evaluation techniques. Splitting the available historic data into training data
and test data is important to properly evaluate the predictive power of classifiers. Random
subsampling and k-fold cross-validation, among others, can be employed. Typical measures
for evaluating classifiers include accuracy, precision, and recall. Consider a classifier that
classifies observations into one of two categories, e.g., healthy and not healthy (sick). In
Fig. 6, the scatter plot shows 75 observations belonging to healthy animals, 25 observations to
sick animals. True positive (true negative) observations are those observations that have been
correctly classified as healthy (not healthy) by the trained model. Conversely, false positive
(false negative) observations are those observations that have been incorrectly classified as
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healthy (not healthy). The logistic regression classifier in Fig. 6 on the plotted data set would
have detected 73 true positives and 20 true negatives as well as 5 false positives and 2 false
negatives. Accuracy (or recognition rate) then refers to the proportion of correctly classified
observations (true positive and true negative) among all observations. Conversely, error rate
is the proportion of wrongly classified observations. Recall (or sensitivity) refers to the
proportion of true positive classifications among all observations that are actually positive,
whether classified positive or not (i.e., true positive and false negative). Precision refers to the
proportionof true positive classifications amongall observations that are classified as positive
(i.e., true positive and false positive). Specificity refers to the proportion of true negative
classifications among all observations that are actually negative, whether classified negative
or not (i.e., true negative and false positive) [17, p. 365]. The logistic regression classifier
in Fig. 6 has an accuracy of 93%, an error rate of 7%, a recall rate of 73 ÷ 75 = 97.3%, a
precision of 73÷ (73+ 5) = 93.6%, and a specificity of 20÷ (20+ 5) = 80%.

Global measures of classifier performance may not suffice to correctly judge the reliabil-
ity of individual predictionsmade by a classifier. For example, if an observation is unlike any
observation in the training data, the classifier’s prediction for that observationwill not be reli-
able. Furthermore, common fallacies of statistical reasoning may lead to misinterpretation
of the results. For example, the base rate fallacy may lead decision-makers to overestimate
the probability of an outcome due to low base rate: Using a classifier for predicting scrap
items with 90% recall, with a specificity of 95% and, conversely, a false positive rate of 5%,
and assuming a scrap rate of 1%, i.e., only 1% of the overall produced items is actually scrap,
then the probability, according to Bayes’ theorem, of a predicted quality problem indicating
an actual scrap item is just (90% · 1%)÷ [(90% · 1%)+ 5% · (1− 1%)] = 15.4%.

3.3 Clustering and Outlier Detection

Clustering aims to find groups of objects or observations with similar characteristics. On the
one hand, the identification of clusters in the data, e.g., groups of animals with similar feed
consumption, is interesting in its own right in order to get an overview of the data. On the
other hand, clustering may serve as a preparatory step for other algorithms, notably outlier
or anomaly detection.

One of the most basic clustering methods is k-means clustering, which completely par-
titions a set of objects into a specified number k of clusters in an unsupervised manner, i.e.,
the training data are not manually collected into the “correct” clusters, which would then be
employed for learning common characteristics of members of a cluster. The main challenge
in applying data mining algorithms often lies in tweaking the parameters, and k-means clus-
tering is no exception. In the case of k-means clustering, the challenge is to find the optimal
number k of clusters. For example, the number k could be chosen such that the similarity
of objects within each cluster is highest. Figure 8 shows the result of performing k-means
clustering on the daily feed compositions offered to dairy cattle with the parameter k = 4



Discovering Actionable Knowledge for Industry 4.0 351

Fig. 8 Using k-means clustering to collect feed compositions into k clusters based on the contained
amount of roughage and concentrate. The optimal number k of clusters can be determined using
different methods

and k = 5, respectively. Each data point represents a composition of roughage and granulate
offered to an individual animal on a particular day. Those compositions are clustered into
four and five clusters, respectively, depending on the value of the parameter k.

Clustering-based techniques for outlier detection identify unusual observations by exam-
ining an observation’s distance to previously identified clusters: observations that do not
belong to any cluster (or a small cluster of atypical objects) are considered outliers or
anomalies. Consider, for example, the industrial production of a certain type of item, e.g.,
a propeller [44]. Each produced individual item deviates from the ideal in some aspects.
Clustering may help to find out “normal” deviations. Every item not to fall into a cluster
could be problematic in terms of quality control. Statistical analysis and analysis of the
“neighborhood” of an observation can also be used to determine if the observation is an
outlier. Likewise, deep learning may serve for outlier detection [32].

4 Use Case: Condition-Based Predictive Maintenance

Asset maintenance is a major cost in asset intensive industries and has a large impact on
business performance [30]. Condition-Based Maintenance (CBM), more recently termed
Condition-Based Predictive Maintenance (CBPdM), aims to improve asset maintenance by
using analytics to predict when is the best time to initiate maintenance based on equip-
ment condition. Compared to traditional failure-driven, corrective maintenance (in which
a response is made only after a failure has occurred), and time-based preventative main-
tenance (in which maintenance is performed periodically based on usage or mean time
between failure), CBPdM anticipates failure events allowing timely, proactive maintenance
to be performed [3]. The result is a reduction in equipment downtime and the number of
urgent maintenance work-order requests, while improving asset performance, reliability,
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budget planning, and, ultimately, costs—both maintenance costs (through efficiency gains)
and operational costs (by minimising the impact to production, such as downtime due to
scheduled maintenance or unexpected failures) [23, 28].

According to [3], such an approach should be feasible as 99% of equipment failures are
preceded by indications of failure. Given the current drive towards I4.0 and, when properly
managed, the greater access to data that it provides, CBPdM is even more feasible now
than in the past. Indeed, predictive maintenance was expected to reach an annual revenue of
US$24.7 billion in 2019 [36] due to improved analytics capabilities and the data connectivity
provided by I4.0 and IIoT (Industrial Internet of Things). Such is the link between CBPdM
and I4.0, it has come to be known by the term Maintenance 4.0 [24].

While standards for CBM has been around since early 2000s and some aspects are
well studied and even standardised (e.g., vibration monitoring of pumps [5] and various
equipment categories [19]), increases in computing capabilities and the connectivity of I4.0
provide new ways of combining data and performing novel analytics that provide additional
business value. For example, equipment typically incorporates multiple sensors of the same
or different types. These different data sources can be combined to provide more accurate
results and to differentiate sensor faults vs. equipment faults. Moreover, I4.0 provides the
platform for analytics to span acrossmultiple equipment and entire (sub-)systems, especially
when supported through Digital Twins.

A digital twin provides the required context to the operational and condition history of
the equipment, its usage, and performed maintenance activities [21]. This includes a broad
range of contextual information, such as functional breakdown structures, equipment speci-
fications and configuration, sensor configuration, process related information, maintenance
management, etc. Such context helps to achieve better accuracy for predictions in CBPdM as
analytics can be performedwith a broader focus to, for example, take into account parameter
configuration changes thatmay impact the analysis of sensor data.Moreover, simulations can
be performed on the digital twins allowing real-world measurements to be tracked relative to
the ideal model values. In this context CBPdM, can lead to more optimal decision-making,
improved intelligent industrial operations, and creation of business value.

A broadly adopted standard for CBM is OSA-CBM (Open System Architecture for
Condition-Based Maintenance) [50], an implementation specification for ISO 13374 (Con-
dition Monitoring and Diagnostics of Machines) [20]. Together, the two standards provide
a reference point for implementing CBM (equally CBPdM) systems, describing CBM in
terms of six functional blocks that perform analytics at different levels, illustrated in Fig. 9.
The six functional blocks cover the processing required from data collection and fault detec-
tion, through the generation of specific maintenance actions. Higher-level, strategic recom-
mendations to operations and maintenance may also be generated, such as optimization of
production planning, maintenance planning and scheduling (dynamically scheduled inspec-
tions, etc.) and spare parts management [22]. This leads to prescriptive maintenance, the
most advanced of maintenance strategies, in which further guidance to maintenance activ-
ities is provided [26]. Prescriptive maintenance requires advanced analytics and reasoning
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Fig. 9 CBM Data Processing Function Blocks. (Adapted from ISO 13374-1 [20])

capabilities to not only identify an appropriate pre-planned maintenance activity to be raised
in the maintenance management system, but to possibly adapt or modify the maintenance
activity based on contextual factors.

Briefly, the six functional blocks are as follows [20]:

DA A Data Acquisition block is closest to the data source and outputs collected data, be it
manually captured or sensor-based, in conjunction with context information, such as
the time, sensor configuration and calibration, data quality, etc.

DM A Data Manipulation block performs processing of the data from DA blocks, and pos-
sibly other DM blocks, such as conversions (e.g., time domain to frequency domain),
signal processing, aggregation and averaging, feature extraction, and computation of
virtual sensor readings (e.g., differential pressure based on inlet and outlet pressure
readings).

SD State Detection identifies abnormalities (in sensor, equipment, or system) and rates
them in accordance with baseline profiles and operational tolerances, possibly gener-
ating alerts and alarms based on the identified state or abnormality zone, e.g., ‘normal’,
‘alert’, or ‘alarm’.

HA Health Assessment blocks diagnose faults and failures (and their likelihood), and gen-
erate assessments of the current health grade of the equipment or process; possibly
including explanations and evidence.

PA Prognostic Assessment attempts to predict future health states and failures based on
current health, historical information, and planned or projected usage loads; explana-
tions and evidence may also be generated.

AG Advisory Generation blocks produce actionable items to operations and maintenance
such as maintenance work requests (e.g., for inspections, repairs, or replacement of
equipment) and notifications to operations of imminent or high-likelihood of failure at
current workloads.

The data flow between the functional blocks is not a strict pipeline as illustrated in Fig. 9,
rather, each block and its associated analytics may make use of information generated by
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any preceding block (including other blocks of the same type). Additionally, information
from other systems (operational, maintenance, and business) may be incorporated into the
analytics at each level. When paired with appropriate IT/OT architecture [25], CBPdM and
Condition-based Operations (cf. [31]) is enabled in various constellations of systems to
improve decision making for operations, maintenance, and the wider business. Moreover,
such an architecture supports the distribution of analytics around the organisation allowing
both event-driven, online analytics and slower batch analysis. Leveraging IIoT and the edge
computing paradigm, for example, timely, online analytics may be performed at the ‘shop-
floor’ from local data (sensor measurements, manual inspections, etc.), while the original
data and generated outputs are published to data warehouses or data lakes through which
longer-term analytics are performed. Results from higher-levels can then be pushed back
down to analytics at the lower levels, creating a feedback loop. For example, a classifier
used at the ‘shop floor’ may have its parameters tuned or be completely replaced to improve
accuracy as a result of analysis performed at the higher-level—determined by subsequently
scheduled inspections confirming or refuting the predictions produced at the shop-floor,
which is not accessible by the on-line algorithm at the time of classification.

The different functional blocks perform analytics based on any or all of the techniques
introduced in Sect. 3. Data preparation is typically performed a priori as a data scien-
tist/analyst is needed to make sense of the available data. They will typically begin by
exploring the (historical) data, identify correlations and associations, and identify appropri-
ate analytical techniques to achieve the desired result [14]. The determined preparation steps
may then be embedded into automated transformations as DM blocks, while the determined
analytics and their configuration are implemented in appropriate functional blocks.

While the DA block does not perform analytics itself, the collection of data impacts
the analytics performed by the subsequent blocks. For example, data collected manually
via inspections will have time gaps compared to continuous monitoring from sensors. As
discussed in Sect. 2, such discrepancies need to be taken into account when preparing
and transforming the data for analytics purposes. DM blocks may perform such automated
preparation tasks, which may be performed at the sensor (in edge computing, for example)
or elsewhere depending on the architecture.

SD blocks may perform classification, clustering, and outlier detection for fault or
anomaly detection. For example, logistic regression techniquesmay be used to determine the
‘normal’, ‘alert’, and ‘alarm’ states of measurements (if not imposed by operating param-
eters) or basic ‘fault’ states of the equipment. Outlier detection may be used to identify
anomalous sensor readings or sensor faults. Outliers may be caused by device malfunction
or sensor fault and it is important to determine which, as it may impact subsequent analytics.

HA blocks may also use classification approaches to diagnose faults and determine the
health grade (‘good’, ‘poor’, etc.) of equipment. Decision tree approaches, for example, can
be useful for generating explanations of fault diagnoses; in the vibration analysis of a pump,
a certain path through the tree might identify bearing failure while another may identify
cavitation at the impeller. This information can be presented to a user, allowing them to
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verify the diagnosis if necessary. The classification of health grade may be based on other
states and expert knowledge of types of state or failure. For example, equipment having
(mildly) dirty oil might still be rated as ‘satisfactory’ health while a deteriorating bearing
may be considered ‘poor’ health.

PA blocks extend the techniques to predicting future states, particularly estimating
Remaining Useful Life (RUL). Techniques such as regression and artificial neural net-
works (among others) may be used for this purpose, such as in [53]. Since equipment often
exhibits a progression of failures until complete or catastrophic failure is reached, it is possi-
ble to predict future failure modes given appropriate precursor data. In addition, increases in
the frequency of anomaly occurrences can indicate imminent failure. Therefore, ensemble
approaches may be useful in combining different sources of evidence to identify the most
likely future state. As with HA blocks, decision tree approaches may also be useful for
generating explanations of the predictions.

AG blocks provide the highest level of functionality in CBM systems, using analytics to
produce actionable items. The techniques applied here include those discussed previously
(or combinations thereof) as well as others that are not discussed in this overview. For
example, previous fault diagnoses and predicted failure modes may lead to the scheduling
of a maintenance work request aiming to rectify an error before total failure occurs, which
may require additional analytics or reasoning capabilities (e.g. planning, configuration, case-
based reasoning) to adapt or synthesize maintenance tasks. Similarly, recommended actions
may be posted to operations to suggest reducing the load on a piece of equipment to extend
its life until the maintenance work can be fulfilled.

AG blocks may also incorporate data from other business systems to integrate external
factors into its decision making, such as safety, environmental, budgetary, operational, etc.,
information. At this level, AG use all this information to optimize elements of operations and
maintenance: for example, capability forecasts of whether a production order can be fulfilled
and optimization of maintenance strategies. In the latter category, analytics can be used to
determine, for example, that the historical ‘run-to-failure’ maintenance strategy might be
the most cost effective for specific types of equipment or specific functional locations within
a plant or facility.

CBPdM incorporates analytics at all levels of operations and maintenance activities by
using and combining the various analytics approaches as appropriate for a given task. Ana-
lytics for CBM is dependent on the category of equipment, availability of sensors and data,
the type of output that is desired, etc. There is no one size fits all approach as it requires data
scientists, in conjunction with engineering experts, to explore the possibilities and apply
appropriate techniques to the problem at hand. Alongside digital twins, data analysis is inte-
gral to achieving the goal of CBPdM to reduce asset maintenance costs and improve overall
business performance in the era of I4.0.
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5 Use Case: Predictive Quality Control

Most of the use cases in industrial settings focus on making predictions about the machines.
Less attention has been brought to making predictions about the produced items. Yet, a
prediction model can be directly integrated into process control that serves to adjust the
production process and subsequent handling steps depending on the prediction of the quality
of the produced product. This use case occurs frequently in industry and should receivemore
attention from academia.

Context The industrial application context of the presented use case is a high-precision
metal manufacturing production line. A high-precision metal part is produced by turning
and milling machines. The produced items must fulfil very high quality standards assessed
in a certification procedure as they are used in safety-critical areas. Hence, intensive and
challenging quality control needs to be performed for every produced item. The quality
control of the produced items is conducted in an external lab specialized and certified for
high-precision quality analysis. Thereby, around 40%of the produced items fail in the quality
assessment as the precision criteria are very high. Overall, the transportation costs and the
quality assessment costs are four times higher than the actual material and production costs.
Further, prediction of low product quality during the production process could lead to an
immediate sorting out of the affected piece and skipping the remaining production steps.
Thus, knowing in advance if a produced item would fail could save money, resources, and
time as less products need to be reproduced.

Solution Approach The core of the solution is to bring more flexibility into the management
of production processes and to continuously analyze production data [48]. In contrast to other
types of analysis, the aim is to continuously analyze production data for individual products
not only for improvements in the design and planning phase, but also during runtime [47].
This is an important difference, as the object of analysis in this case is not the machine in
the first place, it is the produced item and its quality characteristics. Research showed that
complementing machine data with product or even market data is a promising way to deal
with missing data [12]. To continuously collect the data from the production process and
also to feed the results from the data analysis back to the process control, the CENTURIO
process engine can be employed, which can adapt the processmodels not only during design,
but also during the runtime of manufacturing processes [33]. CENTURIOmanages a central
data repository which is connected to the process instances and which allows customized
views and aggregations for process analysis.

Based on the 37 data channels of the production machines and 13 quality measures from
the quality lab, a forecastingmodel was created, predicting the quality of the produced items.
For this purpose, the process engine requests a quality prediction at the end of the production
process from this model. Based on the quality criteria and together with the domain experts
from engineering, two classes were defined: 1) “Good” quality and 2) “scrap” products. It
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should be noted that scrap products are directly sorted out, and that all other produced items
are checked in the quality lab.

The problem at hand corresponds to multivariate time series classification. In order
to build a predictive model, features were extracted using the TsFresh feature extraction
method. Different classification approaches using selected classifiers (neural networks, sup-
port vector machines, Gaussian process, random forest, naïve Bayes etc.) were tried. For the
training data set (N=600), random forest performed best.

In an evaluation with 179 items, the initial model showed an accuracy of 81%. The
accuracy could be improved having larger training data sets. Further, according to the domain
experts some specific sensors could provide more meaningful data about the production
processes and help in increasing the production quality. An experiment was conducted
involving machine operators. In the course of the experiment, machine operators should
predict product quality based on observations and visual inspection of the product. In this
experiment, humans had a 67.86% accuracy in classifying the same high-precision metal
products compared with the outcome of the high precision lab [10]. Thus, the predictive
model outperformed the production workers in terms of prediction accuracy clearly.

To produce 1000 items of reasonable quality and assuming a scrap rate of 40%, 1667
items have to be produced and checked in the quality lab. Assuminge 4 production costs and
e 16 quality inspection costs, total costs are expected to be e 33340, taking the perspective
of the developed predictivemodel and a accuracy of 80%.Based on the assumption, that 20%
of the “good” items are classified as scrap and sorted out, 2084 items (e 8336 production
costs) have to be produced. 1250 items need to be checked in the quality lab (e 20000
quality inspection costs). Overall, the costs are reduced by around 15% to e 28336 for
a predictive model with 80% accuracy, with a model having 90% accuracy the reduction
would be around 24% to e 25184 for the assumed 1000 items. Please find an overview in
Table 1.

Discussion and Outlook The combination of high quality standards and demand for high
flexibility require increasingly high adaptivity of the production process. Hence, data-driven

Table 1 Cost overview

No Predictive Model Model with 80%
Accuracy

Model with 90%
Accuracy

Produced items 1667 2084 1852

Production costs e 6668 e 8336 e 7408

Quality control items 1667 1250 1111

Quality control costs e 26672 e 20000 e 17776

Quality items 1000 1000 1000

Sum of costs e 33340 e 28336 e 25184
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analysis of process characteristics and automated implementation is desired during run-
time [33]. Using the presented approach for automatic product quality prediction, the pre-
dictability has been increased and scrap items can be sorted out more effectively. This saves
time by eliminating the costly and time-consuming checks for these products. An initial
model clearly outperformed human experts in predicting the product quality and that this is
a non-intuitive task. Still, the classification rate of 80% shows potential for further improve-
ment. New sensors and more test data could help to increase the accuracy further and, as
an analysis of the costs showed, such an increase in accuracy offers also potential for sub-
stantial financial gains. The presented approach is suitable for production settings in which
quality control and assessment procedures are more expensive than the production itself.
This is the case for many safety-critical items and high-quality products. To implement the
presented approach, it is necessary to collect suitable production data and to analyze them
in time. Furthermore, based on the findings of the quality prediction, an improvement of
the production process itself would be also desirable. To this end, a suitable visual ana-
lytics dashboard seems promising [45]. Apart from installing new sensors and tuning the
prediction model further, future work also aims to consider component dependencies and
introduce a multi-component model [13]. Furthermore, the prediction in different states of
production is an open issue. Knowing after the first production step already that the product
does not achieve the required quality anymore can lead to an early sorting out of the product.
This approach could lead to further cost savings and a more efficient production.

6 Further Reading

Han et al. [17] provide a comprehensive introduction to the field of data mining. Witten et
al. [52] describe basic and more advanced techniques for data mining and machine learning,
with references to implementations in theWEKAtool suite1. Statisticalmethods are essential
for data mining and machine learning. Daly et al. [7] provide an excellent, highly readable
introduction to the most important elements of statistics. Tabachnik and Fidell [46] are the
main reference when conducting advanced, multivariate statistical analysis. Goodfellow et
al. [15] give a comprehensive introduction to deep learning.

7 Conclusions and Recommendations for Practice

Data analysis is key to realizing the full potential of digitization. The process of data analysis,
however, is challenging. First, the data from various sources must be cleaned, integrated,
and transformed into a form that is suitable for the analysis, which typically is a time-
consuming and non-trivial process in itself. The choice of data analysis method or algorithm
then is challenging due to the multitude of available methods or algorithms for different

1 https://www.cs.waikato.ac.nz/ml/weka/

https://www.cs.waikato.ac.nz/ml/weka/
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analysis purposes, each method or algorithm presenting different properties, strengths and
weaknesses. Furthermore, it is important to understand that data science problems are no
abstract and theoretical problems. Rather, it is crucial to understand the underlying business
problem and to design the data-driven solution in such a way that it provides meaningful
decision support to users in concrete situations. For practitioners, we have the following
recommendations:

• The choice of appropriate data analysis algorithm depends on various factors, including
the nature of the business problem and the type and volume of the data. If decisions
must be justifiable then the predictions must be explainable. Likewise, when it comes
to accuracy, it does not always have to be deep learning: A more traditional machine
learning approach may perform better than deep learning in some cases (see Sect. 5, for
example).

• Mere syntactic data integration is not sufficient. Rather, data integration must also con-
sider the data semantics, i.e., themeaningbehind the data. For example, the samemeasure-
ment may be taken using different methods or making different assumptions. Comparing
measurements that differ in any of these ways may lead to incorrect conclusions.

• Data cleaningmust be conducted carefully. Overzealous data cleaningmay discard poten-
tially relevant but seemingly implausible observations.

• Evaluating how interesting correlations found in the data really are requires a multitude
of evaluation metrics to be considered. Relying on a single measure may lead to wrong
conclusions regarding the significance of a correlation. Moreover, it is important to keep
in mind that correlation is not causation.

• Global measures for evaluation of a predictive model are insufficient for assessing the
reliability of individual predictions. Likewise, common fallacies of statistical reasoning
may influence the interpretation of analysis results.
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Process Mining—Discovery,Conformance,
and Enhancement of Manufacturing Processes

Stefanie Rinderle-Ma, Florian Stertz, Juergen Mangler and Florian Pauker

Abstract

Process-orientation has gained significant momentum in manufacturing as enabler for
the integration of machines, sensors, systems, and human workers across all levels of the
automation pyramid. With process orientation comes the opportunity to collect manufac-
turing data in a contextualized and integrated way in the form of process event logs (no
data silos) and with that data, in turn, the opportunity to exploit the full range of process
mining techniques. Process mining techniques serve three tasks, i.e., (i) the discovery of
process models based on process event logs, (ii) checking the conformance between a
process model and process event logs, and (iii) enhancing process models. Recent studies
show that particularly, (ii) and (iii) have become increasingly important. Conformance
checking during run-time can help to detect deviations and errors in manufacturing pro-
cesses and related data (e.g., sensor data) when they actually happen. This facilitates an
instant reaction to these deviations and errors, e.g., by adapting the processes accordingly
(process enhancement), and can be taken as input for predicting deviations and errors

S. Rinderle-Ma (B) · J. Mangler
Department of Informatics, TU München, Munich, Germany
e-mail: stefanie.rinderle-ma@tum.de

J. Mangler
e-mail: juergen.mangler@tum.de

F. Stertz
Faculty of Computer Science, Universität Wien, Vienna, Austria
e-mail: florian.stertz@univie.ac.at

F. Pauker
EVVA Sicherheitstechnologie GmbH, Vienna, Austria
e-mail: f.pauker@evva.com

© The Author(s), under exclusive license to Springer-Verlag
GmbH, DE, part of Springer Nature 2023
B. Vogel-Heuser and M. Wimmer (eds.), Digital Transformation,
https://doi.org/10.1007/978-3-662-65004-2_15

363

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-662-65004-2_15&domain=pdf
mailto:stefanie.rinderle-ma@tum.de
mailto:juergen.mangler@tum.de
mailto:florian.stertz@univie.ac.at
mailto:f.pauker@evva.com
https://doi.org/10.1007/978-3-662-65004-2_15


364 S. Rinderle-Ma et al.

for future process executions. This chapter discusses process mining in the context of
manufacturing processes along the phases of an analysis project, i.e., preparation and
analysis of manufacturing data during design and run-time and the visualization and
interpretation of process mining results. In particular, this chapter features recommenda-
tions on how to employ which process mining technique for different analysis goals in
manufacturing.

Keywords

Manufacturing Processes • Process Discovery • Conformance Checking • Process
Enhancement

1 Introduction

“Recent trends in automation and knowledge of the underlying processes / interactions
are key to digital transformation” [14]. In manufacturing, process technology has already
proven itself as a driver for digital transformation. Manufacturing processes—aka man-
ufacturing orchestrations—integrate the manufacturing tasks conducted by human actors,
sensors, machines, and information systems in a process-orientedway [19]. This integration,
in turn, enables the contextualized collection of process-related data and hence facilitates
getting full transparency on what is going on using process mining [24].

Figure1a1) depicts an example manufacturing process realizing the production of a piece
for a gas turbine (i.e. lowerhousing) (cmp. [9]). The manufacturing process is modeled using
Business Process Modeling and Notation (BPMN).1

The BPMNmodel starts off with the sub process Turn1 represented by a complex task,
followed by another turning and two milling sub processes. Afterwards a quality control
(QC) task takes place at the shopfloor. If the quality is not OK the process is completed,
otherwise a QC task at the customer side takes place. This decision is reflected by an
alternative branching.

The BPMNmodel reflects the control flow of the manufacturing process, i.e., it abstracts
from aspects such as data flow, resources, and time. The BPMNmodel can then be imported
into a process execution engine such as the Cloud Process Execution Engine (CPEE)2 where
it is transformed into an executable model by specifying, for example, endpoints and data
(the CPEE model is shown in Fig. 1a3). For the given manufacturing process, for example,
each manufacturing process instance reflects one work piece to be produced.

Information on the execution of the manufacturing process instances is collected during
run-time by the process engine and stored in process event logs (cf. Fig. 1a4). Note that also
other information systems such as ERP systems collect (process) event logs and process
event logs reflect event-based data. The latter means that for each manufacturing process

1 bpmn.org
2 cpee.org

http://bpmn.org
http://cpee.org
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Fig. 1 Manufacturing Scenario & Structure of Chapter

task (e.g., QC Shopfloor in Fig. 1a1 and a3) at least one event reflecting its execution
is stored, together with a time stamp, and information on the process instance the process
task was executed for. This is the minimum information required for conducting process
mining. Several extensions might be stored and analyzed such as events on start/completion
of tasks, data and resources. In general, the more and better3 data is available, the better
the analysis results might turn out. The standard format for process event log is eXtensible

3 “Better” here refers to the quality of the collected data. For a discussion on quality levels of process
event logs see Sect. 2.
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Event Stream (XES) [1]. In addition to process event logs, the following data sources might
provide insights to the manufacturing process (cf. Fig. 1b): (i) sensor and machine data that
is collected during the process execution, stored as time series; (ii) engineering drawings,
stored as images, and (iii) regulations such as ISO standards, stored as text. A deeper insight
into the different data sources and how to prepare them will be provided in Sect. 2.

Process event logs are the basic input for the application of process mining. Process min-
ing is particularly promising for manufacturing processes as “transparency is a prerequisite
for digital transformation” and “process mining allows full transparency based on event
logs” as stated in [24]. Consequently, process mining seems highly promising for gaining
a deeper understanding of manufacturing processes and for promoting the digitalization in
the manufacturing domain. The three tasks of process mining are process discovery, confor-
mance checking, and process enhancement [2, 6] (cf. Fig. 1d). In short, process discovery
refers to detecting process models from process event logs, conformance checking to the
assessment of conformance/deviations between process models and event logs, and process
enhancement to the adaptation and improvement of process models based on process mining
results.

Typically, process mining is conducted ex post, i.e., after process instances have been
completed and the associated process event logs have been collected (cf. Fig. 1c). Recently,
process mining during the run-time of process instances has gained momentum as it enables
to react to analysis results, e.g., deviations, more quickly [35]. Note that for run-time pro-
cess mining, literature also refers to process event streams instead of process event logs
in order emphasize the run-time/online character of the analysis and hence to streaming
process mining [5]. There is a fluent transition from run-time/streaming process mining to
predictions. The latter has been addressed by the area of predictive process monitoring [36,
37]. These approaches focus on predicting (i) the next activity to be executed and (ii) the
remaining execution time of processes. In manufacturing, predictive maintenance, see for
example [22], has been a hot topic since several years.

Due to the integration of processes, sensors, machines, human workers, and information
systems, manufacturing processes can collect data from all these sources in an integrated
and contextualized way, i.e., process event logs/streams as event-based data, sensor and
machine data as time series data, technical/engineering drawings as images, and regulations
as text as depicted in Fig. 1a2 and b). In the light of this abundance of data sources and the
opportunities that come with them, in the following we will examine the question of how to
analyze manufacturing processes through process mining along the phases of a data analysis
project as depicted in Fig. 1e): data preparation in Sect. 2, analysis model building in Sect. 3,
analysis techniques in Sect. 4, as well as visualization and interpretation in Sect. 5. Finally,
Sect. 6 provides a short summary of the state of the art and discusses future questions.
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2 Data Preparation

The input data for process mining are process event logs [2]. They consist of a set of process
traces that reflect sequences of events related to the execution of process activities. More
precisely, for each process instance that was created, instantiated, and executed, a process
trace reflects the event sequence produced by executing the activities of this process instance.

This section addresses the preparation of process events logs as input for process mining
in the manufacturing domain. In Sect. 2.1, we comment on data quality. Section2.2 explains
which data sources are available and how they can be exploited for process mining.

2.1 Data Quality in Manufacturing

As stated for business intelligence projects in general [10] and process mining projects in
particular [7], the collection and preparation of data is often the most complex and tedious
task. This also holds true for the manufacturing domain where—without explicit process
orientation and data collection—the data accrues over several systems and system layers
along the automation pyramid as depicted in Fig. 2 (middle). The right side of Fig. 2 assigns
the systems at the different layers of the automation pyramid to the quality classes of the
L∗ data quality model as established in the Process Mining Manifesto [7]. The L∗ model
features five quality levels from * (lowest) to ***** (highest) based on criteria such as event
orientation, trustworthiness, and systematic collection.

Enterprise resource planning (ERP) data (***) is event-oriented and can be assumed as
trustworthy. ERP data is collected in a systematic way, but provides only a specific view
on the data, e.g., on the production orders. The data of lower layers of the automation
pyramid is assessed as ** data meaning that event data is collected “as a by-product of
some information system” [7]. As a consequence the information systemmight be bypassed
resulting inmissing and/or incorrect data. The lower the layer, themore unclear is the quality
level (at most **). Moreover, the data collection mostly happens in a separated manner, i.e.,
the data is not collected across the layer in a contextualized ways. This leads to data silos.
If, by contrast, the data is collected in a process-oriented way as shown on the left side of
Fig. 2, the data is at least of quality level ****, i.e., event-oriented, collected in a systematic
way, and trustworthy. If the data is in addition semantically annotated, it can be classified
as of highest quality (*****).

Figure3a depicts a process event log provided as eXtensible Event Stream (XES)
(xes-standard.org). The log contains a trace for process instance 423. It is crucial that
traces have unique ids such that the information on the activity executions can be distin-
guished for different instances, e.g., activity Turn1 was executed for instance 423 and not
for instance 424. Further on, the trace carries information on the process engine the process
instance was executed with, i.e., the CPEE 2, together with a UUID. The trace contains two

http://xes-standard.org
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Fig.2 Data collection along automation pyramid and in a process-oriented manner with data quality
level according to L∗ model [7]

Fig. 3 Manufacturing process event logs in a XES-XML and b XES-YAML formats

events that refer to the execution of process activity with label Machining. Note that for
more complex scenarios, traces may contain several thousands or more events.

The two events referring to the execution of Machining distinguish between thestart
and the completion of Machining, i.e., refer to two activity life cycle states [34].
Often, process event logs only store one event per activity execution, mostly for their com-
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pletion. However, if life cycle states can be distinguished in the logs, more precise analysis
results can be achieved, for example, on the duration of activities. In addition to start and
completion of process activities life cycle states such as interrupted exist. This can
be also seen in the more fine-granule CPEE life cycle states such as activity/calling.
Finally, the events are equipped with a timestamp which is vital in order to reason about
the activity orders, e.g., in a discovered process model.

However, as said before, more information can be stored, leading to more options during
the analysis. The start event of activityMachining in Fig. 3a, for example, holds additional
information on its end point, i.e., the service that is called for executing the activity.
Further information typically stored in process event logs are resource/originator,
i.e., the actor or machine that has performed the task.

There are several ways to represent a serialization of the XES format. XML is usually
used, since it is human readable, provides a schema and can be easily processed. The example
in Fig. 3a features an XML representation of an process event log. Figure3b presents another
approach to serialize the XES format in YAML. YAML is as human readable as XML [27]
and offers advantages over XML for directly logging events in the XES format since the
computational effort is lower because new events, instead of parsing an XML tree for the
correct position, can be easily appended to a file, an operation which in many operating
systems is optimized.

2.2 Data Sources and Process Mining

Table1 summarizes existing process mining approaches along the analysis time they are
applied at, i.e., Ex post, Run-Time, and Predict&Adapt, (cf. Fig. 1c), as well as along the
available data sources, i.e., process event logs containing different amount of information.
For the latter, we start from the minimum necessary information to be able to apply process
mining, and step-by-step add information (indicated by a + in Table1).

The different analysis methods and techniques shown in Table1 will be explained in
Sect. 4. In this section, we focus on the data preparation. The rows above the one highlighted
in light blue in Table1 refer to data sources that can be entirely captured within a process
event logs. On top of the minimum necessary information, in the log we distinguish between
start and end of an event or other life cycle transitions. With start and end events it becomes
possible to reason about the duration of activities (e.g., [31]). Moreover, process event
logs can also contain information on resources, see the organizational extension in XES.4

This enables to analyze organizational structures connected with the process, for example,
underlying work or social networks [28] as well as authorization rules (who is allowed to
perform which process activity) [18]. If the process event log also stores values of process
data such as temperature that are associated with process activities, these values can be
exploited for finding decision rules at alternative branchings (decision discovery [16]). One

4 xes.standard.org

http://xes.standard.org
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Table 1 Data input and existing approaches

Analysis phase
Trace contains Ex post Run�me Predict&Adapt

Minimum informa�on: trace id, event 
name, 1 life cycle state, �me stamp Control flow discovery, conformance checking Next ac�vity,

remaining �me
+ start/end event Ac�vity dura�ons, temporal profiles [31]

+ resource/originator Organiza�onal mining [28], mining of actor assignments [18]

+ (internal) process data Decision discovery [16]
Data dri� detec�on [33], 

mul� perspec�ve 
conformance checking [20]

+ (external) sensor and machining data Decision discovery [8] Explaining and predic�ng concept dri� [35]

+ mul�media data (text, image, video) Decision discovery [16]

example would be: if the temperature is below 30 ◦C the machine works in normal mode,
otherwise a cooling agent has to be used. We refer to this process data and the associated
values as internal data. During run-time, process data can also be exploited for detecting
drifts in the process data [33] and for multi-perspective conformance checking [20].

It is crucial to be able to establish links between process activities and the sen-
sor/machining data. This leads to the question how to deal with sensor and machining
data. This data can be used as internal data, i.e., be necessary for executing the process,
but—because this is continuous or time series data—it cannot be directly stored in the pro-
cess event log. This leads to the question on how to store such “internal/external” data,
so it can be used for process mining. Sensors are creating data points continuously even
without an active process, i.e., like the temperature in the previous example. There are at
least three options available to use this data in process mining (cf. [8, 35]). The first option
aims at adapting the process mining techniques to take a log containing time series data
points as an additional input, so that with the temporal information of the process event log,
the related data points to an event can be extracted. The other option would be to adapt the
process model, to add a task, which fetches data points from a sensor. As a third option,
to achieve results during run-time, this fetching task can also be inserted in a parallel loop
to the process, so that the data points are inserted into the log while the process is being
executed.

Manufacturing processes can be also subject to multimedia data sources (see last row
in Table1), including texts such as regulatory documents, standards, and norms, (ii) image
data such as technical or engineering drawings as input or for quality control, and video
data such as instructions. So far, existing approaches have provided means for exploiting
data values of primitive data types, i.e., numbers and strings for determining decision rules
in an ex post manner [16]. Support for more complex data types or other multimedia data is
currently missing (see future work in Sect. 6).



Process Mining—Discovery, Conformance, and Enhancement… 371

As discussed in the Process Mining Manifesto [7], in practice, process data is often not
available in an event-based format. This also holds true for the manufacturing domain where
the data is often scattered over several information systems (e.g., ERP) and the machines.
Process-orientation offers the opportunity to integrate these “data silos” resulting in an
contextualized collection of process event logs [19].

3 Analysis Model Building

According to [10] “[f]inding answers for analytical goals is based on models”. Hence,
modeling is an essential task in a manufacturing analysis project. Further on, [10] states that
model building can be understood “as amapping of some part of the domain semantics of the
business process into the model structure. This happens in such way that the available data
enable formal analysis of questions about the process”. Here, the domain is manufacturing,
the processes are the manufacturing processes, and the available data consists of process
event logs plus potentially additional data as outlined in Table1.

For processmining, the central analysismodel is a graphwhich represents the control flow
of the discovered process models. The graph is typically described using existing process
meta models such as BPMN in Fig. 1a1 and a3) as well as Petri Nets and Heuristic Nets
in Fig. 4a and b. Note that other analysis models for discovered manufacturing processes
are conceivable such as patterns [10] for, e.g., mining declarative process models (for an
overview on declarative process mining approaches see [17]). Graph-based structures can
be also used as analysis models beyond the control flow of processes, for example, social
networks as model for organizational structures underlying a manufacturing process (cf.
Fig. 4c). This underpins that depending on the data available in the process event log (cf.
Table1) and the analysis question different analysis models might become viable.

In particular for the manufacturing domain, the analysis of process event logs in com-
bination with additional (external) data such as sensor or machining data is vital [35]. The
question is which analysis model can be used as basis for the combined analysis. Sensor
and machining data is available in the form of time series data. As discussed in [10], time
series data is produced by collecting the states of one or several variables over time and can
be analyzed based on statistical models (cf. Fig. 4d).

4 Analysis Methods

The analysis tasks of process mining are process discovery, conformance checking, and pro-
cess enhancement [2]. These analysis tasks together with existing techniques are discussed
in the following in the context of manufacturing processes.
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Discovery of manufacturing processes: Basically, the control flow of manufacturing pro-
cesses can be discovered using existing algorithms such as the α miner [21], the Heuristic
miner [38], or the Inductive miner [15].

Consider the Spawn GV12 Production process execution log5 which consists of
81 traces. An excerpt is shown in Fig. 3b. Figure5 depicts the Heuristic net that is discovered
when applying the Heuristic miner (using PM4PY 2.2.46) based on this log. The Heuristic
miner considers order relations between pairs of activities a and b that can be observed
in the log and calculates their relative frequency, i.e., how often does b directly follow a
minus the how often the opposite happens (i.e., a directly follows b) divided by the sum of b
follows a and a follows b. This leads to a number between 0 and 1. The higher the number,
the more likely it is that b actually follows a. This formula is exemplary calculated for the
relation betweenGV12 Turn9 (start) andGV12 Turn9 (complete). The result
suggests the actual order GV12 Turn9 (start) ⇒ GV12 Turn9 (complete).

Figure5 shows interesting results. There are splits in the discovered Heuristic net,
i.e., the order of Manually Measure9 (start) and Signal Machining End9
(complete) is often times mixed up. The same phenomenon can be witnessed with
Manually Measure9 (complete) and Measure with MicroVu9
(start). This is a clear indication to dig deeper into these cases, i.e., traces, and empha-
sizes the capabilities of process discovery as screening tool (this observation has been already
made in the context of medical treatment processes [3]).

Figure6 shows the Petri net resulting from applying the Inductive miner infrequent
(using PM4PY) on the Spawn GV12 Production process event log. The discovered
Petri net confirms that with this log, Manually Measure9 (start) and Signal
Machining End9 (complete) appear to be executed in parallel . Based on this visual
inspection of both discovered models, we can go back to the traces and dig deeper into the
reason for the observation on Measure with MicroVu. Using, for example, the log fil-
tering capabilities of PM4PY, we can see that only nanoseconds are separating these events.
Therefore a faulty behavior in the log system is likely the origin of these errors.

Conformance of manufacturing processes: Conformance checking [6] takes as input a
process model and a process event log and calculates the conformance between the log
and the model or—vice versa—the difference between them. More precisely, the goal is to
measure to which degree the behavior expressed by the process model (i.e., all producable
traces on the model) and the behavior stored in the log (i.e., all traces in the log) match.
If we understand the process model as the expression of the intended behavior and the log
as collection of the actual behavior, conformance assesses how much reality is reflected by
the intended/prescribed behavior in the model. Note that there might be real-world behavior
that is neither reflected by the process model nor (already) stored in the log.

Inmanufacturing, conformance checking can be used formonitoring the process behavior
over time [9], i.e.,monitoringwhether andhowactual process execution conformsor deviates

5 http://gruppe.wst.univie.ac.at/data/timesequence.zip
6 https://pm4py.fit.fraunhofer.de/

http://gruppe.wst.univie.ac.at/data/timesequence.zip
https://pm4py.fit.fraunhofer.de/
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Fig. 5 Spawn GV12 Production log using Heuristic Miner yielding Heuristic net



Process Mining—Discovery, Conformance, and Enhancement… 375

Fi
g
.6

S
p
a
w
n
G
V
1
2
P
r
o
d
u
c
t
i
o
n
lo
g
us
in
g
In
du
ct
iv
e
M
in
er

yi
el
di
ng

a
Pe
tr
in

et
w
ith

in
fr
eq
ue
nt

tr
an
si
st
io
ns

re
m
ov
ed



376 S. Rinderle-Ma et al.

from the originally specifiedmodel. If themanufacturing processes are already implemented
and executed through a process engine, deviations from the process model, i.e., at the control
flow level, can only occur due to adaptations of either single process instances (ad hoc
adaptations) or due to an evolution of the entire process model [23]. Deviations in process
behavior that might happen for various reasons are also referred to as concept drift [4, 32].
Being able to analyze, explain, and predict concept drifts is of utmost interest in general and
specifically in the manufacturing domain [35].

One “component” of quantifying conformance between a process event log and a process
model is fitness [26]. Fitnessmeasures howmuch of the behavior stored in the log is reflected
by the process model. This value can be calculated by virtually replaying the behavior
expressed by the traces of the process event log on the given process model. For this the
process model is represented as a Petri net and the replay of the traces is carried out by
replaying tokens on the Petri net. Then it is counted howoften the replay requires extra tokens
for continuing the execution or creates missing ones. Figure7 shows the Spawn GV12
Production example. As input we take the original process execution log containing
81 traces (for an excerpt see Fig. 3b). As discussed in the previous paragraph on process
discovery, this log contains traces for which some tasks appear in the wrong order due to an
inaccuracy of the logging system. The created Petri Net (cf. Fig. 6) only features frequent
transitions and therefore does not guarantee perfect fitness. Hence the log does feature traces,
which are not fitting the model. A small excerpt showing the results is shown in Fig. 7b. As
can be seen, batch5_55 yields a fitness less than 1 and therefore is not fit.

Another measure to capture conformance is precision which states how much of the
behavior expressed by the process model is also reflected in the log, i.e., the model should
not allow additional event sequences which are not reflected in the process event log [2]. The
difference between the process event log and the processmodel can be alsomeasured in terms
of adaptation operations that would be necessary to transform the log to the model or vice
versa. As can be seen from Fig. 7c the Petri net (also called flower model) can produce any
trace on the 4 contained transitions reflecting manufacturing tasks.7 A selection of example
traces is also depicted in Fig. 7c. Obviously, the fitness of, for example, the original log
Spawn GV12 Production (cf. Fig. 3b) would be 1. However, the log does not reflect
all traces that can be generated in the flower model. This fact can be reflected by measuring
precision.

Aside other limitations as discussed in [6], fitness and precision only measure “one side
of the coin”, i.e., either how much behavior of the log is also reflected by the model or vice
versa. In addition, in particular for themanufacturing domain, it would bemore interesting to
present conformance results in a more expressive way than providing a value between 0 and
1. Take, for example, a fitness value of 0.85. It means that the behavior of the log is reflected
by the model in a “pretty high” manner, but it does neither allow any conclusions where
deviations between model and log occur nor any assessment how severe these deviations
are.

7 As a simplification we only included the tasks without differentiation into start/complete tasks.
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Fig.7 Spawn GV12 Production: conformance checking on process model without infrequent
transistions (transformed to Petri net model using Inductive miner, PM4PY) and original Spawn
GV12 Production process event logs (using Conformance Checking, PM4PY)

Alignmnents [6] promise to overcome these limitations. At first, alignments can be used
to capture deviations between log and model. More precisely, an alignment states which
adaptation steps/operations are necessary to “correct” a deviation between an execution
trace from the log and a possible execution sequence on the model. Taking all alignments
together reflects a sequence of adaptations to transform the log and the model such that they
perfectly match/conform. Moreover, the alignments can be equipped with costs.

As an example take the following execution trace t from a manufacturing log and the
execution sequence s of a manufacturing process model:

t=<Turn1, Turn2, Mill1, Mill2, QC> and
s=<Turn1, Turn2, Mill1, Mill2, MicroVu>

An alignment between t and s is defined as amatrix that captures t and s and an operator>>.
This operator indicates an adaptation that is necessary to correct a deviation. The result for
t and s is shown in Table2. We can see 4 synchronous moves for events in t and s referring
to the same activity, e.g., Turn1. The operator >> is present twice in order to balance the
presence of task QC in t and task MicroVu in s.

Typically, an alignment is not unique, i.e., it is possible to transform an execution trace
and an execution sequence such that they match using different alignments. Obviously, it is
desirable to find a minimum alignment, i.e., an alignment with minimum number of moves.
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Table 2 Alignment between process execution trace and execution sequence on manufacturing
process model (example)

t Turn1 Turn2 Mill1 Mill2 QC »

s Turn1 Turn2 Mill1 Mill2 » MicroVu

This is also sufficient as moves can be assigned costs in order to assess an alignment in
a quantitative way. In other words, the costs express how “expensive” it is to align the
execution trace and sequence. Here, the costs for the minimum alignments are meaningful,
i.e., the minimum costs for not being conformant.

A straightforward way is to assign a cost of 1 to each move. The cost of the alignment
shown in Table2 then turns out as 2. More sophisticated cost functions are conceivable,
considering, for example, the influence of moves on data elements and vice versa. In [29],
we presented an advanced cost function based which costs for moves indicating missing
events can be reduced if the data elements still possess valid values. Such a situation might
hint to a logging error where a task was actually executed and has hence manipulated the
values of associated data elements, but the corresponding event has not been logged. The
real-world production case in [29] underpins that control flow deviations, e.g., swapped
executions of tasks, can be tolerated in case the values of relevant parameters, i.e., the final
positioning of the produced parts on a tray, are in an acceptable range.

As indicated in Table1, conformance checking can take place at either design time, i.e.,
ex post based on process event logs, or at run-time, i.e., online based on event streams. Expe-
rience in themanufacturing domain shows that online conformance checking is promising in
order to support the continuousmonitoring of the production, i.e., themanufacturing process
instances. Moreover, it can be observed that control flow deviations happen due to ad-hoc
adaptations of single process instances (e.g., in order to cope with exceptional situations)
or due to evolution of the manufacturing process model, e.g., if errors or problem with the
process occur frequently. On top of control flow deviations, shifts in sensor and machining
data [35] as well as temporal deviations [31] yield valuable insights into possible deviations
during run-time

Enhancement of manufacturing processes refers to (constantly) adapt and optimize the
manufacturing process models and their instances. Process enhancement has gained the
highest momentum recently according to the Gartner study in [14] when compared to the
other process mining tasks discovery and conformance checking. However, relatively lit-
tle attention has been spent on process enhancement in literature. In prior work [35], we
combined results from online conformance checking in sensor data with explaining and
predicting concept drifts (cf. Table1) where the predicted concept drifts are realized by
process evolutions. In detail, the measurements of the part (reflected by sensor data) showed
significant drifts which could be explained by the occurrence of chips as by-product of the
machining task. This led to the identification of several process enhancements, for example,
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the insertion of a dedicated Remove Chips task in the manufacturing process. A recent
study [30] in the manufacturing domain found that conformance checking combined with
the analysis of sensor data (data-aware conformance checking) supports the detection and
explanation of problems with the quality of the workpiece whereas conformance checking
focusing on time deviations (time-aware conformance checking) points to problems with
work organization.

In general, deviations can be detected in a relatively easy and systematic manner. The
main challenges are to explain/understand the deviations (i.e., to find and communicate the
root cause) and to derive suitable enhancement actions. For the latter, the body of work
from process change and evolution (cf. [23] for an overview) can be utilized. Approaches
that aim at explaining change and supporting users in defining change operations comprise
the augmentation of change operations with reasons [25] as well as the mining of change
processes [11] and change tress [12] from change logs.

5 Visual Analytics and Interpretation

Visual analytics is used throughout all phases of the manufacturing analysis project (cf.
Fig. 1e) including explorative analysis of the (raw) data, understanding and discussing anal-
ysis results, and presenting the final results to the domain experts and other stakeholders.
According to [13], basically, “in the Engineering domain, Visual Analytics can contribute
to speed-up development time for products, materials, tools and production methods [...]
One key goal [...] in the engineering domain will be the analysis of the complexity of the
production systems in correlation with the achieved output, for an efficient and effective
improvement of the production environments.”. This general assessment of visual analytics
in the engineering domain can be directly transferred to visual process analytics in manu-
facturing.

According to [10], one can look at the data from different perspectives, i.e., form the
customer, organization, and production perspective. These perspectives are connected with
different views on the data (i.e., cross-sectional, state, and event view) and subsequently dif-
ferent analysis techniques (i.e., data mining, processes mining, social network analysis, etc.)
based on different analysis models such as graphs. Table3 displays the different perspectives
together with the visualization options.

For the customer perspective, different types of data can be distinguished, together with
different visualization options. All of these visualization options might be relevant for the
manufacturing domain, particularly for visualizing parameter values. Sensor data, for exam-
ple, can be visualized as time series plot, i.e., displaying the sensor values over time.

For the production perspective that corresponds to possible results of process mining
in terms of process models, basically, we distinguish between design time and run-time
visualization. Where design time requires the visualization of process model as graphs
following some process meta model (e.g., BPMN), during run-time, the information about
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Table 3 Overview on visualization options along the different analysis perspectives

Perspective Visualizations

Customer Qualitative Data Bar Charts, Pie Charts, Mosaic
Plots, ...

Quantitative Data Contour Plots, Boxplots, ...

Relationships Scatter Plots, Correlation, ...

Temporal Data Time series Plots, Survival
Plots, ...

Organization Graph visualizations

Production Design Time Visualizations of Petri Nets,
BPMN

Runtime Equipping process models with
runtime information,
displaying log information
additionally to process model

the execution progress/state of the different instances is depicted, as well. Here, basically,
there are two options: process models can be equipped by run-time information such as
colored tokens on Petri Nets or the process model is displayed alongside with process event
logs.

6 Conclusion and Open Research Questions

The following recommendations for conducting a process mining project in the manufac-
turing domain conclude this chapter:

• Use process discovery as screening tool
• Use conformance checking for detecting deviations
• Use data-aware conformance checking (i.e., combined with the analysis of sensor data)

for
– detecting and explaining workpiece quality problems
– explaining and predicting concept drift
– predictive maintenance

• Use time-aware conformance checking for detecting temporal deviations and problems
with work organization

• Explain and discuss detected deviations with domain experts in order to define remedy
actions (⇒ process enhancement)
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Nonetheless, several research and application-oriented questions are still open and seem
promising for future work, not only for manufacturing, but for any process. Table1 depicts
research directions in light pink color. These research directions mainly refer to the analysis
phase of Predict&Adapt for input log data beyond control flow, i.e., including information on
resources and internal/external data and to the exploitation of external data. First approaches
on exploiting sensor data in addition to log data have been presented (e.g., [35]). The obser-
vation here is that this also results in a combination of process and data mining/machine
learning techniques (e.g., conformance checking in combination with dynamic time warp-
ing). The exploitation of data sources such as text or images in combination with process
mining has not been explored yet, although these data sources play an important role in
manufacturing (i.e., ISO standards and engineering drawings) and other domains (standard
operating procedures and images in medicine).
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for Prescriptive Analytics
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Abstract

Prescriptive analytics in supply chain management and manufacturing addresses the
question of “what” should happen “when”, where good recommendations require the
solving of decision and optimization problems in all stages of the product life cycle at
all decision levels. Artificial intelligence (AI) provides general methods and tools for
the automated solving of such problems.

We start our contribution with a discussion of the relation between AI and analytics
techniques. As many decision and optimization problems are computationally complex,
we present the challenges and approaches for solving such hard problems by AI methods
and tools. As a running example for the introduction of general problem-solving
frameworks, we employ production planning and scheduling.

G. Friedrich (B) · E. C. Teppan
Institute for Artificial Intelligence and Cybersecurity,Universität Klagenfurt, Klagenfurt, Austria
e-mail: gerhard.friedrich@aau.at

E. C. Teppan
e-mail: erich.teppan@aau.at

M. Gebser
Institute for Artificial Intelligence and Cybersecurity/Institute of Software Technology, Universität
Klagenfurt/TU Graz, Klagenfurt, Austria
e-mail: martin.gebser@aau.at

© The Author(s), under exclusive license to Springer-Verlag
GmbH, DE, part of Springer Nature 2023
B. Vogel-Heuser and M. Wimmer (eds.), Digital Transformation,
https://doi.org/10.1007/978-3-662-65004-2_16

385

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-662-65004-2_16&domain=pdf
http://orcid.org/0000-0002-1992-4049
http://orcid.org/0000-0002-8010-4752
http://orcid.org/0000-0001-8397-9303
mailto:gerhard.friedrich@aau.at
mailto:erich.teppan@aau.at
mailto:martin.gebser@aau.at
https://doi.org/10.1007/978-3-662-65004-2_16


386 G. Friedrich et al.

First, we present the fundamental modeling and problem-solving concepts of con-
straint programming (CP), which has a long and successful history in solving practical
planning and scheduling tasks. Second, we describe highly expressive methods for prob-
lem representation and solving based on answer set programming (ASP), which is a
variant of logic programming. Finally, as the application of exact algorithms can be pro-
hibitive for very large problem instances, we discuss somemethods from the area of local
search aiming at near-optimal solutions. Besides the introduction of basic principles, we
point out available tools and practical showcases.

Keywords

Prescriptive Analytics • Artificial Intelligence • Problem-Solving

1 Introduction

New technologies such as the internet of things and cyber-physical systems are considered
as the main drivers of a new type of industrialization called Industrie 4.0 [56]. The massive
usage of sensors in factories, transportation systems, machines and products as well as their
interconnection allow amuchmore accurate real-time description of the state of manufactur-
ing systems and the whole supply chain, including a detailed, comprehensive, high-quality
description of their history. Based on this data, decision-making can be taken to a new
level of quality. Combined with new opportunities in manufacturing technologies (such as
additive manufacturing) and robotics, the next era of industrialization will be realized. This
era will result in dynamic business and engineering processes, individualized competitive
products and services, as well as higher resource productivity and efficiency. The significant
improvements of perceiving the environment through sensors and acting upon the environ-
ment through actuators create huge opportunities for optimized decision-making based on
analytics and artificial intelligence (AI). These technologies are considered vital for Indus-
trie 4.0 [35]. To profit from the methods of these fields for implementing software solutions,
we have to understand their relation.

Analytics and artificial intelligence Analytics and AI are close relatives. In analytics we
distinguish descriptive, predictive, and prescriptive analytics [22, 81].

Descriptive analytics describes the state of the system under consideration at any given
moment. For this task, various data and sensor information sources are consolidated, which
may require data cleaning and statistical models to reconstruct missing and uncertain data.
E.g., descriptive analytics is employed to provide the state of a factory.

Predictive analytics deals with the projection of future system states. This projection is
based on models of the system and has to provide the computation of effects of possible
actions which change the system state. E.g., predictive analytics should predict the effects
of replacing a machine on the throughput or predicting the production quality of a machine
at a future time point.



Symbolic Artificial Intelligence Methods… 387

Prescriptive analytics generates recommendations for decisions depending on the actual
state of affairs, which is provided by descriptive analytics, and on forecasting future states,
which are supplied by predictive analytics. The goal of prescriptive analytics in Indus-
trie 4.0 is to improve decision-making in supply chain management and manufacturing
[82], addressing the question of “what” should happen “when” [61]. Prescriptive analyt-
ics provides recommendations for decisions in all product life cycle stages, ranging from
engineering to manufacturing and finally to return and disposal.

Consequently, descriptive and predictive analytics can be seen as essential preparation
steps for prescriptive analytics. E.g., prescriptive analytics provides decisions for the re-
configuration of a factory or the scheduling of operations.

There is a close relation of analytics techniques to the architecture of intelligent agents
in AI, particularly to model-based, utility-based agents [79]. We adopt for AI the standard
definition of the classical textbook on AI [79], which is the design and implementation of
rational agents: AI concentrates on general principles of rational agents and on components
for constructing them. Utility-based agents take sensor information as input and compute
the likely states of a system employing models. In AI terms, this is a diagnosis task [59], for
which reasoning under uncertainty or model-based diagnosis is applied [14]. Consequently,
descriptive analytics is closely related to diagnosis in AI.

Based on the description of the state of a system model, utility-based agents employ
planning methods to generate actions such that the objective of a system is met or optimized.
For this task, models of the effects of actions andmodels of the system behavior are exploited
to predict future states. Consequently, this model-based prediction is closely related to
predictive analytics, and the planning task resembles prescriptive analytics [80].

Besides model- and utility-based agents, AI also deals with learning agents. Conceptu-
ally, we can distinguish two application areas of learning. (1) Agents can learn about the
environment and its causalities to improve the system model. E.g., an agent may explore
a workshop to learn which machines are available, how these machines operate, and when
maintenance is needed [20]. (2) Agents can learn which actions are most appropriate for a
particular system state to optimize or meet an objective. E.g., an agent may learn to assign
operations of jobs to machines [72]. This knowledge (also termed as heuristics) can be
exploited in the search for solutions. Search in this context means that an agent does not
only consider a single actionwhich should be executed in a certain system state, but the agent
reasons about alternative actions that are applicable. E.g., an agent considers all applicable
operations of all jobs and alternative assignments of these jobs to machines. Learning of the
system model is an essential task for descriptive and predictive analytics, whereas learning
to select the “right” actions is of particular importance for prescriptive analytics to deal with
computationally hard decision or optimization problems.

As noted above, analytics comprises three crucial areas for optimized decision-making.
While descriptive and predictive analytics are presented in accompanying chapters of this
book, we focus on prescriptive analytics and symbolic AImethods built on high-level system
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models, which distinguish them from data-driven subsymbolic approaches (e.g., recent deep
learning methods).

Prescriptive analytics and Industrie 4.0 The purpose of decision-making in Industrie 4.0
is, in many cases, the optimization of an objective, including the engineering of products
and their production. For example, in the engineering and configuration process [31] of
products, the objective function is usually to fulfill all the customer requests and to minimize
the production costs. Various factors could complicate this engineering step. E.g., products
might be manufactured at different plants with different availability and various types of
subparts and materials. Consequently, engineering and configuration of products could be a
highly complicated optimization problem connected to manufacturing and sourcing.

Manufacturing itself is one of themost studied areas for optimization. There are numerous
variants of production processes spanning from continuous production to job, batch, or
serial production. However, although the modes of production are very diverse, in all these
areas, optimization is the key for efficient production processes, including the layout and
the engineering of the plant and its machines. E.g., depending on the jobs, the modes of
machines and the layout of the plant are subject to change to optimize the objectives. A
further classical area of optimization is delivery, including vehicle routing problems.

To sum up, there is a massive demand for decision-making and optimization in all areas
of production and product planning, including engineering, sourcing, making, delivering,
as well as returning and disposal. Consequently, the efficient solving of decision and opti-
mization problems is one of the most important goals for the industry. AI and analytics
techniques provide a rich set of methods and tools to support these decision-making and
optimization tasks.

Challenges and solutions of hard problems For solving decision and optimization prob-
lems, two major challenges have to be mastered. First, many decision and optimization
problems turn out to be NP-hard [34]. NP-hardness means that, given the current state of the
art, the worst-case runtime behavior of a problem-solving algorithmwill grow exponentially
with the size of the problem instance. E.g., for any known problem-solving algorithm, it
might be the case that this algorithm is inapplicable to a particular scheduling problem and
its instances. Formulating it positively, it might be the case that an optimization algorithm
works for a particular optimization problem and its instances, but we cannot predict this
in general. Consequently, there is a race for efficient algorithms and methods to solve as
many NP-hard decision and optimization problems as possible in practice. The most notable
fields which are participating in this race are operations research and AI. However, the bor-
ders are not strict, and parts of computer science that deal with algorithms, databases, and
computational complexity must also be considered.

To copewithNP-hardness, different approaches can be pursued. (1) Some research groups
focus on the development of algorithms that are as efficient as possible for all problems
formulated in a domain-independent specification language, allowing for the representation
of NP-hard problems [18, 47]. (2) Some research teams and vendors focus on specific
domains such as vehicle routing problems, scheduling, or timetabling [66]. In this case,
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problems are still NP-hard, but the algorithms exploit certain properties of the application
domain. E.g., in job-shop scheduling, jobs may not overlap on a machine, and scheduling
algorithms take advantage of this constraint. (3) Some groups try to design specialized
algorithms which are tailored to a particular NP-hard problem and its instances, i.e., a
unique vehicle routing problem for a particular supermarket chain [53].

Typically, solving NP-hard problems is based on search algorithms [79]. Search algo-
rithms make decisions that might be wrong and have to be revised. Unfortunately, there is
no way to efficiently compute correct decisions that will lead to an optimum. Consequently,
we are interested in designing efficient heuristics such that these decisions are correct most
of the time. Depending on the scope of the algorithm, such heuristics may be designed for
a specific application, a domain, or for all NP-hard problems that can be formulated in a
particular domain-independent specification language.

The exploitation of heuristics is common in all three mentioned approaches. However,
the three approaches differ in the utilization of various search algorithms. For approaches (1)
and (2), tools exist where the search algorithm is fixed but can be adapted by parameters and
heuristics. Naturally, approach (3) provides the most freedom for implementing a specific
decision or optimization algorithm. In the latter case, various problem-solvingmethodswere
developed, such as informed or local search strategies [79].

The second major challenge which has to be mastered is the efficient specification of the
problemand its heuristics since the decision and optimization problems differ substantially in
their constraints, parameters, variables, and objective functions. Note that this also includes
the adaptation of the specification because constraints and objective functions are subject
to continuous changes. In fact, in the life cycle of optimization software, the effort for
adaptation might be significantly higher than the effort for an initial implementation [28].

Approaches (1) and (2) provide languages that allow the declarative specification of
the problem to be solved, i.e., the user provides a correct and complete specification of the
properties of solutions. Ideally, no specification of heuristics and programming of algorithms
are needed. However, depending on the particular problem and its instances, it might be
necessary to formulate heuristics that guide the search process. In approach (3), the user has
to program the search process, which in most cases results in additional implementation and
adaptation effort compared to approaches (1) and (2) [33]. Moreover, the implementation
of such search algorithms needs considerable knowledge about state-of-the-art methods.

Figure1 depicts the architecture of a problem-solving component which is typical for
approaches (1) and (2). The problem solver takes as inputs the specification of the problem,
a specification of a particular problem instance, and optionally some heuristics. The outputs
are solutions for the problem instance. E.g., the problem specification can be the description
of a factory and the objective is the minimization of the makespan, so that the outputs are
schedules where the makespan for completing given jobs is minimal. A specific problem
instance is a set of jobs which have to be manufactured. Optionally we might specify as
a heuristic that the problem solver should prefer job assignments to machines during the
search process where the total remaining work of the job is maximal.
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Fig. 1 Architecture of a problem-solving component

In principle, approach (3) could also follow this architecture to avoid the adaptation
of program code if the problem specification changes. However, in practice, the software
engineer has to decide which part of the problem specification is expressed declaratively
by data and which part of the specification is implicitly contained in the program code.
Consequently, all possible adaptations of the problem specification have to be anticipated.

Regarding approach (1), two broadly applied general problem-solving frameworks in AI
are constraint programming (CP) [21] and logic programming (LP) [7]. CP computes solu-
tions for constraint satisfaction problems (CSPs). Such problems are defined by variables,
their value domains, and constraints that specify the allowed assignments of values to vari-
ables. Moreover, objective functions can be defined to assign numerical values to allowed
variable/value assignments. Problem solvers for CSPs output allowed value assignments to
variables or report unsatisfiability. In case of optimization problems, such solutions also
optimize the objective function. Note that operations research problems can be encoded
as CSPs. Consequently, CP systems like CP-Optimizer [60] or OR-Tools [70] integrate
algorithms from AI and operations research.

LP exploits a logical description of the problem based on first-order predicate logic.
The problem and its instances are encoded by rules and facts, the latter corresponding
to tuples of relational database tables. Consequently, LP is closely related to relational
and deductive databases. Within LP, one of the currently most popular representation and
reasoning frameworks is answer set programming (ASP) [29, 49]. ASP allows to reason
about the absence of knowledge and provides disjunctive conclusions, aggregation, as well
as the formulation of objective functions.

In this article, we focus on the introduction of the domain-independent CP and ASP
approaches. As it is the nature of domain-independent problem-solving, such methods can
be applied to various decision and optimization problems in Industrie 4.0. However, we
will resort to a well-known problem for the introduction of these two problem-solving
frameworks, employing the scheduling of jobs in a flexible workshop as a running example.
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Section2 describes this conceptually simple flexible job-shop scheduling problem. Section3
shows how the problem can be encoded and solved by CP, and Sect. 4 presents the ASP
approach. Moreover, for applications where domain-independent approaches fail, so-called
local search algorithms may still be applied successfully [52]. In Sect. 5, we present the
basic concepts of local search algorithms, and we conclude with a summary in Sect. 6.

2 Running Example: Flexible Job-Shop Scheduling

As a running example, we introduce the flexible job-shop scheduling problem (FJSSP)
[10]. The FJSSP is an optimization problem found in many industrial production lines. The
solution of a FJSSP specifies which job should be processed by which machine when, and
therefore FJSSP is a classical task for prescriptive analytics. FJSSP can be defined as follows:

• Given is a set M = {machine1, . . . ,machinem} of machines and a set J =
{ job1, . . . , job j } of jobs.

• Each job j ∈ J consists of a sequence of operations O j = { j1, . . . , jl j } whereby jl j is
the last operation of job j .
Practically, jobs can be interpreted as products, and operations can be interpreted as their
production steps. For a job j and its operation ji , the operation ji+1 is called successor,
and the operation ji−1 is called predecessor.

• For each operation o, there is a set of machines Mo ⊆ M representing the machines that
are able (or allowed) to process operation o.

• For each operation o and machine m ∈ Mo, there is a predefined processing time
pT imeo,m ∈ N.

• A (consistent and complete) schedule consists of a machine dedication machineo ∈ Mo

and a starting time starto ∈ N for each operation o such that:

– An operation’s successor starts only after the operation is finished,
i.e., for a job j and its operations ji and ji+1:

∗ start ji+1 ≥ start ji + pT ime ji ,machine ji

– Operations processed by the same machine are non-overlapping,
i.e., concerning two operations o1 �= o2 with machineo1 = machineo2:

∗ starto1 ≤ starto2 → starto1 + pT imeo1,machineo1 ≤ starto2
• Some objective function is to be minimized. One of the most classic optimization criteria

in this context is the completion time Cmax , i.e., the period needed for processing all
operations:
– max{starto + pT imeo,machineo : o ∈ O j , j ∈ J } → min.
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Table 1 Example: job operations and processing times for all machines

OpId JobId Pos Type M-1 M-2 M-3 M-4

1 1 1 A 11 10

2 1 2 B 6 7

3 1 3 C 6

4 2 1 B 8 9

5 2 2 C 8

6 2 3 A 6 5

7 3 1 C 6

8 3 2 A 11 10

9 3 3 B 5 6

10 4 1 A 6 5

11 4 2 C 3

12 4 3 B 13 14

As a (simple) example scenario, take the following: There is a small production line with
four machines, each of which supports one or two operation types.1 Machine M-1 supports
type A, M-2 supports types A and B, M-3 supports type B, andM-4 supports type C. Hence,
M-2 brings in flexibility that it can process all operations that M-1 or M-3 can process.
Furthermore, let us imagine that M-2 is the more recent machine to process operations
slightly faster than M-1 or M-3. Jobs that can be executed in this production line consist of
a sequence of operations of types A, B, and C.

Table1 provides the input data for a small FJSSP problem instance comprising four jobs,
each of which consists of three operations. E.g., the first operation (i.e., its position Pos in
the job is 1) of job 1 (JobId = 1) is of type A and consequently can be processed by M-1
or M-2, whereby M-2 is a little bit faster (10 vs. 11 time units). Figure2 depicts an optimal
solution with a completion time Cmax = 23, indicating the execution of operations on the
machines M-1 to M-4, with their supported operation types listed in parentheses, in separate
rows. Operations are marked with their OpId identifier and their job JobId followed by the
position Pos of an operation in its job, where different colors also distinguish the jobs.

3 Constraint Programming

Constraint programming (CP) [78] is a declarative approach that builds on solving constraint
satisfaction problems (CSPs). Hence, a problem at hand must be first represented as a CSP

1 The concept of operation types is not needed to define the FJSSP. However, this concept is often
given in real environments representing machine abilities.
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Fig. 2 Running example: optimal solution with Cmax = 23

that a CP solver then solves. A CSP is defined as a triple 〈V , D,C〉, whereby V is a set of
variables, D is a set of value domains so that for each v ∈ V there is exactly one d ∈ D,
and C is a set of constraints imposed on the variables.

One of the most classic variants of CSPs uses variables with finite and discrete domains.
Consequently, the domain sizes are limited in the form of lower and upper bounds, and the
domain values are discrete, typically integers, in which case variables are called integer vari-
ables. Depending on the solver used, different constraints can be employed to restrict value
combinations for variables incorporated by the constraint. For example, primitive constraints
express that some variable’s value must be equal/unequal/smaller/greater than some other
variable’s value or constant value (e.g., v1 �= v2, v1 > 6). Arithmetic constraints express
arithmetic operations like v1 + v2 = v3. Global constraints restrict value combinations
for a set of variables and typically implement algorithms for solving special sub-problems
which, without such a global constraint, have to be represented with primitive and arithmetic
constraints. Hence, global constraints significantly increase the expressive power. Take as
an example the alldifferent global constraint, assuring that no two variables out of some
predefined set of variables have the same value. For instance, having three variables v1,
v2, and v3 with equal domains ranging from 1 to 3, alldifferent({v1, v2, v3}) states that
exactly one variable takes the value 1, 2, and 3, respectively. With primitive constraints,
three constraints would be needed to express the same, i.e., v1 �= v2, v2 �= v3, v1 �= v3.
Even when 1,000 variables should get different values, still a single alldifferent constraint
suffices, whereas, without this global constraint, roughly half a million primitive constraints
are needed.

Similarly to global constraints that lift expressive power for particular sub-problems,
higher-order types of variables, e.g., set variables, have been introduced. Whereas a finite-
domain integer variable takes values from a finite set of integers, a finite-domain set variable
takes values from the power set of a finite set of integers. The expressive power of set
variables is exponentially higher as they can be assigned to any of the 2n subsets of values
for a domain of size n.

Another type of higher-order variable is an interval variable. Interval variables are
designed to meet the special requirements of scheduling problems. Interval variables are
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well-suited for representing time intervals, as interval variables consist of a start time from
an integer domain, a duration, and an end time. An interval variable automatically enforces
an arithmetic constraint, i.e., start + duration = end. By employing interval variables, a
job operation can be represented by a single (interval) variable.

3.1 Flexible Job-Shop Scheduling: CP Formulation

In the following, we show how the flexible job-shop problem discussed in Sect. 2 can be
expressed as a CSP. To this end, we use the high-level constraint language OPL from IBM.2

To be read as an OPL problem encoding, the input data of Table1 is represented as sets of
tuples. Listing 1 displays the input file.

1Params = <4,4>;
2
3Ops = {<1,1,1>, <2,1,2>, <3,1,3>, <4,2,1>, <5,2,2>, <6,2,3>, <7,3,1>,
4<8,3,2>, <9,3,3>, <10,4,1>, <11,4,2>, <12,4,3>};
5
6Modes = {<1,1,11>, <1,2,10>, <2,2,6>, <2,3,7>, <3,4,6>, <4,2,8>, <4,3,9>,
7<5,4,8>, <6,1,6>, <6,2,5>, <7,4,6>, <8,1,11>, <8,2,10>, <9,2,5>,
8<9,3,6>, <10,1,6>, <10,2,5>, <11,4,3>, <12,2,13>, <12,3,14>};

Listing 1 Sample OPL input file for the example input data in Table1

In Line 1, some meta-information about the input is given, in particular the number of
jobs and the number of machines in the probÍem instance. The set Ops (Lines 3–4)
contains three-tuples of the form 〈OpI d, JobI d, Pos〉, i.e., the first three columns in
Table1. The set Modes (Lines 6–8) contains three-tuples of the form 〈OpI d, MachineI d,
ProcessingT ime〉 and, hence, represents the last four columns of Table1. Note that Modes
only contains tuples for possible machine assignments. Thus, the empty fields in Table1 are
not represented.

Listing 2 shows an encoding of the flexible job-shop problem in OPL. Line 1 states that
the CP library is used.3 Lines 3–18 define three tuple data types4 (paramsT, Operation,
Mode) to be filled with the Params tuple, an Ops tuple or a Modes tuple from the input file.

2 https://www.ibm.com/products/ilog-cplex-optimization-studio
3 In OPL, it is also possible to write (mixed) integer linear programs, quadratic or continuous pro-
grams.
4 This is similar to structs in the C language.

https://www.ibm.com/products/ilog-cplex-optimization-studio
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Lines 20–22 do the actual read-in of the input data. In particular, the Params tuple from
the input is read into the variable of type paramsT, the Ops tuples are read into a variable
that takes a set of Operation tuples and analog for the Modes tuples.

In Lines 24 and 25 two integer ranges are defined for reuse with array data structures. In
Line 27 an integer array is defined and initialized that saves the last job positions for all jobs,
corresponding to a pointer to the last operation in a job. Up to here, the encoding is concerned
with the read-in of the input data and some preparations primarily for convenience reasons.

The rest of the encoding, Lines 29–41, contains the actual declarative problem represen-
tation. In Line 29, an array of interval variables is defined so that for each Operation in Ops
there is an interval variable. Note that the domains are not set explicitly such that the lower
bound is 0 and the upper bound is set automatically by the solver.

In Line 30, an array of interval variables for each mode is defined. Those variables also
take the processing times as input (i.e., size md.pt). Hence, there is an interval variable for
each possible operation-to-machine combination. Recall that it is not clear beforehand on
which machine a particular operation will be scheduled. For this reason, the variables are set
as optional, which means that they can be active or not, depending on whether an operation
is scheduled on a specific machine or not.

1using CP;

2
3tuple paramsT {

4int nbJobs;

5int nbMchs;

6};

7
8tuple Operation {

9int opId;

10int jobId;

11int pos;

12};

13
14tuple Mode {

15int opId;

16int mch;

17int pt;

18};

19
20paramsT Params = ...;

21{Operation} Ops = ...;

22{Mode} Modes = ...;

23
24range Jobs = 1.. Params.nbJobs;

25range Mchs = 1.. Params.nbMchs;

26
27int jlast[j in Jobs] = max(o in Ops: o.jobId ==j) o.pos;

28
29dvar interval ops [Ops];

30dvar interval modes[md in Modes] optional size md.pt;

31dvar sequence mchs [m in Mchs] in all(md in Modes: md.mch == m) modes[md];

32
33minimize max(j in Jobs , o in Ops: o.pos== jlast[j]) endOf(ops[o]);

34subject to {

35forall (o in Ops)
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36alternative(ops[o], all(md in Modes: md.opId==o.opId) modes[md]);

37forall (m in Mchs)

38noOverlap(mchs[m]);

39forall (j in Jobs , o1 in Ops , o2 in Ops: o1.jobId ==j && o2.jobId ==j &&

40o2.pos ==1+o1.pos) endBeforeStart(ops[o1],ops[o2]);

41}

Listing 2 OPL encoding of flexible job-shop scheduling for input data as in Listing 1

The interval variables for operations (Line 29) and the (optional) interval variables for the
modes are linked together in Lines 35–36. The alternative statements express that among all
possible alternatives for an operation variable, i.e., all correspondingmode variables, exactly
a single one can be active. The operation variable’s start, end and processing time values are
set equal to its active alternative. The question about which alternative to set active is part
of the problem and to be determined by the solver.

In Line 31, an array of helping sequence variables is defined, each of which stores a list
of modes for a machine. Those variables are used in Lines 37–38 for establishing noOverlap
constraints, assuring that no two operations can be processed in parallel on the samemachine.

Finally, Lines 39–40 define constraints that guarantee that each successor operation can
start only after its preceding operation is finished.

3.2 Tools and Application Fields

CP has a long tradition in operations research, and consequently, there is an armada of tools
on the market, and there are also many fields of application where CP has been successfully
deployed.

Tools A good overview of CP solvers is given by theMiniZinc challenge.5 This challenge
is an annual event where different CP solvers that support the MiniZinc constraint language
– MiniZinc is very similar to IBM’s OPL constraint language – are compared based on
benchmark tests. For several years Google’s solver OR-Tools [70] has dominated the scene
and has won theMiniZinc challenges by a large margin in almost every benchmark category.

On the other hand, some solvers do not support the MiniZinc constraint language
and therefore do not participate in the MiniZinc challenge. Here in particular IBM’s CP-
Optimizer [60] has to be mentioned.6

Recent research comparing the performance of OR-Tools and CP-Optimizer (both
mounted by a Java interface) indicates that CP-Optimizer performs even better than OR-
Tools, at least for scheduling-like problems [18]. It has to be noted that OR-Tools is open
source, whereas CP-Optimizer is proprietary.

5 https://www.minizinc.org/challenge.html
6 https://www.ibm.com/analytics/cplex-cp-optimizer

https://www.minizinc.org/challenge.html
https://www.ibm.com/analytics/cplex-cp-optimizer
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Application fieldsPrescriptive analytics is closely related to planning in the field ofAI and
there is a long history of CP approaches for planning. Many planning problems constitute
application fields for prescriptive analytics where CP approaches are successful [80].

The whole area of production planning, including variants of open-, flow-, and (flexible)
job-shop scheduling problems [10], is a very successful application area for CP (see, e.g.,
[17, 18]), which is becoming more and more important in the context of Industrie 4.0 and
automation.

Another famous CP application area is transport and logistics, including many (vehicle)
route optimization problems [73], or timetabling problems [83]. Planning tasks in robotics
domains [11] constitute a sub-area important for production planning, transport, and logis-
tics.

A further application field for CP with a direct connection to prescriptive analytics is
the area of knowledge-based configuration concerned with finding suitable machine/de-
vice/process/product setups to meet or optimize certain predefined criteria [16]. A relevant
application field similar to knowledge-based configuration is knowledge-based recommen-
dation and, to put it in more general terms, expert and decision support systems [30, 32].

4 Answer Set Programming

Answer set programming (ASP) [49, 63] is a declarative branch of logic programming (LP)
[7] inwhich a computational problem is represented by a set of logical rules such that specific
truth assignments (of Boolean variables), called answer sets, satisfying the rules represent
problem solutions. The typical ASP workflow is displayed in Fig. 3, where the automated
reasoning process involves the two stages of grounding and solving. Grounding first instan-
tiates a general problem encoding, comprising rules incorporating universally quantified
placeholder variables, relative to facts specifying a particular problem instance. The result-
ing propositional problem representation in terms of Boolean variables, also called atoms,
is then (internally) passed on to a solving component that searches for and optimizes answer
sets. In the currently most widely used ASP systems, Clingo [39] and I-DLV [12], grounding
is implemented by employing deductive database techniques [2]. Their subsequently applied

Computational
Problem

Logic
Program

Answer
Set

(Optimal)
Solution

Grounder Solver

Modeling
Reasoning

Interpreting

Fig. 3 ASP workflow in which automated reasoning consists of grounding and solving
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back-end solvers, Clasp [42] and Wasp [3], extend conflict-driven clause learning (CDCL)
[86], the state-of-the-art complete algorithm for solving Boolean satisfiability (SAT) and its
optimization version MaxSAT [9], from classical propositional logic to ASP.

Similar to relational databases, a fact of the form p(c1,. . .,cn)., where the predicate
p constitutes the name of some n-ary relation, and the arguments c1, . . . ,cn are constants,
expresses that the relation denoted by p contains the tuple 〈c1, . . . ,cn〉 as an element.
The latter condition is equivalently characterized by a truth assignment mapping the atom
p(c1,. . .,cn) to true, as customarily indicated by including p(c1,. . .,cn) as a member
in the set of true atoms. That is, a set of true atoms represents a truth assignment. At
the syntactic level, predicates and constants are identifiers starting with a lowercase letter.
Constants can additionally be integers. Facts and rules (see below) are completed by a period.
For example, the factage(mary,42). states that the atomage(mary,42)must be true,
which is the case for the truth assignment {age(mary,42)} and its supersets of atoms.

A rule is an implication h :- b1,. . .,bm., expressing that its head h must be
satisfied if all of the body literals b1, . . . ,bm hold. Each body literal bi is either an
atom a or its negation not a, which holds for any truth assignment including or
excluding a, respectively. The head h can be an atom a or a choice of the form
l {a1 : b11,. . .,bm1;. . .;ak : b1k,. . .,bmk} u. In the second case, a1, . . . ,ak

are atoms, each b ji is again a body literal, and l and u are optional integers specifying a
lower or an upper cardinality bound, respectively. If l is omitted, it defaults to 0, whereas
the default value for an omitted upper cardinality bound u is∞. We do not write the symbol
: after ai if mi = 0 (i.e., the choice contains no body literal b ji ), and the head h of a rule
h :- b1,. . .,bm. can be left blank if it is the choice 1 {}, in which case the rule is
also called an integrity constraint. As for body literals, a truth assignment satisfies a head
atom a if it includes a. A choice l {a1 : b11,. . .,bm1;. . .;ak : b1k,. . .,bmk} u
is satisfied if we havel ≤ |A| ≤ u for the set A of atomsai included in the truth assignment.
Moreover, a rule is satisfied by a truth assignment if it satisfies the head h in case all of the
body literals b1, . . . ,bm hold, thus resembling the classical semantics of implications with
a conjunction of literals in the antecedent. Note that a truth assignment must falsify some
body literal bi to satisfy an integrity constraint, as its head 1 {} is always unsatisfied given
that 1 > |∅|.

AnASP program is a set consisting of facts and rules, and it is satisfied by any truth assign-
ment satisfying all of its facts and rules. In linewith the areas of deductive databases and logic
programming, the semantics of ASP programs additionally builds on the complete knowl-
edge assumption [75], accepting an atom to be true only if it appears as a fact or can be derived
by a rule whose body literals hold. Roughly speaking, an answer set of an ASP program is
a truth assignment satisfying the program, where for each true atom a, the program must
contain the fact a., some rule a :- b1,. . .,bm. for which b1, . . . ,bm hold, or a choice
rule l {a1 : b11,. . .,bm1;. . .;a : b1i,. . .,bmi;. . .;ak : b1k,. . .,bmk} u :-
b1,. . .,bm. such that b1i , . . . ,bmi hold in addition to b1, . . . ,bm . This informal account
merely gives the basic intuition of answer sets, and we refer the interested reader to [63]
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for a precise characterization of the semantics of ASP programs, which further addresses
and denies circular derivations like of the atoms says(a) and says(b) by the rules
says(a) :- says(b). and says(b) :- says(a).

Considering the program consisting of the rules x :- y. and {y} :- not z.,
abbreviating the atoms x(), y(), and z() associated with 0-ary relations by x, y, and
z, we get the empty answer set ∅ as well as {x,y}. No truth assignment including z, e.g.,
{z}, is an answer set because the program does not contain any rule with z in the head so
that the atom z cannot be derived. A similar issue applies to the truth assignment {x}, as
the body of the only rule by which x could be derived, x :- y., does not hold. The same
rule x :- y. is unsatisfied by {y}, and thus the truth assignment {y} is not an answer set
either. This yields that the truth assignments ∅ and {x,y}, which satisfy all program rules
and whose atoms can be derived, are all answer sets of the program.

For optimizing answer sets, an ASP program can be joined with a
#minimize{c11,. . .,cl1 : b11,. . .,bm1;. . .;c1k,. . .,clk : b1k,. . .,bmk}.
statement such that eachb ji is a body literal and the constantsc ji supply tuples 〈c1i , . . . ,cli 〉,
whose first elements c11 , . . . ,c1k are integers and remainders c2i , . . . ,cli are usually
obtained by substituting placeholder variables (see below) that are appended to disambiguate
multiple occurrences of the same integer. An answer set then induces the set of distinct tuples
for which b1i , . . . ,bmi hold. Its associated weight is the sum of integers c1i over all tuples
in the set. An answer set is optimal if its weight is minimal. For example, reconsidering
the answer sets ∅ and {x,y} together with #minimize{1 : x; 2 : not y}., the
associated weight is 2 in case of ∅ and 1 for {x,y} so that the latter answer set is optimal.

To make the problem modeling step, indicated on the left of Fig. 3, rapid and flexible,
users typically devise general encodings with rules and optimization statements applica-
ble to arbitrary problem instances given by facts. The input language of ASP systems
thus supports universally quantified placeholder variables in encodings that are instanti-
ated to a propositional problem representation in the initial grounding stage of the rea-
soning process. Universally quantified variables can occur in the same positions as con-
stants and are distinguished by identifiers starting with an uppercase letter, e.g., C instead
of c. For a rule h :- b1,. . .,bm., different substitutions by constants for variables
occurring in some body literal bi lead to separate rule instances. Similar substitutions for
remaining variables in a choice l {a1 : b11,. . .,bm1;. . .;ak : b1k,. . .,bmk} u
or a #minimize{c11,. . .,cl1 : b11,. . .,bm1;. . .;c1k,. . .,clk : b1k,. . .,bmk}.
statement contribute to the respective expressions gathered in curly brackets so that the con-
tents of choices and optimization statements also adjust to problem instances. See [37] for
more information on the input language of ASP systems and the safety condition presup-
posed for so-called intelligent grounding.

As an example, let us investigate the following ASP program:

mandatory(starter,soup,4). mandatory(starter,salad,6).
mandatory(main,stew,10). mandatory(main,fish,14).
optional(chips). discount(fish,chips,3).
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incompatible(soup,stew).

course(C) :- mandatory(C,D,P).

1 {select(D) : mandatory(C,D,P)} 1 :- course(C).
{select(D)} :- optional(D).

:- incompatible(D1,D2), select(D1), select(D2).

#minimize{P,D : mandatory(C,D,P), select(D);
-R,D1,D2 : discount(D1,D2,R), select(D1), select(D2)}.

The idea is that facts of the mandatory predicate list dishes from two categories together
with their prices: The starters soup and salad cost 4 or 6 dollars, respectively, and the
main courses stew and fish are offered for 10 or 14 dollars. A fact of the optional
predicate introduces chips as available supplement. The discount fact announces a
special deal: Guests ordering fish together with chips receive a price reduction of 3
dollars. The last fact of the incompatible predicate tells us that a meal should not be
composed of the starter soup together with stew as the main course.

While the facts can be viewed as the problem instance, the rules written below them
constitute the general encoding. Four propositional rule instances are obtained from the first
of these rules:

course(starter) :- mandatory(starter,soup,4).
course(starter) :- mandatory(starter,salad,6).
course(main) :- mandatory(main,stew,10).
course(main) :- mandatory(main,fish,14).

Since their body literals are directly given by mandatory facts, the head atoms
course(starter) and course(main) must be included in every answer set. The
choice rules of the encoding are then instantiated relative to starters,main courses, or optional
supplements, respectively:

1 {select(soup) : mandatory(starter,soup,4);
select(salad) : mandatory(starter,salad,6)} 1 :- course(starter).

1 {select(stew) : mandatory(main,stew,10);
select(fish) : mandatory(main,fish,14)} 1 :- course(main).
{select(chips)} :- optional(chips).

The first two rule instances express that exactly one of the atoms select(soup) and
select(salad), as well as one of select(stew) and select(fish), must be
included in every answer set. Since the omitted lower and upper cardinality bounds in the
third rule instance default to 0 and ∞, the inclusion of select(chips) can be decided



Symbolic Artificial Intelligence Methods… 401

freely. The following instance of the integrity constraint on incompatible dishes further
asserts that an answer set cannot contain both select(soup) and select(stew):

:- incompatible(soup,stew), select(soup), select(stew).

The encoding part addressed so far leads to six answer sets including the atoms derived
from facts, course(starter) and course(main), as well as different combi-
nations of atoms of the select predicate: select(soup) and select(fish),
select(salad) and select(stew), or select(salad) and select(fish),
and either of the three previous pairs along with select(chips). It remains to optimize
answer sets given the instance of the optimization statement:

#minimize{4,soup : mandatory(starter,soup,4), select(soup);
6,salad : mandatory(starter,salad,6), select(salad);

10,stew : mandatory(main,stew,10), select(stew);
14,fish : mandatory(main,fish,14), select(fish);

-3,fish,chips : discount(fish,chips,3), select(fish), select(chips)}.

As it turns out, the leastweight of 15 is obtained for the answer set includingselect(soup),
select(fish), and select(chips), where soup contributes its price of 4 dollars,
fish adds another 14 dollars, and the special deal for fish and chips gives a price
reduction of 3 dollars. Note that, although the integers for prices or reductions, respectively,
are distinct for the problem instance under consideration, it may well be that other facts
specify the same price for different dishes so that tuples like 〈4,soup〉 are necessary for
disambiguating integers contributing to the weight of an answer set. Moreover, the ground-
ing stage includes evaluating arithmetic expressions to integers in the propositional problem
representation, e.g., the integer 3 giving the discount for fish and chips is turned into
-3 employing the unary - operator. Further arithmetic operators like binary - and + are
available as well. Without going into detail, we remark that back-end solvers like Clasp and
Wasp, shown as Solver in Fig. 3, are customizable and supply several complete optimization
algorithms, where model- and core-guided methods [67] are the two principal approaches.

4.1 Flexible Job-Shop Scheduling: ASP Formulation

In the following, we turn to themodeling of flexible job-shop scheduling in ASP. The facts in
Listing 3 constitute a textual representation of the instance data given in Table1. In particular,
each fact of the operation predicate corresponds to one table rowwith the contents of the
columns OpId, JobId, and Pos as arguments, e.g., operation(4,2,1). states that oper-
ation 4 belongs to job 2 in position 1. Facts of the mode predicate additionally provideOpId
together with entries in the columns M-1, M-2, M-3, and M-4, such as mode(4,2,8).
and mode(4,3,9). for the machines 2 and 3 that can process operation 4 in 8 or 9 time
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operation (1,1,1). mode (1,1,11). mode (1,2,10).
operation (2,1,2). mode(2,2,6). mode(2,3,7).
operation (3,1,3). mode(3,4,6).
operation (4,2,1). mode(4,2,8). mode(4,3,9).
operation (5,2,2). mode(5,4,8).
operation (6,2,3). mode(6,1,6). mode(6,2,5).
operation (7,3,1). mode(7,4,6).
operation (8,3,2). mode (8,1,11). mode (8,2,10).
operation (9,3,3). mode(9,2,5). mode(9,3,6).
operation (10,4,1). mode (10,1,6). mode (10,2,5).
operation (11,4,2). mode (11,4,3).
operation (12,4,3). mode (12,2,13). mode (12,3,14).
time (0..50).

Listing 3 Fact representation of the job operations and processing times given in Table 1

units, respectively. The remaining facts of the time predicate, where time(0..50). is
a shorthand for time(0)., . . . ,time(50)., are included to restrict the starting times of
operations to the (finite) range from 0 to 50. Note that no mode facts are given for machines
that cannot process an operation. Moreover, a range of starting times from zero to the sum
of (longest) processing times over all operations can be taken to guarantee the existence of
some schedule. While such an explicit domain restriction was unnecessary for the CP for-
mulation in Sect. 3.1, the grounding stage of ASPmust lead to a finite propositional problem
representation, which is here achieved by limiting the starting times.

The general problem encoding shown in Listing 4 is the central part of the ASP formula-
tion and applicable to arbitrary instances. Its basic idea is to assign each operation to one of
the machines that can process it and fix an execution order for operations (of distinct jobs)
sharing the samemachine. This approach then yields the starting times for operations, where
the first operations of jobs that are not preceded by any other operation on the same machine
start at time 0. Other operations can start once predecessor operations of the same job and
operations processed before by the samemachine are completed. The latest completion time
among all operations, obtained by adding the time for processing to the starting time, gives
the makespan of a schedule and is subject to minimization.

In more detail, the choice rule in Line 2, below the comment after % in the first line of
Listing 4, expresses that each operation must be assigned to a machine processing it. For
example, the operations processed by machine 2 in the optimal schedule displayed in Fig. 2
are represented by including the atoms process(1,2,10) and process(12,2,13)
in a corresponding answer set. The condition that operations 1 and 12, belonging to
the distinct jobs 1 and 4, are processed by the same machine 2 is indicated by deriv-
ing ordered(1,12) by the rule in Lines 5–6. This derivation means that some order
between the operations 1 and 12 must be fixed by including either order(1,12) or
order(12,1) in an answer set, while the order among operations of the same job would
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1% Choose one machine per operation

21 {process(O,M,P) : mode(O,M,P)} 1 :- operation(O,J,N).

3
4% Choose an order between two operations processed by the same machine

5ordered(O1 ,O2) :- operation(O1 ,J1 ,N1), process(O1 ,M,P1),

6operation(O2 ,J2 ,N2), process(O2 ,M,P2), J1 < J2.

7{order(O1 ,O2)} :- ordered(O1 ,O2).

8order(O2 ,O1) :- ordered(O1 ,O2), not order(O1 ,O2).

9
10% Propagate lower bounds on starting and completion times of operations

11start_lb(O,0) :- operation(O,J,1).

12start_lb(O2 ,E) :- end_lb(O1 ,E), operation(O1 ,J,N), operation(O2 ,J,N+1).

13start_lb(O2 ,E) :- end_lb(O1 ,E), order(O1 ,O2).

14end_lb(O,S+P) :- start_lb(O,S), process(O,M,P), time(S).

15
16% Restrict starting times to finite horizon given by the time predicate

17:- start_lb(O,S), not time(S).

18
19% Progagate lower bounds on completion times to obtain integer interval

20makespan(E) :- end_lb(O,E), operation(O,J,N), not operation(O+1,J,N+1).

21makespan(E) :- makespan(E+1), 0 < E.

22
23% Penalize each integer in interval by weight 1 for minimizing makespan

24#minimize {1,E : makespan(E)}.

Listing 4 Logical rules encoding flexible job-shop scheduling with makespan minimization

be clear from the job sequence and needs no further machine-specific consideration (skipped
in view of the built-in comparison J1 < J2, contained as a body literal in Line 6). The
exclusive selection between order(1,12) and order(12,1) is encoded by the choice
rule in Line 7 (without cardinality bounds), for which order(1,12) occurs in the head
of a rule instance, and order(12,1) is in turn derived by an instance of the rule in Line 8
in case order(1,12) does not hold. For the schedule in Fig. 2, the corresponding answer
set includes order(1,12), but not order(12,1)

With atoms representing a machine dedication and execution orders for machines at
hand, the rules in Lines 11–14 with atoms of the start_lb and end_lb predicates in the
head derive lower bounds on starting and completion times. The lower bound 0 for the first
operations of job sequences is immediately derived, e.g., start_lb(1,0) is included in
every answer set.Basedonprocess(1,2,10), this derivation leads toend_lb(1,10),
expressing that operation1 is not completed before time10. Asorder(1,12) signals that
operation 12 succeeds 1, we derive start_lb(12,10), yet we also need to take (direct)
predecessor operations of the same job 4 into account. Given that the schedule in Fig. 2 is
such that the direct predecessor operation 11 of 12 is completed at time 9, represented by
the atom end_lb(11,9), the corresponding answer set includes start_lb(12,9),
while the greatest lower bound and thus the actual starting time of operation 12 remains
10. Given the processing time 13 specified by process(12,2,13), the greatest lower
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bound on the completion time of operation 12 and its job 4 can then be read off from the
derived atom end_lb(12,23). Note that lower bounds exceeding the range of starting
times are not propagated because of time(S) in the body of the end_lb(O,S+P) rule
in Line 14. The integrity constraint in Line 17 asserts that answer sets must not encompass
any such invalid bound, which guarantees that the operation execution orders for machines
are non-circular.

The rules for makespan(E) in Line 20 and 21 consider (lower bounds on) the comple-
tion times of the last operations of job sequences, as these subsume the completion times
of their predecessors, and derive atoms makespan(1), . . . ,makespan(Cmax), repre-
senting the maximum completion time Cmax over all operations by an integer interval. The
optimization statement in Line 24 then associates each integer in the interval with the cost 1
so that the sum obtained from the tuples 〈1, 1〉, . . . , 〈1, Cmax 〉 yieldsCmax as the weight of
an answer set. For the answer set corresponding to the optimal schedule displayed in Fig. 2,
the resulting weight is Cmax = 23, considering that no operation has a later (lower bound
on its) completion time than 23. For modeling other FJSSP variants, the general encoding
in Listing 4 would need to be adjusted, e.g., one could augment the makespan predicate
with the job identifier J as an additional argument and replace the optimization statement
by #minimize{1,J,E : makespan(J,E)}. in order to minimize the sum of job
completion times instead of the Cmax value.

4.2 Tools and Applications Fields

While initially conceived as a declarative semantics for negation as failure in logic programs
[48], ASP has emerged as a practical paradigm for modeling and (grounding and) solving
combinatorial search and optimization problems [62]. We discuss the tools and applications
in the following.

Tools Users typically specify the conditions on (optimal) solutions in the input language
of an ASP system’s grounding component, where Clingo [39] and I-DLV [12] constitute the
current state-of-the-art systems. In addition, the input language of the IDP system [19] is
closely related to ASP, and the pioneering Alpha system [84] interleaves grounding with the
search for answer sets. The Alpha system instantiates rules on demand relative to the search
state during problem-solving. That is, a rule gets instantiated only in case a partial truth
assignment satisfies its body. This approach can reduce memory consumption for inputs on
which upfront grounding produces many unnecessary rule instances.

The most common back-end solvers Clasp [42] and Wasp [3] extend search and opti-
mization algorithms from (Max)SAT [67, 86] to propositional ASP programs. Alternative
approaches to ASP solving work by translation to SAT [55], SAT modulo theories [36], or
integer programming [64] so that corresponding solvers can be harnessed for computing
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answer sets. Portfolio systems [12, 65] integrate such orthogonal approaches to select a
promising solver based on instance classification. Surveys and competition reports [43, 44]
present theseASPgrounding and solving techniques in detail. Extensions ofASP systems for
particular applications further add custom constraint propagators [15, 54], domain-specific
search heuristics [23, 41], and incremental reasoning methods [13, 40].

Applications fields Given its expressive input language and the availability of off-the-
shelf reasoning tools, ASP has attracted interest in various application areas from sciences
to industry [26, 29]. Regarding planning and scheduling, ASP has been utilized to plan setups
for space shuttle maneuvers [69], for task assignment, operation and coordination planning
in robotics [27], transport logistics [1], vehicle routing [45], and automatic warehousing
[68], as well as rostering [4], timetabling [6], and team building [77].

For production planning tasks like open-, flow-, and (flexible) job-shop scheduling, hybrid
methods integrating CP [5] or difference logic [38] reasoning into ASP systems to represent
potentially large time domains succinctly by integer variables have proven to scale up best.
Further application fields with tight relationships to prescriptive analytics include product
configuration [46] and reconfiguration [8] as well as decision support [71] and recommender
systems [24]. The application areas of ASP and CP systems largely overlap, and the respec-
tive efficiency of problemmodeling and reasoning tools considerably depends on the specific
task at hand.

5 Local Search

Current CP and ASP tools implement certain types of search algorithms employing the
construction of tree structures that can be memory intensive. In addition, the propositional
representation of an ASP program, i.e., the grounding, can get large depending on the
problem type, encoding, and/or the size of a problem instance. In most CP tools, all variables
and constraints are instantiated, although theymight not be requiredwithin the current search
state. As a consequence, cases could occur where CP or ASP cannot be applied successfully.

A large family of approaches that are known to show very low memory consumption
and provide reasonable (near-optimal) solutions for various optimization problems are local
search methods [50]. Beside CP and ASP, local search is another core problem-solving
method in AI [79].

Principle The fundamental idea in local search is to start with a sub-optimal (maybe
random) solution and step-by-step improve the solution by applying small (local) changes
until the solution quality is acceptable or some other stopping criterion is reached. Which
possible changes are taken into account and which of them are taken as the next step are
actually the main factors that lead to different local search algorithms. Listing 5 displays the
general structure of a hill-climbing algorithm (e.g., [85]) as pseudo code.
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1currentSolution = getRandomSolution ();
2WHILE stopping criterion is not fulfilled DO
3changes = getLocalChanges(currentSolution);
4neighborSolutions = {};
5FOR EACH change in changes DO
6neighborSolution = apply(change ,

currentSolution);
7neighborSolutions = add(neighborSolution ,

neighborSolutions);
8END FOR
9best = getBest(neighborSolutions);
10IF best is better than currentSolution THEN
11currentSolution = best;
12ELSE
13RETURN currentSolution;
14END IF
15END WHILE
16RETURN currentSolution;

Listing 5 Structure of hill-climbing local search algorithms

First, in Line 1, some initial solution is guessed/produced and taken as the first current
solution.After that, a loop (Lines 2–15) is entered.This loop is repeateduntil somepredefined
stopping criterion is reached. Examples of such criteria are:

• the solution has reached some value, e.g., a schedule with a completion time smaller than
a predefined value,

• a predefined number of loop cycles have been run through, or
• for a predefined number of loop cycles, the improvement lies below a predefined thresh-

old.

In the loop, the following is repeated:

1. A set of local changes that could be applied to the current solution are computed (Line 3).
In a job-shop scheduling problem, this set typically consists of changes in the operation
order on themachines. In the simplest case, all consecutive operations, i.e., one operation
is scheduled after the other on the same machine, form pairs for which the order can
be flipped. Such an operation order reversal represents a local change for the current
solution.

2. Based on all computed local changes, for each of those changes, a slightly modified
version of the current schedule is created (Lines 4–8). These schedules are called the
neighbors of the current schedule as each of them only differs from the current solution
by one local change.

3. Then, the best neighbor solution for the optimization criterion, e.g., completion time, is
selected (Line 9).
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4. If the best neighbor is better than the current solution, it becomes the new current solution
(Lines 10–11). Otherwise, the algorithm terminates early and returns the current solution
as it is a local optimum without any better neighbor.

5. If no local optimum is found, the loop terminates when the stopping criterion is fulfilled,
and the current solution is returned in Line 16.

Classical hill-climbing only accepts improving steps. A common variant for problems with
too many local changes accepts the first change leading to some improvement. Furthermore,
to (partially) overcome local optima, hill-climbing is often combined with random restarts,
i.e., the algorithm is started several times with different initial solutions.

In contrast to accepting improving steps only, algorithms like simulated annealing [58]
also accept steps that deteriorate the solution quality with a certain probability. To this
end, rather than selecting the best possible change, simulated annealing randomly selects a
change. If this change leads to a better neighbor, the neighbor becomes the current solution. In
case the neighbor is not better than the current solution, it is accepted with some probability
that decreases the worse the neighbor is and the more loop iterations have already been
carried out up to this point.

Genetic and evolutionary algorithms The idea from local search of traversing the search
space by applying one local change after the other, thus hopping from the current solution
to neighbors, can also be found in a more general form in evolutionary algorithms that are
inspired by biological evolution (e.g., [51]). Instead of one current solution, there is a set of
current solutions called population. Each individual in the population encodes a solution,
typically a sequence of numbers. For the generation of neighbors, which in this context are
often called offspring or children, two families of operations can be applied.Onepossibility is
to combine the solution parts of two different individuals. In genetic algorithms this is called
crossover and the solution parts are called genes. Several different strategies are possible for
selectingwhich of the individuals in the current population are used for offspring production.
For example, in the roulette wheel selection the probability for an individual to be selected
as a parent of the next child is proportional to its solution quality, called fitness. Besides
crossover, the second possibility to change a solution is based on mutation. This method
is nothing more than changing genes randomly from time to time (steered by a probability
constant). Crossover and mutation are typically used in combination. Hence, first, some new
individuals (children/offspring) are produced by using crossovers on selected individuals of
the current population, and then, by chance, some of the genes are mutated.

Swarm intelligence A family of approaches very similar to evolutionary algorithms are
algorithms that mimic the group dynamics of swarms like birds [76], ants [25], bees [74],
or particles in particle swarm optimization (PSO) [57]. Like in evolutionary algorithms,
there is a population of individuals. In PSO, the swarm consists of particles, each having
a position (i.e., solution) in the search space, a moving direction (velocity), and memory
of its best-known position (i.e., solution). Taking the properties (like position and moving
direction) and information communicated by other particles (e.g., their best positions) into
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account, a particle changes its position (i.e., hops to a neighbor solution). Depending on
the concrete algorithm, particles can communicate with the whole swarm or only with a
subset of particles whose position is nearby. The communication in PSO plays the role of
crossovers in evolutionary algorithms, and likewise swarm optimization terminates when
some stopping criterion is reached (e.g., the swarm’s best solution is near-optimal).

This introduction of local search methods completes the overview of major AI methods
for prescriptive analytics, dealing with automated problem-solving, decision making, and
optimization, and leads us to our final reflection.

6 Summary

6.1 Industrie 4.0,AI, and Analytics

The goal of Industrie 4.0 is to build smart factories considering machines, robots, logis-
tic systems, materials, and products as an integrated cyber-physical system equipped with
a massive number of sensors and actuation components. Smart factories shall implement
competitive manufacturing of products for individual customer requirements, dynamic pro-
cesses, and optimized decision-making. Rational AI agents and their components provide
architectures and methods for realizing optimized decision-making in Industrie 4.0 and
smart factories. Besides AI, the field of analytics has received considerable attention in
Industrie 4.0. We have shown a close connection between the components of model-based,
utility-based agents and descriptive, predictive, and prescriptive analytics. Consequently,
researchers and practitioners can profit from both fields when designing and implementing
software solutions.

In the book’s part on analytics, this chapter complements the exposition by presenting
symbolic AI methods for reasoning in prescriptive analytics. Prescriptive analytics is mainly
concerned with planning tasks and provides support for deciding “what” should happen
“when”. Consequently, prescriptive analytics and AI are vital technologies for automating
supply chain management, manufacturing, and engineering.

6.2 AI-based Problem-Solving in Industrie 4.0

As automated problem-solving is one of the core research areas ofAIwithmany applications
in manufacturing such as planning, scheduling, engineering, and configuring, numerous
methods have been developed in this field. We have introduced the most widely applied
AI methods and tools for knowledge representation and reasoning as well as automated
problem-solving.

AI methods aim at solving two challenges. On the one hand, problem instances have
to be solved in reasonable time and satisfactory quality. On the other hand, the efficient
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specification and adaptation of problem descriptions are critical success factors for many
practical applications. CP and ASP provide means to address both challenges. We have
used flexible job-shop scheduling as a driving example to detail knowledge representation
in CP and ASP, as this problem is a well-known, canonical scenario dealing with “what”
should happen “when” in the production. In problem domains where such general knowl-
edge representation and reasoning frameworks are inapplicable, AI also offers a rich set of
heuristic search methods. We have provided a brief introduction to local search, a major
area of AI, encompassing some of the most successfully applied search strategies for deal-
ing with hard problems. This chapter has focused on symbolic reasoning methods, which
provide sound, explainable and complete reasoning services. AI methods using machine
learning techniques integrate naturally for generating search heuristics and causal models in
case these heuristics and models cannot be described sufficiently with acceptable costs by
engineers. Our introduction to AI methods comes with an extensive set of references, which
should support further reading and the selection of suitable methods for solving practical
application problems.
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Abstract

Machine Learning plays a crucial role for many innovations for Cyber-Physical Systems
such as production systems. On the one hand, this is due to the availability of more and
more data in ever better quality. On the other hand, the demands on the systems are also
increasing: Production systems have to support more and more product variants, saving
resources is increasingly in focus and international competition is forcing companies to
innovate faster. Machine Learning leverages data to solve these issues. The goal is to
have self-learning systems which improve over time. There are various algorithms and
methods for this, for which an overview is given here. Furthermore, this article discusses
special requirements of Cyber-Physical Systems for Machine Learning processes.
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1 Introduction

Cyber-Physical Systems (CPS) are becoming a major field for Machine Learning (ML).
Challenges go far beyond a mere application of existing algorithms.What is needed are spe-
cialized algorithms which meet domain requirements such as reliability, real-time capability
and maintainability. This paper gives an introduction to the opportunities and challenges of
ML for CPS.

For this, potential CPS application scenarios for ML are described in Sect. 6. Sect. 3
outlines the state of the art for ML and maps features of algorithms to the uses cases from
Sect. 6. From this, Sect. 4 derives specific requirements of CPS to ML. The next sections
describe these requirements and the corresponding solution approaches in detail. Sect. 9
summarizes the paper content.

2 Application Scenarios

Currently ML is applied to several industrial use cases:

2.1 ConditionMonitoring and Predictive Maintenance

For every plant operator, it is desirable that certain components are replaced at exactly the
right time, not too early out of caution, but also not so late that the risk of failure becomes
significant. Themethod of choice is predictivemaintenance. It is made possible by condition
monitoring, i.e. the continuous monitoring of the system. Nowadays, condition monitoring
is based on data and observations [77, 83].

The basic idea is that various component data, such as vibration, speed and energy
consumption, are continuously collected and evaluated [95]. In many cases, such data are
already available anyway, but remain unused. It is only necessary in exceptional cases to
install new sensors in order to generate additional data.

For condition monitoring, ML is mainly used to learn a model of the normal system
behavior, including thresholds to non-normal behavior. Once this threshold is crossed, a
warning is given. Predictive maintenance requires that these models can be extrapolated in
time, e.g. these models predict when a threshold will be crossed.
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2.2 Resource Optimization

The consumption of resources in production is becoming more and more important for
companies. At the same time, attention is increasingly being paid to saving wastewater and
emissions. On the one hand, these goals have financial reasons, on the other hand, increasing
environmental awareness and corresponding legislation are also having an effect.

There are two variants for implementing resource optimization [99, 126]: The simple
one is limited to the fact that software stores and analyzes the consumption data in detail.
The employees can derive change options from this and implement them. The much more
complex variant: The software not only makes the consumption data available, but also
independently optimizes the control of the systems.

Here a prediction model of the resource consumption is learned. In the end, these mod-
els must have a sufficient quality to be integrated into closed-loop control loops—a very
demanding requirement.

2.3 Quality Assurance of Products

ML can be used to monitor the quality of a product during manufacturing and to detect
irregularities at an early stage [131].

ML systems can generate and maintain a Digital Twin [94], i.e. a virtual image of the
real products and intermediate products. These Digital Twins collect all information from
the engineering phase and can be used to improve the learning process by providing a-
priori information [116]. Digital Twins are then enriched during the operation phase by
evaluating sensor data using Artificial Intelligence (AI) and ML methods, combined with
information about raw materials and production processes. This Digital Twin allows the
prediction of product properties that are difficult or impossible to determine in reality. Thus,
virtual measurements that are difficult to implement in reality can be carried out on a Digital
Twin. Although these predictions are often less certain than real measurements, they allow
an early warning in the event of quality problems.

Such Digital Twins can be used in many areas in which complex end-of-line tests or
laboratory tests are currently commonly used, for example after the end of production to
analyze the properties of food.

2.4 Diagnosis

AI or ML can help to identify the causes of errors in a system [15, 31, 83]. If many sensors
are built into a system, as it is increasingly common today, problems are detected early on by
conditionmonitoring and anomaly detection systems and reported as an alarm. However, the
connection between a symptom and the cause of the error is often difficult to determine—this
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is due to the increasing complexity of modern (production) systems: The systems are getting
bigger and bigger, consist of many sub-modules and are characterized by an increasingly
high degree of networking and automation. An error often causes subsequent errors early
in the production process and only leads to symptoms and alarms much later—a cause of
error can propagate through the entire system and lead to symptoms in a wide variety of
places, sometimes with a significant delay. The more complex and networked the system,
the longer it takes to manually identify the cause. This means that it can take a long time
before repairs can be carried out. Today this is seen as an important cost driver.

An AI/ML-based diagnostic system determines the most likely causes of failure based
on the symptoms and does so within a short period of time. The user then no longer only
sees the symptoms in the form of alarms and warnings—rather, possible causes of errors
are displayed immediately, and repair instructions are often supplied directly.

In this use case,mainly two kinds ofmodels are used: First amodel of the normal behavior
is learned and used to compute symptoms, i.e. warnings. Then a model comprising system
causalities is used to identify root causes [96]. The latter is only partially learned.

3 Machine Learning

The number of ML algorithms is legion—and so are the taxonomies used to describe them
[10]. Here, we will introduce two dimensions of algorithms’ feature to describe algorithm:
First, we will use recurrency, i.e. the ability of algorithms to handle dynamic, time-variant
data. Second, wewill use supervision, i.e. the degree of supervision needed by the algorithm.

Normally, ML algorithms compute a model. Just like manually created models, models
can be used to predict specific system features. We start with describing the dimension
“recurrency”.

Static Analysis For tasks such as condition-monitoring or anomaly detection, only the
signal values xt ∈ Rn at some point in time t are used. This is shown in Fig. 1 on the left
hand side. In other words, for the analysis a static feature vector [35] is taken into account.
Thereby, the assumption is that no information is coded in the sequence of values and all
necessary information is contained in the current signal values. This assumption is true for
many CPS, even for systems which have a dynamic nature. For a new data point x ∈ Rn ,
its probability p(x|X) given some historical data X is (at least approximately) computed. If
the data is improbable, an anomaly has been identified.

Dynamic Analysis A totally different situation arises when important information is coded
in the sequence of signal values over time: For a time window of data X = {xt−k, . . . , xt },
its probability is computed. This is shown in Fig. 1 in the center. Again, if the time window
is improbable, an anomaly has been identified.



Machine Learning for Cyber-Physical Systems 419

xt-k, …, xt-1       xt

x

t

xt

x

t

ML

xt-k, …, xt

x

t

ML ML

a) static analysis   b) dynamic analysis  c) dynamic prediction

Fig. 1 Comparison of static ML (a), dynamic ML (b) and the special case of (c) ML by means of
prediction. Signal values x are depicted over time

Often, especially for dynamic analyses, prediction is used to analyze the data: Let X be
again a time window of data, then a prediction for the next value x̂t+1 is computed. Once a
real measurement for xt+1 is available, it can be compared to the prediction x̂t+1—if they
are significantly different, an anomalous situation has occurred. This is shown in Fig. 1 on
the right hand side.

Next, the dimension supervision is described.

Supervised Machine Learning Supervised ML algorithms work on labeled data, this is
shown in Fig. 2: Each data point x comes with a label y. The ML algorithm will learn a
model which is able to compute suitable labels for a given input x. If y is nominal, e.g. its
values are discrete classes such as “OK” or “KO”, this task is called classification. If y is
cardinal, e.g. its values are numerical values such as temperatures, this task is also called
regression.

Often, theseMLmodels are trained by using a feedback or residual signal. The algorithms
start with an initial, suboptimal model and compute a prediction of ŷ. Thematching or fitting
between the estimation ŷ and the real, wanted label y is assessed and provides a feedback
which is used to improve the model—often the difference between ŷ and y is used, i.e. a
residual.

UnsupervisedMachine Learning Unsupervised ML uses unlabeled data (see also Fig. 3).
Since again a feedback or residual signal is needed to learn a model, a generic, external
criterion is used to assess the quality of a model prediction e.g. for clustering, i.e. the
identification of clusters of similar data such as plant phases (“ramp-up”, “normal operation”,
etc.). A good clustering has a high similarity between datawithin clusters and a low similarity
between clusters.
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Fig. 2 Principle idea of
supervised ML
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If the external criterion is given dynamically from an environment, e.g. a camera signal
for an autonomous vehicle, we speak of reinforcement learning.

We can now use these two dimensions (recurrency, supervision) to describe some com-
mon ML algorithms and describe their suitability for the use cases from Sect. 6. This is also
visualized in Fig. 4.

Static, Supervised Machine Learning (bottom left quadrant in Figure 4)

Feedforward Neural Networks: Neural networks [91] approximate complex functions by
parameterizing a network of simple, generic functions. The architecture of the network, i.e.
the so-called topology, and the chosen generic functions, i.e. the so-called neurons, decide
about the class of functions which can be approximated. The connections between neurons
comprise parameters, i.e. the so-called weights, which are used to fit the neural network to
a given data set—normally by means of optimization algorithms.

In most cases the topology of feedforward networks comprises a number of layers where
only neighboring layers are connected. The most bottom layer is fed with the input xi where
the top most layer models the labels yi . The network then learns the mapping from typical
inputs to corresponding labels.
Decision Trees and Random Forrests: Decision trees [105] learn a tree of decision rules
to map from a data vector xi to labels yi . Each decision rule splits the set of data by an
inequality on the elements in the vector xi .

Random forests [12] extend this idea by learning a set of decision trees, decisions are
made by a majority vote.
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Fig. 4 Mapping of ML features to algorithms and applications

Static, Unsupervised Machine Learning (top left quadrant in Figure 4)

Clustering: Clustering groups given observations xi ∈ X in clusters X1, . . . , X p, p ∈ N
with

⋃
i Xi = X . The similarity between elements within clusters is maximized while

the similarity between elements in different clusters is minimized. Algorithms range from
simple shaped clusters (with a given number of clusters p) such as k-means clustering [92]
to approaches which are able to identify complex shapes and also identify p, e.g. DBSCAN
[107]. The similarity criterion is defined externally. Clusteringmethods often suffer from the
problem that different cluster shapes require different algorithmsor algorithmconfigurations.
Autoencoder: Autoencoders [40] are neural networks which remember learned data vectors
xi . The key idea is that instead of mapping from xi to yi , autoencoders map from xi to xi .
Thus, autoencoders remember already observed situations and can check how similar new
observations are to this memory. By checking whether a new data vector is remembered, e.g.
an anomaly detectionmethod can be implemented. A variational autoencoder (VAE) extends
the idea of the classical autoencoder (AE) with concepts from probabilistic modeling and
was originally introduced in [64].
Expectation Maximization (EM) / Variational Inference (VI): EM [91] and VI [114] are
algorithms which learn probability distributions from data. For this, the structure of the
probability distributions must be given. The learned distribution can be used to compute the
probability for new data. This solution of course requires that the underlying distribution is
already known.

Dynamic, Supervised Machine Learning (bottom right quadrant in Figure 4)

Time Series: In statistics, time series analysis [91] is a well-established field. Typical solu-
tions such as ARMA [91] learn a given autoregressive function which expresses xi as a
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linear functions of x j , j < i and of stochastic terms. The drawback is the simplicity of the
used functions.
Gaussian Processes: Gaussian processes [125] model a time series as a stochastic process.
The underlying probability function for a range of time steps is a multivariate normal distri-
bution. Gaussian processes are well-suited to capture uncertainties about the learned model
but often suffer from runtime challenges.
Recurrent Neural Networks, Gated Networks, Attention-based Networks: Neural networks
can also be used to learn a model of time series. The simplest solution is the use of computed
values of neurons at time step t as an input for the next time step t+1, i.e. so-called recurrent
neural networks [100]. Since such networks have problems using values from several time
steps in the past, gated networks such as Long Short Term Memory (LSTM) have been
used [54]. Such networks try to generate a memory of important CPS information. Gated
networks must learn when to update the memory which leads to corresponding demands
on the data quantity and quality. Attention-based networks [122] simplify things by only
learning which past data element is relevant.

Dynamic, Unsupervised Machine Learning (top right quadrant in Figure 4)

Recurrent Autoencoder: Recurrent neural networks can also be used in an unsupervised
fashion, i.e. as autoencoders [129].
Markov Models: Markov models [51] capture the time series xi , i = 1, . . . , n as a path
through a given graph. The graph comprises a set of predefined states where transitions
model the probabilistic movement from one state to another state. Hidden Markov models
[91] assume that the current state is not directly observable.

4 Challenges toML for Cyber-Physical Systems

ML methods are currently a central component of many research and business activities.
Despitemany advances, these processes are currentlymainly used in non-technical areas and
are usually difficult to transfer to technical applications such as production or vehicles [120].
The reason: AI and ML methods were often developed for completely different data, such
as economic data. Current ML challenges at the interface between AI / ML and engineering
focus on special requirements by technical systems [95, 97].

The results of non-technicalMLapplications such as business data are usually interpreted,
checked and used by a human [117]. The use ofML in a CPS, on the other hand, often means
the application in a closed control loop: the results are interpreted by software and then
automatically used for optimization. A person is usually no longer involved. This different
usage scenario creates challenges [8–10, 83] which distinguish CPS from non-technical ML
applications such as business data and image processing—and therefore require adaptedML
solutions.
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Challenge 1: Time and State: The main characteristic of all physical systems is that their
behavior must be considered over time, not just at a specific point in time—therefore, for
example, all ML results must also predict system behavior over time. E.g. the behavior of
a chemical plant can only be understood if the history of the last hours is known or many
problems of transport system arise from incorrect accelerations. The behavior over time
thus includes current states, aggregating changes from the past, and information about state
changes. Basic requirements for this are common, uniform timemodels both for the physical
and software parts of a production system [74].

Challenge 2: Uncertainty and Noise: In order to use ML procedures and learned models
in CPS, it is imperative to evaluate the uncertainty of the predictions of the ML systems
[90]. If, for example, an ML system predicts a system failure, the degree of certainty of this
forecast is decisive for the correct procedure. Uncertainties mostly arise from noise on the
sensor data or from values that cannot be observed.

Challenge 3: Usage of A-Priori Knowledge: There is a lot of prior knowledge for CPS
from the design phase, based on physical laws and engineering knowledge. This individual
knowledge should be used to improve AI and ML practices. For ML solutions in particular,
prior knowledge can alleviate the need for big amounts of data.

Challenge 4: Representations and Concepts: ML results and generated models must
be explained to human operators: Why is a maintenance action necessary? Why are new
parameters better than old ones? What happens if repairs are not done? For this, symbolic
concepts must be learned from the (numerical) models, e.g. the concept “ramp-up phase”
for some activations of a neural network. Based on these concepts, explanations and reasons
are generated.

In general, it can be said that ML is in principle an interdisciplinary topic between
engineering and computer science and must be approached using appropriately adapted
methods. In the following, the points from above are discussed in detail.

5 Challenge 1:Time and State

In engineering ormore generally speaking physicalmodeling, time is an essential concept, as
systems change their behavior dynamically. Looking at a single point in time is insufficient, as
key information about the context would be lost. A common way to encode these temporal
dependencies is to introduce the latent state z(t) ∈ Rm , which describes the system at a
given time t . The state evolves over time depending on new observations and can thus store
information about the system,which can then be used for tasks like forecasting, classification
or anomaly detection. Examples are automatons,where z(t) ∈ {m0, . . . ,mi }models discrete
modes which are switched by events e, or ODEs, where the state z changes continuously
over time, e.g. according to ż(t) = f (z, t).
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5.1 Approaches

A time series consists of observations over multiple time steps. In practice, there is no
obvious beginning. Rather than working with all observations that are available, often a
rolling window of k time steps is applied. Let xt ∈ Rn denote a sample at t . Then, a window
consists of the data X = {xt−k, . . . , xt }.

A general approach to describe the state of a system is the state space model [91]:

zt = g (ut , zt−1, εt )

xt = h (zt , ut , δt )

where ut ∈ Rl is an optional input or control signal, g is the transition model, h is the
observation model and εt ∈ Rp and δt ∈ Rq describe noise, which is modeled as a random
variable. Popular examples include ARIMA models [11, 34] and exponential smoothing
[59]. For simple time series, these models work well, are interpretable and data efficient and
thus widely used. Unfortunately, state space models often fail to detect complex patterns in
time series and have to be tuned to every system seperately, which makes applying them
labor-intensive [102].

ML methods are suited to tackle these issues. They can detect complex patterns across
multiple time series and require very little engineering by hand [7, 72]. However, they lack
interpretability and generally require a lot of data to work well. A model architecture that is
built around that idea of learning the state of a time series is the Recurrent Neural Network
(RNN). In contrast to state-space models, it does not rely on stochastic variables, but tries
to model the sample distribution directly. One of the simplest forms of an RNN can be
expressed as Delay Differential Equation (DDE) ([110] gives a detailed introduction). For
i ∈ {t − k, . . . , t}, with a randomly initialized zt−k−1 ∈ Rm , a DDE can be expressed as

zi = Wzzi−1 + Wrri−1 + Wxxi + θz, (1)

ri = G(zi ), (2)

where G(·) is a nonlinear function (e.g. tanh) and the matrices Wz,Wr ∈ Rm×m, Wx ∈
Rm×n and the bias θz ∈ Rm are trainable parameters of the network. If this RNN is applied
to time series data X by shifting it from t − k to t for fixed Δt between observations, the
first two terms of Eq. (1) allow the network to propagate information from the past to the
current time step t .

5.2 State of the Art

Gating Standard RNNs are hard to train, especially for long time series. RNNs suffer from
the vanishing gradient problem [55]: The error gradient, which is needed to train neural
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Fig.5 Representation of an LSTMNetwork unfolded in time. In addition to the cell state ct , a hidden
state vector ht is also formed and propagated along the time axis. The information flow along the
time axis is controlled by the forget gate f , the input gate i and the output gate o. The matrices W , U
and V of the respective gates are the learnable parameters of the LSTM cell that is shifted iteratively
from t − k to t . The LSTM is initialized with h0 and c0

networks, often vanishes when flowing back along the time axis for too long. This leads to
a short term behavior, as information from the past is forgotten. To overcome this problem,
the Long Short-TermMemory (LSTM) [54] uses a gating mechanism as shown in Fig. 5. Its
gates can decide to take new information into account or to neglect it. The gating concept
is also used as a basis for further improvements of the LSTM, e.g. Gated-Recurrent Units
(GRU) [25]. LSTMs are broadly used in applications like anomaly detection in CPS [47],
optimizing productivity perfomance [23], smart grids [2] as well as for artificial generated
sensor data [135].

Attention & Transformer Although the introduction of gates has limited the vanishing
gradient problem, some core problems remain.When processing long sequences, even gated
RNNs often fail to capture information from the start of the sequence properly, as all the
information is crammed into one or two hidden vectors of limited size.

To mitigate this issue, the concept of attention has been introduced and modified to self-
attention [4, 79]. The main idea of self-attention is to save all of the hidden states in a matrix
Z = (zt−k, . . . , zt ) ∈ Rn×(k+1) and to calculate a weighted average context vector z̃ ∈ Rn

to work with. The original self-attention mechansim learns on what hidden states to focus
on:

a = softmax
(
wT tanh (WZ)

)
,

where W ∈ Rl×n and w ∈ Rl are learnable weights with adjustable dimension l. The
attention vector determines how much a hidden state contributes to the context vector

z̃ = ZaT .
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More recently, the hidden state vector has been divided into dedicated parts in order to
dynamically identify where to pay attention with key-value attention [28] or multi-head
self-attention [122].

The Transformer [122], which gets rid of the recurrent structure of RNNs altogether
while solely focusing on attention, has shown spectacular results in many domains [14, 30,
32]. Transformers do not require to process samples time step by time step, as RNNs do,
which accelerates training. However, this parallelized structure comes with a drawback: the
attention mechanism cannot differentiate between time steps, which has to be taught to the
Transformer seperately. Furthermore, the original Transformer has a quadratic runtime with
respect to the input length, which makes it infeasible for long sequences. There have been
various attempts to tackle these issues and to design amore efficient Transformer architecture
for time series [78, 134]. While the Transformer has not seen wide adaption to CPS yet,
research on the application to multivariate time series in general has been promising [80,
130].

Neural ODEs Another shortcoming of RNNs is rooted in their origin in a DDE. Standard
RNNs are not suited for irregularly sampled time series, as z is updated once an observation
x occurs. Defining the evolution of zt continuously in form of an Ordinary Differential
Equation (ODE) ż(t) = f (z, t), where f is realized as a neural net, enables to output values
for zwhenever an observation xt occurs. [20] presents an approach to efficiently learnNeural
ODEs and demonstrates the advantages over RNNs on toy examples. [104] combines the
idea of a continuously defined state z that is updated at the observation times by combining
Neural ODEs and RNN, which shows impressive extrapolation capabilities. Often, physical
systems show discontinuous behavior (e.g. a moving ball bouncing at the ground), therefore
[18] introduces Neural Event Functions for ODEs, which are able to learn ODEs together
with points in time where z(t) suddenly changes.

Neural ODEs have not seen wide adaption to CPS data yet, as current research focuses
on architectures [33], fundamentals [86] and general properties (e.g. robustness) [3, 128].

5.3 Conclusion

Time is a fundamental concept for CPS data, yet until now there is no ideal solution that
incorporates its characteristics. While RNNs and DDEs seem to be a natural fit, in practice
the approach fails to produce good results. Gates, attention and the Transformer architecture
try to mitigate issues of RNNs, but they introduce new challenges, as training an LSTM
can be hard and Transformers are ill-suited for long sequences. Neural ODEs are another
promising approach, but research is still in its early stages. Teaching models to handle time
will be crucial in developing models that can work with CPS data effectively. How to do
this is still largely unresolved.
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6 Challenge 2:Uncertainty and Noise

Often a model is an approximation rather than a comprehensive description of every effect
that takes place in the underlying system. This raises the question of how certain a prediction
can be. In the literature, uncertainty is subdivided into epistemic uncertainty (model uncer-
tainty), as well as aleatory uncertainty (data uncertainty). While epistemic uncertainty in
MLmodels is caused by insufficiencies in model structure or training of the model, aleatory
uncertainty is caused by the loss of information during the data collection of a real world
system, e.g. due to noise within the path of measurement or faulty label information. Epis-
temic uncertainty can be reduced by improving the model or the training process, but it
cannot be completely eliminated in practice. Removing aleatory uncertainty from the data
is only possible to a very limited extent without further knowledge of the real world system
[44, 67].

6.1 Approaches

Methods that allow an estimation of uncertainty for their predictions can be grouped into
three categories: (i) statistical methods, (ii) ML approaches based on reconstruction error,
and (iii) energy-based ML approaches [90].

(i) Given a set of data points X , statistical information like their distribution can be
interfered. Statistical moments of e.g. first (expected value) or second order (variance) can
be calculated (in case of their existence) as high level properties that describe the distribution.
In case the data can be represented by a Gaussian distribution, the mean μ expresses the
average value of all observed data points and the spatial distribution can be described by the
standard deviation σ . By knowing the probability distribution, it is possible to conclude an
uncertainty measure of predicted data points based on the comparison of mean and standard
deviation to the training dataset.

However, capturing the probability distribution of technical systems, due to the under-
lying physical properties and complex interdependencies, is a difficult task. By observing
the system, it is possible to estimate the likelihood, i.e. the measure how well the a-priori
defined statistical model (the prior) fits the observation. This however requires extensive
knowledge of the system’s behavior. For tasks with simple probability distributions where
an accurate prior can be found, likelihood estimation is near to the actual probability dis-
tribution, a reliable measure of confidence can be expected with uncertainty analyses (UA)
and sensitivity analyses (SA) [62, 121].

However, the limitation of the described statistical methods is bound to the complexity
of the data’s distribution [81]. For non-trivial likelihood functions finding accurate priors is
challenging: Amodel’s complexity, i.e. the number of degrees of freedom of amodel to build
a function, has tomatch the data representation of the problem. For real-world problemswith
complex data distributions, this means that the epistemic uncertainty is rising as “simple"
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priors like Gaussian models cannot represent the data. To accomplish this, models with
higher complexity, i.e. with a higher degree of freedom, e.g. neural networks, are needed.

Without knowing priors, frequentist approaches like sampling-based techniques, i.e. the
selection of representative data points, can help to make statistical inference about the whole
model. They are often computationally expensive, but can also be applied to NNs.

(ii) Reconstruction-basedMLmethods like autoencoders (see Sect. 3) measure the uncer-
tainty by calculating the distance e.g. Mean-Squared-Error MSE = ‖x − x̂‖2 between
ground truth x and the reconstructed output x̂ [85]. Through learning a latent representa-
tion z, consisting of fewer dimensions than the input sample, they are forced to learn the
key features of the training data. Therefore, samples coming from a similar distribution to
the learned representation will result in a smaller distance, i.e. smaller reconstruction error,
whereas data far from the learned distribution would result in a higher reconstruction error.

But using reconstruction error as a measure of uncertainty is difficult as it cannot be
clearly interpreted like σ of (i) . Therefore, the distance between the reconstruction and the
grounded truth can act as an indicator for uncertainty, but not as a clear measurement of
uncertainty. As it measures similarity of the training and predicted data set’s distributions,
it can be poorly understood as estimate for data uncertainty (e.g. noise). As the similarity of
two data distributions are well suited to distinguish normal from anomalous data sets, this
method is often used in anomaly detection. Here, a large reconstruction error indicates that
an incoming sample is anomalous [44, 75].

(iii) Energy-basedML approaches use likelihood estimation instead of the reconstruction
error, i.e. in addition to the distance to the mean, the variance of the data is considered for
uncertainty estimation. In comparison to the statistical methods depicted in (i) , where a
suitable statistical model has to be defined a-priori (e.g. Gaussian distribution), energy-
based methods learn to fit the corresponding likelihood function to the probability of the
data’s occurrence. The objective is to train the model to maximize said likelihood function.
Logically concluded, the more data exists to train the model, the more accurately the fitted
likelihood represents the system.

6.2 State of the Art

As distributions of data sets are usually high dimensional and complex, the applicability of
(i) statistical methods for modeling data is limited. While (ii) reconstruction based methods
measure similarity to the training data set, (iii) energy based methods are considered as state
of the art for estimation of uncertainty for predictions. In the following, specific techniques
for the individual high-level approaches are presented.

Loss function based While some methods incorporate statistical values by default, some
methods use the idea of [98]: They try an energy-based approach to learn statistical concepts
by adding σ as a second output to the architecture and by modifying the loss function. For
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dynamical analysis a loss function that includes a measure of uncertainty is derived in [36]
usingmaximum likelihood approach considering three underling assumptions for an LSTM:

(1) All relevant hidden states h can be learned from the data.
(2) Gaussian distribution for covariance of the error x̂t+1 − xt+1 (e.g. white noise).
(3) Knowing the hidden states ht , the remaining noise on each sensor xit is independent (e.g.

white noise).

With these assumptions, the conditional probability for xt+1 is given by the multivariate
Gaussian distribution in Eq. (3).

pθ (xt+1|ht , xt ) =
n∏

i∈N

1√
2πσ i

t+1

exp

⎡

⎣−1

2

(
xit+1 − x̂ it+1

σ i
t+1

)2
⎤

⎦ (3)

With regard to the maximum likelihood, Eq. (3) can be formulated as maximum-
likelihood-error loss function (Eq. (4)) which can be used for training of neural nets that
compute xit+1 and σ i

t+1.

Lt+1 =
n∑

i∈N

⎡

⎣

(
xit+1 − x̂ it+1

σ i
t+1

)2

+ 2 log σ i
t+1

⎤

⎦ (4)

Equation (4) can be interpreted as an extension of theMSE loss function that further reduces
the distance

∥
∥x − x̂

∥
∥
2 through σt+1 with respect to the log term as a penalty.

Sampling based While energy based methods explicitly learn uncertainty, frequentist
approaches like sampling allow us to gather information about uncertainty. A universal
approach for many applications and network types is introduced in [43]. E.g. dropout (ran-
domly switching off neurons during the training on a NN), which is usually used to avoid
overfitting, can also be used to observe uncertainty during the prediction phase. By perform-
ing predictions with dropout, the mean and standard deviation can be evaluated empirically.
Another approach is training an ensemble of models [70] to estimate σ . Here several models
are initialized differently and the samples of the training data that are presented during a
training epoch are shuffled. During training, adversarial samples (samples that are slightly
different from the original samples) are generated. Furthermore, a loss function similar to
Eq. (4) is used to estimate the overall uncertainty.

Bayesian Networks Restricted BoltzmannMachines (RBM) are a type of Bayesian neural
networks which is considered as energy based method. It consists of a visible layer of
neurons vi and a hidden layer of neurons h j . These two layers are used to learn probability
distributions of an unknown data distribution by taking binary states [41, 112]. Each layer
uses a bias (ai for the input layer and b j for the hidden layer). The neurons are connected
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via their weights wi j . The bias as well as the weights are first set randomly and then learned
in accordance to the data the system is trained on. The value associated with each state of
the network is referred to as the energy E of the network (Equation (5)).

E(v, h) = −
∑

i∈visible

aivi −
∑

j∈hidden
b j h j −

∑

i, j

vi h jwi j (5)

Equation (6) estimates the probability of a configuration v by the exponential energy
term of the observed state divided by the sum of the exponential energy terms of all possible
observations v∗. Thus, samples going outside of the learned distribution result in a higher
energy level.

P(v) = e−E(v)
∑

v∗ e−E(v∗) (6)

For a given set of parameters and data, θ andD respectively, the likelihood is theweighted
sum of the log-probability of observed states v.

L(θ,D) = 1

N

∑

v(i)∈D
log P(vi ) (7)

The loss function L, i.e. the optimization function, being the negative log-likelihood as
shown in Eq. (8), is minimized through learning, and thus the likelihood is maximized.

L(θ,D) = −L(θ,D) (8)

6.3 Conclusion

Sources of uncertainty are of various types.While epistemic uncertainty can often be reduced
by more data or a more detailed model, the occurrence of aleatory uncertainty implies an
estimation of uncertainty when predictions are made with NNs. As (i) statistical methods
are limited to non complex data distributions (ii) reconstruction-based methods can act as an
indicator for uncertainty but do not quantify it. (iii) Energy-based methods such as RBMs
or the modification of the loss function allow to learn a measure of uncertainty and are
thus able to quantify uncertainty also for complex datasets. Furthermore, sampling based
methods offer an empirical opportunity to quantify uncertainty for predictions.

7 Challenge 3:Usage of A-Priori Knowledge

The performance of a trained neural network is measured based on the expected perfor-
mance on new data samples drawn from an underlying, normally unknown, distribution.
While classic signal processing is typically done in up to three dimensions, the situation for
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high-dimensional problems dealt with in ML is substantially different. Interpolation cannot
be done by techniques allowing for accurate estimation of errors. Instead, neural networks
are prone to over- or underfitting and therefore limited regarding their capability to gener-
alize to data unseen during training. A function (trained neural network) should be locally
smooth with slight differences of the input resulting in similar outputs. However, if this was
to be ensured solely through a sufficient amount of samples, the required amount increases
exponentially as the dimensionality of the input increases. Therefore, effective priors that
capture the expected regularities and complexities of the high-dimensional real-world pre-
diction tasks need to be found and the amount and quality of training samples need to be
maximized.

7.1 Approaches

Structure of the respective domain presents a source of regularity which can be utilized
by making use of the corresponding symmetries, i.e. transformations leaving certain prop-
erties unchanged or invariant. Symmetries of the underlying data impose structure and are
powerful priors improving learning efficiency by reducing the space of possible functions
to be learned [13]. Arguably, the most illustrative examples can be found in Convolutional
Neural Networks (CNNs)[73] applied to images. Convolutional filters with shared weights
shifted across a grid combined with pooling layers are characteristic for the CNN net-
work topologies exploiting translational symmetry [48]. In image classification, the image
class is unchanged by shifts of the object within the image. Similarly, in time series often
encountered in CPS, an anomaly is to be detected as such regardless of the point in time, so
shifts are also symmetries in the problem of anomaly detection in CPS. However, whereas
flipped images are often considered as equally valid samples, in the case of time series only
orientation-preserving transformations may be appropriate choices. Since RNNs introduced
in Sect. 5 make use of network topologies allowing to dynamically aggregate information in
a way that respects the temporal progression of inputs while also allowing for online arrival
of novel data-points, they are a natural choice when dealing with sequential, temporal data.
One reason why shifted versions of the sequence can be treated equally is that the RNN
input vectors can be seen as points on a temporal grid—a very useful prior.

Whereas in the case of images and sequences data is already recorded with inherent
structure in the form of 1D or 2D grids in Euclidean space, no such structure is provided for
static analysis of single time steps of multivariate CPS sensor data (see Fig. 6(a)). Typically
heterogeneous sensors provide information about numerous subsystems in a non-Euclidean
space. Therefore, inputs x (a... f )

t from sensors a through to f are typically concatenated in
some arbitrary but fixed order to generate a feature vector xt (see Fig. 6(b)) serving as the
input for a neural network. However, domain experts such as engineers designing or main-
taining such systems are aware of the underlying system structure, namely relationships and
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Fig. 6 Sensor inputs x(a... f )
t represented as a) an unstructured set, b) an input vector xt and c) a

graph Gt with verticals V and edges E adding information in the form of relations between inputs

interdependencies between information from different sensors. This source of knowledge
remains to be unlocked by representing the data on a connected graph as shown in Fig. 6(c).
Such graph structure can improve learning efficiency by providing additional information
that limits the space of functions to be learned and enables the use of modern deep learn-
ing techniques able to operate directly on graph-structured data: Graph Neural Networks
(GNNs).

Labels created by domain experts represent the most common and direct way of making
use a-priori knowledge. However, with labeling being a time-consuming process resulting in
quite limited amounts of training samples, supervisedMLhas recently been outperformed by
self-supervised learning algorithms [21, 61], a subclass of unsupervised learning introduced
in Sect. 3). Such techniques employ knowledge about the problem to increase the amount
of training samples by obtaining labels from the unlabeled data itself. This is done by
reconstructing hidden parts of the input from unhidden parts of the input or using data
augmentation to learn better representations. Suitable self-supervised ML pipelines cannot
be designed without a-priori knowledge allowing for appropriate choices of architecture as
well as masking or augmentation techniques.

Simulations of production systems are created during the design phase to model and opti-
mize their expected behaviour. The advantage of such models is twofold: they are inter-
pretable by the domain expert and can be used to transfer knowledge from the expert to the
learning algorithm by generating additional training samples. In contrast to real-world train-
ing samples typically covering normal system states, simulations can extend this subspace
by sampling from the entire distribution of possible system states. This mitigates the issue
of deep learning models often not being able to extrapolate to data unseen during training.
However, real-world and simulation distributions cannot be expected to be identical without
adaptation.
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7.2 State of the Art

Compared to Challenges 1 and 2, usage of a-priori knowledge encompasses a set of open and
heterogeneous research directions in the context of CPS. Therefore, rather than presenting
specific ones in detail, an overview of highly promising methods to be explored by the
community is given.

Graph Neural Networks is a collective term for deep learning approaches operating on
inputs given in the formof a node featurematrix X , an adjacencymatrix A and (optionally) an
edge feature matrix Xe. GNNs unlock the potential of deep learning for non-Euclidian data
without discarding relational information. Network layers are designed to be permutation
equivariant since no canonical ordering of graph nodes is assumed [13]. Modern GNN
architectures can be categorized as convolutional [65], attentional [124] or message-passing
[5, 45] and are capable of operating on graphs directly processing information in the form of
node features as well as edge features. Such models achieve state-of-the-art results for node,
link or graph prediction tasks on protein biology [46] or detection of misinformation [89].
Notably, research on GNNs has largely been driven by the increasing availability of graph-
structured data [58, 103, 108]. In the field of CPS such structure remains to be leveraged by
adding it based on prior knowledge or by learning structure applying latent graph learning
approaches [27, 109, 123].

Self-supervised learning has been employed to unlock the potential of the vast amounts
of data available today by removing the need for human labeled data. This has led to great
success in advancing the field of natural language processing, particularly when combined
with transformer architectures [26, 30, 122]. These algorithmsmake use of knowledge about
the language domain by discretizing the feature space to most common words or characters
and use the inherent structure of text samples to learn about relations of characters, words
or sentences by masking different parts of the input. Other approaches—some of which
have already been extended to the graph domain [118]—make use of augmentations [21] or
two joint slightly different architectures [50]. Successfully designing suitable self-supervised
learning pipelines for CPSwill require a-priori knowledge to come up with suitable masking
or augmentation techniques.

Simulations model the expected behaviour of CPS even before the system is built. These
simulations can be used to uniformly generate high amounts of synthetic samples covering
both normal and abnormal system states [17]. Since the synthetic domain is not expected to
exactly match the real-world domain of system behaviour, it is necessary to combine both
by removing synthetic samples in overlap regions [16] or domain adaptation [29, 119].
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7.3 Conclusion

Interdisciplinary cooperation will be a key factor for successfully incorporating a-priori
knowledge. Significant parts of the store of knowledge of engineers remain to be utilized
and incorporated intoMLpipelines. Opportunities range from enhancing inputs by including
system structure as graph-structured inputs to enable the use ofGNNs, throughbuildingCPS-
specific self-supervised learning techniques, to making use of often preexisting simulations.
Interdisciplinary cooperation will be a key factor for successfully incorporating a-priori
knowledge.

8 Challenge 4: Representations and Concepts

Recent years have shown exceptional progress in ML research, particularly deep learning
[72]. Thismethod’s impact ismainly due to its successes in solving rather specific tasks, such
as playing games [111], detecting diseases on medical images [38], or identifying anomalies
inCPS sensor data [76].However, little progress has beenmade towards generalAI. Teaching
machines to learn (physical) concepts from observations (e.g. sensor data) is considered a
major step in this journey [69]. The emerging research field called Representation Learning
(RepL) is dedicated to this objective. Clear, simple and meaningful representations of high-
dimensional and complex data can enable the explainability of AI algorithms and thereby
also simplify their evaluation. This is particularly relevant in the context of CPS.

8.1 Approaches

In more technical terms, the core motivation of RepL is to build models which are capable
of encoding noisy real world observations of (physical) processes, into meaningful repre-
sentations [6]. These representations are typically vectors of reals numbers, but might also
emerge in form of other data formats such as (automate) graphs [57, 101]. Since most RepL
models can be trained with unlabeled data, their most common use case is to utilize the
typically lower-dimensional representations as input for downstream supervised learning
tasks. Based on these representations, less complex ML models with little labeled training
data can achieve satisfying performance in many cases [71]. According to [48] a good rep-
resentation is one that makes it easier to solve subsequent learning tasks, as illustrated in
Fig. 7. Among the frequently applied examples are the Word2Vec [88] algorithm for natural
language processing and ResNet [21] for computer vision. In its most extreme form, the
procedure of simplifying or enabling downstream ML-tasks with representations leads to
one-shot [39] and zero-shot learning [113], where only one or even zero training examples
are required respectively.
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Fig. 7 Principle idea of RepL. RepL models typically encode data points from a high-dimensional
space Rn into a lower-dimensional space Rm . Ideally the representations also encode meaning. In
this case objects of the same type are close to each other in the latent space and are clearly separated
from objects of another type. Thus, the object types can be separated linearly in the latent space, while
a more complex model would be needed in the original data space. This illustrates how downstream
ML-tasks can be simplified using RepL models

With regards to CPS, these methods are promising for two main reasons: First, (i) good
representation of CPS data (in most cases multivariate time series) are an important step to
explainable AI. Especially among engineers who are used to working with causal system
models, e.g. based on ODEs (see Sect. 5) deep learning methods are often considered as
black box solutions which cannot be understood and hence also not trusted. In this context,
meaningful and simple representations of the often high-dimensional data are helpful in
understanding how AI algorithms work and how corresponding decisions are made. Once
a RepL model is trained, downstream ML tasks can be implemented using simpler models
such as linear regression with very few and interpretable parameters. This process represents
the transition from sub-symbolic to symbolic AI. Engineers and humans in general think
in symbols and explain causal relationships, processes and logic in symbols rather than in
high-dimensional data spaces. Thus, e.g.mappings from the observation spaces (sensor data)
into contexts that are understandable from an engineering point of view, such as automated
graphs [57] and potentially even existing ontology models, can be very useful. Second,
(ii) especially in regard to predictive maintenance use cases such as anomaly detection or
failure predictions, the amount of labeled data is usually very limited. Thus, learning good
representations from the large amounts of unlabeled data can be highly beneficial for diverse
downstream analysis tasks.

However, only little research has been done on RepL for CPS. Apart from a few use cases
such as computer vision methods for optical quality control, the majority of CPS related
ML use cases rely on sensor data. Thus, in most cases, the training and input data are in the
form of Multivariate Time Series (MTS). For this reason, in the following subsection, we
will summarize the current state of research related to learning representations with a focus
on MTS.
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8.2 State of the Art

In line with our approach in Chap.7, the following section provides an overview of the
approaches toChallenge 4 currently discussed in the literature, rather than discussing specific
solutions in detail. A very well known and comprehensive (yet slightly outdated) literature
review on the field of RepL is given in [6]. According to the authors a good representation
captures the underlying factors that generated the data. This definition shows that good rep-
resentations are anything but unique. In order to disentangle the underlying factors, modern
RepL algorithms use so-called clues or priors. In most cases, these clues are implemented
in terms of the model architecture or the loss function and aim at enforcing the disentan-
glement of the learned representations. In a way these clues might also be interpreted as
a-priori knowledge (see Sect. 7.1). A list of such clues for unsupervised RepL is provided
in [6] and [48].

Time series, unlike images or other typical ML inputs, do not represent explicit features
[127]. Thus, mappingMTS to meaningful representations requires particularly strong clues.
Some examples of such clues that we consider to be the most important for our context are
described below.

Dimensionality reduction and manifolds Learning representations, i.e. interesting and
meaningful features, from MTS has a long history. A stream of research that is very closely
related to RepL (and might also be considered as such) is dimensionality reduction. Well
known and still frequently applied techniques for dimensionality reduction such as PCA
[56] and MDS [68] have been developed decades ago. More recently, methods based on
manifold learning such as Stochastic Neighbor Embedding [53], t-SNE [82], and UMAP
[87] have gained popularity. A very powerful family of algorithms exploiting this clue are
AEs (see Sect. 3), which can also be applied to MTS. Different model architectures utilizing
RNNs and CNNs in the encoder and decoder network allow the implementation of so-called
sequence to sequence models, that encodeMTS into lower-dimensional representations [24,
84, 132]. In many cases the behaviour of CPS, which are observed with a large number of
sensors, can be described with only a few latent variables. This concept is exploited, for
example, in the artificial generation of CPS data [135].

Natural clustering The basic concept of clustering algorithms is described above in Sect. 3.
The mapping of objects described in high-dimensional spaces to clusters (some cluster iden-
tifier, mostly an integer value) is a kind of representation in the sense of the definition given
above. This “clue” mainly assumes, that MTS generated by similar underlying processes
(factors) also have similar shapes and patterns according to some distance measure suitable
for time series data such as Dynamic TimeWarping (DTW) [37]. However, clustering MTS
data is not a trivial problem due to the potentially high dimensionality of MTS and the
challenge of defining a distance or similarity measure. A review of time series clustering
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methods is provided in [1]. Some examples of applications of time series clustering for CPS
can be found in [42], [106], and [66].

Simple and sparse dependencies between factors The essence of this clue is to assume
very simple dependencies between the underlying explanatory factors that created the data.
The relationships are assumed to be so simple and general that they can be integrated into
the model architecture or the loss functions. This is motivated by the fact that many physical
laws can also be described in terms of simple relationships of a few quantities [6]. This
“clue” is very popular because it is often used in conjunction with deep generative models,
which have achieved very good results in recent years. In the context of RepL, generative
models approximate the joint probability p(x, z), where x ∈ Rn are the observation and
z ∈ Rm the latent space variables. A very basic assumption for these simple dependencies
is the marginal independence of the latent space variables, such that

P(z) =
m∏

i=1

P(zi ). (9)

This assumption lies at the core of many famous unsupervised RepL algorithms such
as Generative Adversarial Networks (GANs) [49] and Variational Autoencoders (VAEs)
[64]. Many extensions or versions of VAEs and GANs have been introduced in recent
years, some of which introduce other clues in addition to the marginal independence, e.g.
mutual information criteria. Examples are the β-VAE [52], FactorVAE [63], β-TCVAE
[19], InfoGAN [22] or the InfoVEA [133] just to name a few. Note that the dimensionality
reduction and manifold assumption is also explicitly exploited in all of these algorithms.

Others assume simple causal dependencies between the latent variables and the data [115]
or even between the individual univariate time series in the MTS [101].

Communicating agents A very new and still experimental approach is to train several
small neural networks. These networks act as agents that perform different subtasks. The
subtasks are chosen in such a way that different subsets of the underlying explanatory
factors are needed to answer them. Together with a loss function that minimizes the amount
of information exchanged between agents, meaningful variables can be disentangled in the
latent space. These ideas are described in [93] and [60]. The main motivation is to identify
physical concepts. The application of this clue in CPS use cases has not been studied yet.

8.3 Conclusion

RepL is the core area of today’s deep learning and AI research. For its key challenge, the
disentanglement of meaningful latent space variables, many methods have been developed.
RepL is particularly relevant for CPS applications because it represents an important step
towards explainable AI and because unlabeled sensor data can be used and exploited.
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9 Conclusion

This paper explains the role of ML for CPS, provides an overview of the state of the art and
discusses challenges that accompany the application of ML algorithms to CPS data.

To highlight the relevance ofML for CPS, Sect. 6 describes several application scenarios.
ML algorithms can automatically analyze large amounts of data and can thus be used for
tasks like predictive maintenance, resource optimization, the creation of Digital Twins or
automated diagnosis.

An overview of ML in general is provided in Sect. 3. The ML algorithms are categorized
based on two properties: how they handle dynamic, time-dependent data and how much
supervision they need.

Section4 explains why CPS require specific ML algorithms and gives an overview of
the four main challenges identified in this paper: time, uncertainty, a-priori knowledge and
meaningful representations.

Section5 outlines the CPS’ main characteristic: time. In order to describe a dynamically
changing system, a latent state is introduced. Since traditional approaches often fail to detect
complex patterns in the data, the recent surge in computational capacity has motivated an
increasing interest in ML algorithms.

Uncertainty, as another important characteristic forCPS, is discussed in Sect. 6. Tradition-
ally, uncertainty can be expressed with statistical methods. However, for high-dimensional
and complexCPSdata, their applicability is limited.MLalgorithms canmodelmore complex
distributions and learn uncertainty directly. Furthermore, the usage of sampling approaches
allows estimating uncertainty empirically.

How to use existing engineering and physical know-how to improve ML is the topic
of Sect. 7. The main challenges include encoding the relationship of the CPS components,
minimizing the dependence on labels set by domain experts and leveraging simulated data.

Section8 discusses how to derive meaningful representations of high-dimensional data.
Such representations are key to build explainabeMLmodels and to transfer knowledge from
models built on different datasets.

ML has led to breakthroughs in many domains, such as computer vision, natural lan-
guage processing or computational biology. The amount of data available rises rapidly, as
does the computational capacity that fuelsMLmodels. By applyingmore and better sensors,
a CPS can generate large amounts of data as well. However, there has not been a compa-
rable disruption for CPS yet. Incorporating successful approaches from other domains is
a promising start. Yet many application problems arguably exist due to the very nature of
CPS data, which are highly interwined with physical processes and have unique challenges
that first have to be solved. This paper highlights these challenges and gives an outlook of
possible research directions.

In the future, specialized ML algorithms are needed which work on a level of accuracy,
reliability and maintainability required in the field of engineering. For this, a corresponding
research field of “ML for Engineering” has to be established. The visions areML algorithms
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which are fed by engineering knowledge, compute interpretable engineeringmodels and can
be deployed in closed-loop control loops and in autonomous systems.
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Visual Data Science for Industrial Applications

Tobias Schreck , Belgin Mutlu and Marc Streit

Abstract

Advances in sensor and data acquisition technology and in methods of data analysis pose
many research challenges but also promising application opportunities in many domains.
The need to cope with and leverage large sensor data streams is particularly urgent
for industrial applications due to strong business competition and innovation pressure.
In maintenance, for example, sensor readings of machinery or products may allow to
predict at which point in time maintenance will be required and allow to schedule service
operations respectively. Another application is the discovery of the relationships between
production input parameters on the quality of the output products. Analysis of respective
industrial data typically cannot be done in an out-of-the-box manner but requires to
incorporate background knowledge from fields such as engineering, operation research,
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and business to be effective.Hence, approaches for interactive and visual data analysis can
be particularly useful for analyzing complex industrial data, combining the advantages
of modern automatic data analysis with domain knowledge and hypothesis generation
capabilities of domain experts.

In this chapter, we introduce some of the main principles of visual data analysis.
We discuss how techniques for data visualization, data analysis, and user interaction
can be combined to analyze data, generate and verify hypotheses about patterns in data,
and present the findings. We discuss this in the light of important requirements and
applications in the analysis of industrial data and based on current research in the area.
Weprovide examples for visual data analysis approaches, including conditionmonitoring,
quality control, and production planning.

Keywords

Visual Data Science • Industrial Data Analysis • Production Data

1 Introduction

The Industry 4.0 is considered as the “fourth industrial revolution” that may fully automatize
the production process in the manufacturing industry. In essence, it is based on large-scale
digitalization of manufacturing, where machines and humans are connected as a collabora-
tive community, generating large volumes of complex data—often referred to as big data.
The core idea is to collect data, consolidate, and analyze it across the entire manufacturing
process in real-time. The hope is that an analysis of data captured from industrial processes
can lead to a better understanding of production processes, and in turn, support their improve-
ment. Predicting the required maintenance intervals of production machinery, for example,
can lower operational costs. Another example is the identification of influence factors on
production quality, which may be used for quality control.

Current production facilities are typically equipped with sensors that can collect relevant
process data. Together with communication and processing capabilities, sensor systems can
also exchange data from machine-to-machine or machine-to-human, or perform on-the-fly
data analysis at the sensor (edge computing). This data should support the machines in the
task of identifying (e.g., trace parts and sub-assemblies), to adapt the production to changing
requirements and individual needs, and ensuring product flexibility. Yet, raw production data
alone does not provide valuable information and requires domain experts to extract valuable
insights. The volume of data generated in a production process, however, can be overwhelm-
ing. First, the data has to be monitored and recorded using methods that can handle huge
datasets. The next stage includes the analysis of the data (often in real-time) in order to, e.g.,
(i) identify undetected process correlations, (ii) forecast the production quality, and (iii) per-
form root cause analysis of failures or problems. A promising application for understanding
production data is the use of visual data science tools and methods that effectively combine
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machine intelligence with human intelligence and interactive data exploration. Such inter-
active approaches can help domain experts to gain insight frommanufacturing data, identify
interesting patterns, and extract actionable information.

Recently, Zhou et al. [65] identified application opportunities and benefits of visual data
science in industrial applications in different industrial sectors, such as automotive and
energy, and key operations, such as replacement and creation. Researchers in visual data
science address this application space with an increasing set of techniques that effectively
exploit the power of data analytics methods and human information processing capabilities.
Due to this intelligent use of human visual system and analytical methods, it becomes possi-
ble to shift the limiting factors of the analysis of management and production processes data
in complex industrial scenarios. In this chapter, we first introduce the visual data science
methodology and goals and discuss the infrastructure to implement the technology in con-
crete applications in Sect. 2. In Sect. 3, we review example visual data science solutions for
selected industrial applications, such as production planning, quality control, and condition
monitoring. In Sect. 4, we discuss future directions and conclude this chapter.

2 Foundations of Visual Data Science and Challenges

The main idea in visual data science (VDS), also discussed as visual analytics (VA) or visual
data analysis, is to support the exploration, understanding, and explanation/communication
of relevant patterns in data. It is often used for tasks such as data-driven decision-making,
monitoring, and steering of analytical processes. It builds among others on concepts
from data visualization, human-computer interaction, and computational data analysis
approaches. The latter include approaches from statistics (e.g., from exploratory data anal-
ysis) and machine learning, including specific deep learning techniques and artificial intel-
ligence. For this article, we subsume the latter approaches simply as computational data
analysis. For a more detailed discussion of respective terminology, we refer to the overview
given by Cao [12].

Visual data science approaches, typically integrate data visualization with computational
data analysis techniques into interactive systems. In these systems, users explore data to solve
tasks in an interactive, sometimes open-ended process. We start by surveying fundamental
concepts of interactive data visualization (Sect. 2.1) and visual data science (Sect. 2.2). Then,
we give an overview of the data to be analyzed, its complexities (Sect. 2.3), and challenges
(Sect. 2.4)—all through the perspective of visual data analysis. In addition, we review the
technical infrastructure, ranging from off-the-shelf tools to libraries, which can help in
building visual data science solutions for industrial applications (Sect. 2.5).
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2.1 Interactive DataVisualization

Interactive data visualization aims to find suitable visual representations of data, such that
important data properties can be effectively and efficiently perceived by users [13, 36, 57].
The idea is to leverage the human visual perception capabilities to perceive large amounts
of visual information and to link to cognitive processes (“Using vision to think”) [49]. The
integration of interaction techniques [64] allow users to dynamically explore the data by
interactingwith its visual representations.Thisway, users can, for instance, verify hypotheses
about the data, dynamically select and filter data items, and change visual encodings to reveal
patterns.

The capabilities of visualizations are determined by their specific visualization designs
that are composed of visual marks and their geometric and appearance properties as their
main elements. Marks are essentially geometric shapes of type point, line, area, or three-
dimensional marks, as illustrated in Fig. 1a. The appearance of the marks is controlled by
visual channels that encode the properties of the marks. The classification of the visual
channels was proposed by Bertin [8], who originally called them visual variables. Bertin’s
list of visual channels comprised position, size, shape, value, color, orientation, and texture.
Later, Mackinlay [34] extended the list with the channel length, angle, slope, area, volume,
density, color saturation, color hue, connection, and containment. Figure1 shows a selection
of marks whose appearance is modified by means of visual channels. Users can create
visualizations by mapping data dimensions to these marks and channels.

Effective visual designs should convey the data as accurately as possible to users, allowing
a focus on the most important data features, while scaling with the volume of data (see also
Sect. 2.4). Visual design is both a science, in measuring and comparing the effectiveness
and efficiency of design, and an art, in creating designs. Over the years, researchers in
cartography, statistics, and computer science have formalized perceptual guidelines which
a visual designer should consider when defining effective visual representations [8, 23,
34]. Guidelines comprise criteria for visual encoding, perceptually-motivated rankings, and
characteristics of the visual channels. Mackinlay, for instance, developed a formal visual
encoding language to generate graphical presentations for relational information [34]. He
defined expressiveness and effectiveness as themain principles for following in visualization.
The expressiveness reflect how accurately a graphical language can encode the desired
information. The effectiveness describes howwell the graphical language exploits the output
medium’s capabilities and the human visual system. Based on studies, the most effective
visual channels for interpreting data from visualization include position, length, orientation,
area, and depth.



Visual Data Science for Industrial Applications 451

Points Lines Areas

(a) Mark types

Horizontal

Position

Vertical Both

Color

Shape Tilt

Size

Length Area Volume

(b) Appearance properties

Fig. 1 Elementary mark types (a) and geometric and appearance properties (b). By mapping data
properties to marks, visualization designs can be constructed. Figures reused from [36] courtesy of
Tamara Munzner

2.2 Integrating DataVisualization with Data Science

Visualization techniques allow users to get an overview of data sets, interactively explore
data, and gain insights. Building on visualization techniques, visual analytics or visual
data science systems bridge between interactive data visualization on the one hand, and
algorithmic approaches for data analysis (data mining, data science) [30, 54, 55] on the
other hand. Both components can be integrated to form highly interactive, powerful data
analysis systems (see Fig. 2, left part). The goal is to leverage the joint capabilities of analysts,
their background knowledge, and the advantages of automatic data analysis such as pattern
search, clustering, and classification. The inclusion of Machine Learning techniques into
visualization aims to address several goals, including scalability to large data sets that could
not be exhaustively inspected by visualization of the raw data. The result is an encompassing
analytical process, going from discovering single findings in data, to forming insights and
hypotheses about data, and eventually, arriving at actionable results and decision support
[44] (see also Fig. 2, right part).

To date, many data science methods have been proposed—including techniques for data
reduction, clustering, classification, and prediction [22]—and combined with visualization
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Fig.2 The visual knowledge generation model. It suggests that analysts can obtain knowledge from
data by integration of data analysis (modeling) and interactive visualization. The knowledge gener-
ation process works by obtaining findings and insights, which can lead to hypotheses and actions.
Figure reused from [44] with permission

to form effective visual analysis systems [19, 33]. Recently, also artificial intelligence (AI)-
based methods, in particular deep neural networks, gained much popularity. These methods
have been successfully applied in many real-time decision-making use cases, including
autonomous driving, recommender systems, and automated diagnosis. AI is attracting a
growing interest in the industry too, since it is perceived as a powerful technology for
(i) identifying undetected process correlations, (ii) forecasting the production quality, and
(iii) performing root-cause analysis of failures or problems. AI-based approaches can show
superior results in many learning domains compared to more traditional approaches.

How an AI algorithm operates is, in many cases, a black box. Even for experts, it can be
hard to answerwhyAI algorithmsmake certain decisions. Usually, this is due to the input of a
large number of parameters and complex data structures. Yet, this lack of transparency can be
a key problem in industrial practices and may hinder AI-based methods from being actively
used as part of real decision-making processes. However, this issue can be addressed by
making machine knowledge explainable and understandable. Recent work focuses on two
methods to provide explainable AI (xAI): transparency and post-hoc interpretation [61]. The
former renders the AI algorithm transparent, hence showing how the algorithm functions
internally. The latter provides explanations of its behavior. As a result, practitioners are
able to understand, e.g., what the algorithm has predicted and why. However, the biggest
challenge for xAI is to provide explanations that are interpretable by humans. Visualization
offersmany opportunities to helpAI-based systems become understandable and explainable,
as discussed by Hohman et al. [24].

2.3 Data Types and Characteristics

A key prerequisite to employ visual analytics techniques for practical data analysis is to
model the input data. In order to select suitable analysis and visualization techniques, it
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needs to be clear which types of data are input to the analysis. In the following, we review a
selection of data types that are typically found in industrial applications and for which the
scientific community has developed a broad variety of visual representations and interaction
techniques. For additional details and visualization examples, see the linked references
to textbooks and surveys. Note that this selection of data is not intended to be complete
but follows a pragmatic approach linking to applications. The distinction of visualization
techniques by data type is often used in visualization research, dating back to Shneiderman’s
data type by task taxonomy [49].

Tabular data consists of rows and columns. In a simple flat table, each row shows an
item, and each column is an attribute describing the item. An item is an entity representing
a city, a person, or a shop, for example. An attribute is a specification that can be measured,
observed, or logged, such as age, price, and temperature. A combination of a row (=item)
and a column (=attribute) represents a cell that contains a value of that pair. However,
multidimensional tables have a more complex structure: the data values are ordered in
hierarchies [36]. Appropriate sorting of tables is typically required to detect patterns and
relationships in the data [6].

Time-dependent data ubiquitously occurs in many applications, for example, when
measuring resource consumption over a production cycle, or in sales data. In the context of
visualization, the temporal aspect is particularly challenging because of the unique charac-
teristics of time. Time has hierarchical levels of granularity (60 s = 1h, 24h = 1day, etc.)
with irregular divisions (a month consists of 28 to 31days), cyclic patterns (e.g., seasons of a
year), and cannot be perceived by humans directly [2]. Depending on the size, dimensional-
ity, and resolution of time series data, againmany scalable visualization techniques have been
proposed [2]. Examples are time-charts, pixel-oriented, and glyph-based representations.

Spatial data comprises data that is localized in a reference frame of some kind. For
instance, geographic maps can encode information on land usage, transportation facilities,
or addresses of customers. 2D and 3D shaped information can be used for describing parts
to be produced in an assembly line. Spatial data often arises in engineering or simulation
tasks to describe the physical properties of a space or product, for example, air turbulence
caused by a jet engine design. Note that spatial data can include any specific data type, as
long as it is localized. Air turbulence, for instance, can be described as a time-dependent
flow (or vector) field. Spatially moving objects give rise to trajectories, the visual analysis
of which is an important application [39],

Graphs (or networks) represent data by nodes, links connecting the nodes, and descrip-
tive data associated with both. They are an important model to represent structured informa-
tion. Examples in industrial applications include flows of input factors, product hierarchies,
and marketing networks. Visual analysis techniques for graphs include representations as
node-link diagrams based on various layout techniques and more abstract representations,
including adjacency matrices [31, 40]. Many analysis tasks in real-world graphs depend on
analyzing and exploring changes in both the topology of the graph and data attributes asso-
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ciated with the nodes and edges [40]. Dynamic graph visualization is required to address
this aspect [4].

Textual data may stem from textual communication, reporting, feedback captured from
customers, technical specifications of products and patents, etc. Text visualization tech-
niques [27] tackle the challenging problem of identifying key information in a large text
collection. Different analysis perspectives are possible, focusing on text features, text struc-
ture, or names and entities, for example.

Image, video, and audio data also regularly occur in industrial processes, e.g., during
quality control for optical, X-ray, ultrasonic material inspection, or visual surveillance of
production processes. Appropriate techniques, e.g., from multimedia signal processing and
computer vision, can be applied to transform the input data to one or several of the above
data types, for example, to represent numeric measurements or events. For an overview of
video visualization methods, see the survey by Borgo et al. [9].

In practice, data analysis often requires integrating data of different types, sources, and
qualities. In many cases, data transformations are needed to apply data analysis and visual-
ization, e.g., to describe customer transactions by selected numeric features by which they
can be grouped and compared. In the following, we review important challenges in the
context of visual data science.

2.4 Challenges in CreatingVisual Data Analysis Applications

We next discuss a set of important challenges pertaining to data properties and complexity
of user tasks in visual data analysis.

The Three (or four) V’s of (big) Data As discussed in Sect. 2.3, application data often
comes in different forms and in large volumes, often referred to as big data. It is a term that
is not only used by domain experts, but that has also entered the mainstream vocabulary.
In fact, big data has become the subject and driving factor of enormous importance in both
academia and industry. The first association to big data is often related to the data volume,
although it covers a much broader set of aspects. Even though many definitions have been
proposed over the years, the most established one is the 3Vs of big data—volume, velocity,
and variety—formulated by the Gartner Group [32].

The first V, data volume, is a moving target. As technology develops, we continue to
increase the volumeof datawe collect. Scientists anddata science practitioners have formany
decades been faced with the challenge of making sense of more data than they can process
using the methods and technologies available. This implies that a specific visualization will
most likely not be able to display the data at the highest level of detail on the given output
device. Consequently, data aggregation and filtering methods are needed to deal with this
aspect.
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The second V, data velocity, refers to the speed at which the data is generated and needs
to be processed. For instance, analyzing live streaming data from production machines or
social media is more difficult than processing hourly measurements acquired by weather
stations stored in a static file.

The third V, data variety, addresses data heterogeneity in terms of type, source, and
format. Detecting patterns by automatically clustering a homogeneous table with thousands
of rows and columns might be more straightforward than finding correlations in a small but
heterogeneous table in which the columns have different semantics and attribute types. The
problem becomes even more difficult when one needs to make sense of multiple intercon-
nected datasets—possibly even mixing various data types. An example is high-dimensional
production data that needs to be investigated along the production process.

In addition, data veracity may be considered a fourth aspect—extending the definition
to become the 4 Vs of Big Data. It pertains to the quality of the data, e.g., precision and
completeness of measurements, as well as its trustworthiness and origin. It is another deci-
sive factor, as only analysis of accurate and relevant data can lead to relevant insights and
decisions.

User Tasks and Personalization Besides technical challenges in data visualization and
analysis, there is also the challenge of supporting the many different possible user tasks
(or goals) in data analysis. Models of the visual data analysis process identify a variety
of user goals in understanding data [36], e.g., identifying trends and outliers, classification,
prediction, comparison andmanymore. In addition, the backgroundknowledge and expertise
of users may vary. Hence, visual data analysis systems must be flexible and support different
tasks and types of users. To this end, it is interesting to develop adaptive systems. These
custom visual analytics systems build upon the idea that the choice of visual representation
depends to a large extent on the visual perception and interests of the user.Visual data analysis
design considering user’s preferences and interest is a research topic that receives increasing
attention in recent years. Current research mainly focuses on using either explicit user
feedback [5, 10, 38] provided in the form of ratings (representing user’s visual preferences)
or tags (representing user’s topic of needs), or gaze movements [48, 50, 51], to help identify
visualizations that best address the users’ preferences, expertise, and tasks.

UserGuidance Visual data science approaches often require a significant level of visual and
data analytical skills from theuser.However, usersmaynot possess such skills right away, and
hence have difficulties while analyzing the data. Also, domain experts within a specific area
mayhave little or no knowledge about visual data analysis. Therefore, companies or institutes
employ data analysts with visualization and analysis skills, but little domain knowledge in
manufacturing processes, which as a result might impede the decision-making process. One
possible solution to tackle this issue is to guide user throughout the data exploration process.
Ceneda et al. [14, 15] define guidance as a “computer-assisted process that aims to actively
resolve a knowledge gap during an interactive visual analytics session”. The key factor
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in guided analytics is to exactly figuring out what the users’ needs and preferences are and
which steps to take to address them. In this context, guidance can be provided to recommend
the appropriate visualizations and analytical steps [37].

2.5 Under the Hood:Visual Data Science Infrastructure

Technology Stack As in any sector, technology ismoving fast. So any discussion of specific
tools and libraries will be outdated quickly. Therefore, in this section our aim is to briefly
outline the technology stack to help readers better understand the spectrum that ranges from
using off-the-shelf tools, through employing declarative libraries, to using programming
languages for creating tailored visual analysis tools designed for a specific, well-defined
purpose. Figure3 illustrates the technology stack. Off-the-shelf tools at the top of the stack,
such as: Tableau,1 Microsoft Power BI,2 and Spotfire,3 have the advantage that they are easy
to use and do not require programming skills by domain experts. However, they are limited in
the sense that they support a fixed set of data types, visualization techniques, and analytical
capabilities—although extension and plug-in mechanisms alleviate this limitation. Behrisch
et al. [7] provide a comprehensive overview of commercial visual analysis tools, evaluating
the performance, available features, and usability.

An alternative to using off-the-shelf tools is to employ static and interactive plotting
libraries, as part of Notebook environments such as Jupyter Notebook4 or R Markdown,5

for instance. Example libraries are Vega6 and Vega-lite,7 Chart.js,8 and plot.ly.9 Finally,
making use of high-level programming libraries for creating specialized visual analysis
tools is the most expressive option, but also the one that requires the highest effort and
skills. For instance, D3.js10 is a popular JavaScript library that allows developers to flexibly
create web-based visualizations.

General Purpose vs. Tailored Tools General purpose visualization tools are effective for
answering a broad set of analysis questions. In contrast, answering (domain-)specific ques-
tions often requires tailored tools that are designed for a small set of specialized users. This

1 https://www.tableau.com/
2 https://powerbi.microsoft.com/
3 https://spotfire.tibco.com/
4 https://jupyter.org/
5 https://rmarkdown.rstudio.com/
6 https://vega.github.io/vega/
7 https://vega.github.io/vega-lite/
8 https://www.chartjs.org/
9 https://plotly.com/
10 https://d3js.org/

https://www.tableau.com/
https://powerbi.microsoft.com/
https://spotfire.tibco.com/
https://jupyter.org/
https://rmarkdown.rstudio.com/
https://vega.github.io/vega/
https://vega.github.io/vega-lite/
https://www.chartjs.org/
https://plotly.com/
https://d3js.org/
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Fig.3 The visual analysis technology stack with off-the-shelf tools at the top, declarative static and
interactive visualization libraries in the middle, and high-level programming libraries at the bottom.
While the ease of use and skills required increase from the bottom to the top, the expressiveness and
tailoring possibilities decrease. The figure is adapted from Jeff Heer’s keynote given at the OpenVis
Conference in 2015

is frequently the case for ill-defined domain-specific problems that need to be investigated
by means of interrelated, heterogeneous datasets, as often encountered in data-driven sci-
ences. Visual analytics researchers can contribute to the solving of domain-specific research
questions by designing and building tailored visual analysis solutions and tools. Figure4
illustrates the relationship between the type of questions to be asked and the number of
potential users. The more specific the questions are, the lower the number of users that can
benefit from the tool becomes. Our advice is to rely on proved and tested general purpose
tools. Nevertheless, if that is not possible and the problem to be solved is important enough,
it is worth to invest time andmoney in creating highly specialized domain-specific solutions.

Dashboards: Multiple Coordinated Views An important requirement for the visual anal-
ysis of heterogeneous data is that the analyst is able to evaluate, compare, and interpret
related data subsets shown in various visual representations and at different levels of gran-
ularity (i.e., complete datasets, groups of items, or single items). Multiple Coordinated
Views (MCV) [43] is an established and powerful concept that addresses this requirement
by linking multiple juxtaposed views. Nowadays, this concepts is colloquially referred to as
dashboards.

The coordination of views refers to the principle that operations triggered in one view are
immediately reflected in all other views. This coordination can concern data operations, such
as filters and selections that result in a synchronized highlight of items (known as linking
& brushing) or synchronized view operations, such as pan, rotate, and zoom. The views to
be linked can show the same data subset using different visualization techniques, different
data subsets encoded by the same visualization technique, or combinations thereof—also at
various levels of granularity.
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Number 
of users

high

low

Types of ques�onsgeneral specific

General purpose tools Custom visualiza�on tools

Fig. 4 Relationship between the type of analysis questions and the number of users (adapted from
[45]). The more specific the question, the lower the number of potential users. General-purpose tools
are designed for answering general questions, while customized visualization tools are able to address
specific questions that are only relevant for a small set of highly specialized domain experts

Dashboards are an integral part of many state-of-the-art visual analysis tools. However,
designing effective dashboards is not a trivial task and many different factors need to be
considered for this purpose [20, 46]. In the following section, we discuss selected visual
analysis solutions that are specifically tailored to the needs of real-world industrial use
cases—going beyond standard off-the-shelf dashboards.

3 SelectedVisual Data Science Approaches for Industrial Data
Analysis

Visual data science methods are increasingly applied to solve problems in many domains
and disciplines. Stakeholders from industry also show strong interest in these methods, and
researchers have started to develop concepts and applications for visual analysis of industrial
data. An overview of a number of techniques is provided by Zhou et al. [65]. The authors
group the approaches by industrial sectors (automotive, energy, etc.), and phases of the
process (production, service, etc.) and discuss a number of representative works.

In this section, we also give an exemplary overview of approaches. To this end, we
chose a number of key industrial operation tasks, and for each one, we selected exemplary
approaches from the literature and our own research. While we cannot claim complete-
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ness of the operations or approaches, we have striven to achieve a representative overview.
Operations partly overlap and several of the approaches could be applied to more than one
operation. For example, production planning operations also depend on and influence condi-
tion monitoring and quality control operations. Research in this area is active and the space
of known solutions is steadily growing.

3.1 Production Planning

In production planning, the goal is to plan resource allocation to provide efficient produc-
tion or service, subject to dependencies and constraints. In one application example from
the metal industry, Wu et al. [58] propose to use abstract graphical elements to represent the
smelting furnace and heating oven for metal ingots casting in order to support the engineers
involved to achieve a better understanding of the synchronous relationship of scheduled
capacity and the load between these two components. Jo et al. [29] focus on visualiz-
ing manufacturing schedules (i.e., plans to manufacture a product) used in semiconductor
facilities. They use LiveGantt, a novel interactive schedule visualization tool that supports
temporal filtering, product filtering, and resource filtering to help users explore large and
highly concurrent production schedules from various perspectives. Although a case study
demonstrated the efficacy of LiveGantt, it suffers from scalability issues when applied to
large manufacturing schedules. To tackle this issue, the authors proposed more advanced
visualization techniques, such as horizon graphs.

ViDX [62] is a visual analytics system that visualizes the processing time and status
of work stations in automatic assembly lines, allowing production planners to explore the
production data for identifying inefficiencies, locating anomalies, and defining hypotheses
about their causes and effects. Their solution maps the production lines and dependencies
to a dense flow chart enriched with time series and metadata on the production (see Fig. 5a).
VIDX scales well to real-time for small data volumes, but not to year long data. Moreover,
the visualizations are not responsive and do not easily adapt to different user devices.

A common problem in production planning is that there are typically multiple objectives
(goals) given, e.g., cost, time, and quality, but trade-offs exist which prevent all goals from
being optimized simultaneously. Hence, production planners need to decide on a single
solution from the efficient solution space (in Pareto set). The PAVED system [16] was
created following a design study in the motor construction industry. The approach supports
the visual explorationof solutions, usingmultidimensional data visualization and appropriate
interaction facilities (see Fig. 5b).
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Fig.5 Example visual analytics approaches for selected industrial data analysis problems. (a) Visual
analysis of assembly sequences. Figure reused from [62] with permission. (b) The PAVED system
[16] uses interactive parallel coordinate plots for the exploration of engineering solutions in a multi-
criterion optimization process. The approach resulted from a design studywith domain experts. Figure
courtesy of Lena Cibulski
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Fig. 6 Inspection of unwanted material inclusions for product quality monitoring (right) and identi-
fication of possible influencing factors (left) in the ADAM system [28]. Figure courtesy of Nikolina
Jekic

3.2 Quality Control

Inspection of product and service quality is another important task that needs to be done
regularly to ensure reliable output. As an example from the metal industry, the ADAM
system [28] provides visual analysis of quality properties of aluminum plates produced by
a casting and rolling process. The quality is measured by ultrasonic analysis of the metal
plates, which record indications of inclusions in the metal by position and size. The ADAM
tool represents the inclusion data in a scatter plot (see Fig. 6, right) from which densities and
distributions of inclusions can be readily perceived. The interface allows to efficiently browse
through large data sets and compare inclusion distributions for different production runs.
ADAM also enables users to compare inclusion analysis results with production parameters,
such as alloy recipe and cast control parameters. To this end, an array of data displays (see
Fig. 6, left) are linked to the inclusion view, and interactive selection and highlighting allow
users to search for outstanding patterns and possible correlations. However, ADAM has not
been fully evaluated yet. Therefore, we cannot drive any conclusions about the efficacy and
scalability of this tool.
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3.3 Equipment ConditionMonitoring

Equipmentmonitoring plays an important role in industrial applications and refers to observ-
ing a process, system, or machine with the goal to guarantee its expected functioning. Pure
monitoring tasks allow operators or other personnel to inspect live streaming data coming
from sensors or other data sources. Monitoring solutions frequently present the latest data
in the context of historical data or provide predictions to assist users in judging or plan-
ning future operations (see section on predictive maintenance below). As an example, Wu et
al. [59] present an interactive visual analytics systemwith a semi-supervised framework that
supports equipment condition monitoring (see Fig. 7a). The idea is two-fold. Monitoring of
operations is supported by visualizing the correlations of sensors, where changes can be
noted in near-real-time and can inform domain experts in an exploratory way. Furthermore,
this also involves a semi-supervised approach that learns about normal states of operations
from user labeling of production sensor data. A classifier is trained, which can report devia-
tions from the normal situation, again informing conditionmonitoring experts, or potentially
triggering detection measures. However, the tool can face scalability issues when there are
too many sensors. To tackle this issue, the authors propose to first group sensors into mod-
ules, then modules into super modules, and encode the statistical information of these super
modules. Only one of the super modules will be visualized when selected by the user.

Anomaly detection is an important aspect of monitoring the condition of equipment
or the whole system. Currently, the challenge of anomaly detection is to specify possible
anomalies in advance, since its detection is situation-dependent, and previously unknown
or unexpected anomalies may occur. Anomalies frequently need to be detected in real-time.
Dutta et al. [17] use a comparative visualization technique to analyze the spatio-temporal
evolution (variations of distributions, statistically anomalous regions in the data) of rotating
stall in a jet engine simulation. They use a heatmap to visualize the anomaly detection results
and a 2D plot to show the evolution of anomalous regions of the jet engine stall, both allow-
ing the engineers to verify the performance of the jet engine design prototype and improve
its structure. Janetzko et al. [26] provide a visual analytics tool to report on anomalies found
in multi-variate industrial energy consumption data and guide the user to the important time
points. The algorithm used to detect the anomalies does not require computationally expen-
sive calculations, which makes it possible to recognize sudden unexpected changes in power
consumption. Likewise, Maier et al. [35] present a visual anomaly detection approach that
guides the user in detecting anomalies found in time series of production plants. To reduce
the users’ workload in identifying the anomalies, the dimensionality of the dataset is reduced
using principal component analysis. While this approach reduces the information space to
the most important dimensions, it may also result in not all anomalies being represented in
the visualization.

Sedelmair et al. [47] proposed a visual analytics tool for the automotive industry which
combines visualization techniqueswith anomaly detection algorithm that allows engineers to
explore anomalies in messages from the in-car communication network. Although effective,
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a field study has revealed scalability issues of the tool that hinder its use by engineers in
their daily work. In our own previous work, we considered anomaly detection inmultivariate
times series of engine test bed cycles [52]. Anomalies are declared if the measurements in
one cycle differ, more than a certain degree, from expected values based on previous cycles.
Various anomaly detection methods are implemented. Users can interactively explore the
detections on multiple levels of detail, including cycle glyphs and correlation matrices (see
Fig. 7b, top), as well as line-chart-based details (see Fig. 7b, bottom). However, plotting
up to thousand of cycles can be an issue for glyph and matrix representations. To tackle
this scalability issue, advanced filtering and reordering techniques could be used. Also, in
order to include the users’ preferences and interests in this selection process, methods for
preference elicitation could be implemented.

A common technique in condition testing are acoustic testing procedures. The IRVINE
system [18] is based on acoustic analysis of test objects, e.g., engines during analysis in a
testbed. The system visualizes obtained spectrograms, and allows to compare these across
different tests to find deviations which may explain product errors. IRVINE features an
annotation tool which allows users to record observations for future reference. In addition,
the system provides cluster analysis to cope with increasingly large amounts of acoustic test
data, supporting scalability. Figure8 illustrates the interactive views provided.

Another relevant work conducted in the area on condition monitoring is proposed by
Post et al. [42], who provide a series of interactive visualizations that shows the process
data generated by a complex production system. In addition, the visualizations are used to
highlight the bottlenecks or excessmachining capacities, hence guiding the user to interesting
locations and events. The guidance is particularly important, as it helps users to focus on
single products or machines and readily identify the critical issues that affect them.

3.4 Predictive Maintenance

Predictive maintenance (PdM) refers to monitoring the performance and condition of equip-
ment and machines in industrial environments during the normal production process and
implementing methods to reduce malfunctions, failures, and errors. In order to detect such
failures and performance issues, PdM uses condition monitoring tools that provide early
warnings of fault or degradation (see Sect. 3.3). As an application example, the design lim-
itations of complex products, such as products in aerospace, are usually found after the
physical prototype is manufactured or is in use. It stands to reason that this causes delays
and high costs in production. To tackle this issue, Peng et al. [41] and Abate et al. [1] propose
visual analytics frameworks that are designed to help product designers and maintainability
technicians to simulate and evaluate the product life cycle. As a result, the product designer
can iteratively adjust the product schemes and hence reduce the development cycle time
and costs. Peng et al. present a systematic approach of a visualization system that lacks
an evaluation with end users. Abate et al. [1] present a virtual reality (VR) system that
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Fig.7 (a) Equipment condition monitoring based on machine state classification. Figure reused from
[59]with permission. (b) Anomaly detection in sensor data streams using glyphs, a correlationmatrix,
and line chart inspection for details [52]. Figure courtesy of Josef Suschnigg
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supports interactions with the environment in which maintenance activities can be simu-
lated. The usability and the usefulness of the system has been assessed with a user study,
revealing increased user performance and satisfaction when performing a maintenance task
when using the proposed system. Canizo et al. [11] provide methods to predict failures
on wind turbines. The methods are executed in a cloud computing environment, to tackle
the scalability issues and make predictions in real-time. Given that each wind farm has its
own configuration and turbines, Canizo et al. further provide a visualization dashboard that
visualizes the geographical location of the turbines together with the notification about the
predictions and the status information of the turbine in real-time. Finally, Wörner et al. [60]
propose a visual analytics tool that visualizes diagnostic machine data from the manufac-
turing domain, hence helping experts to judge whether or not specific parts or elements of
the machines are behaving as expected or need to be repaired or replaced. The system has
only been tested with a small data set and is therefore difficult to assess with regard to its
scalability and usefulness.

3.5 Causality Analysis

Machine learning is being used increasingly for industrial scenarios to investigate the sta-
tistical associations between the production parameters for generating predictions or event
forecasts. Although powerful, the method often fails to answer the critical question “What
influences X?” [21]. Such questions can be answered with causality tools. Nevertheless, the
casual structure of a production process is often too complex for users to follow and under-
stand by only looking at the outcome of the algorithms. The visualization community aims
to address this problem by providing tools that help users to easily perceive and understand
the complex structure of causal relations. A commonly used tool to display the causal rela-
tions between parameters is a directed graph [25, 63], whereas the current research showed
promising results for interactive path diagrams and parallel coordinates to be used to expose
the flowof causal sequences [56] (see Fig. 8). Graph visualizations, path diagrams, and paral-
lel coordinates are common visualization techniques for visualizing high-dimensional data.
As a result, they achieve higher efficiency and scalability for visualizing causal relationships
between parameters when compared to other visualization techniques.

4 Conclusions and Future Directions

Wegave a compact overview of goals, fundamental concepts, and existing solutions in visual
data science in the light of industrial applications. Such approaches integrate computational
data analysis methods with interactive data visualization, aiming to support data under-
standing and pattern discovery. There are many application opportunities in industrial data
analysis, pertaining to tasks such as production planning, equipment condition monitoring,
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Fig. 8 (a) The IRVINE system [18] supports inspecting large amounts of acoustic test data, over-
viewing clusters of acoustic profiles of test objects. Test engineers can compare acoustic profiles,
annotate observations for hints of errors, and comparemeasurement details. Figure courtesy of Joscha
Eirich. (b) The causal structure investigator interface with interactive path diagrams (see mark b) for
visualizing the causal relations, and parallel coordinates (see mark c) for observing data partitions
and identifying causal models potentially hidden in the data. Figure reused from [56] with permission
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quality control, and anomaly detection. We discussed the main data types and challenges in
data acquisition. By means of application examples, we highlighted selected results from
the state of the art, and closed with a selection of promising future directions.

There are many opportunities to leverage the potential of visual data science approaches
for industrial data analysis problems. In order to advance in this field, many research chal-
lenges sill remain to be tackled. In the context of generic challenges in visual data science
and application opportunities, we refer to a recent overview by Andrienko et al. [3].

In the following, we outline a number of challenges specific to industrial visual data
analysis. First, we observe that the trend to Industry 4.0 is characterized by continuous
digitalization of industrial operations. Notably, there is a continuous process to add new
data sources for monitoring production and operation. Hence, when developing visual data
science applications for industry, we cannot work with a stable set of data sources, but need
to be able to flexibly integrate additional data types into running processes. This means that
agile development environments are needed, and long-lasting research planning processes
may not be applicable. We observe from our project work that, due to continuous integra-
tion of data sources and sensors, data heterogeneity is increasing in terms of data formats,
sizes, resolutions, and qualities. While industrial standards already exist, data heterogeneity
and complexity is expected to remain a permanent challenge due to the heterogeneity of
equipment manufacturers.

Data ownership and governance problems may also occur in projects. For example, both
equipment manufacturers and operators are interested in obtaining and analyzing equipment
data. However, access to the data may be complicated due to competition and data privacy
relationships.

In addition to data-driven approaches for understanding industrial processes, rich knowl-
edge also exists in the form of industrial process management engines, containing domain-
specific production and engineering knowledge as production programs and historic produc-
tion records. In our opinion, how to link and integrate process engines and operational data
analysis applications is a challenge that offers promising application potential. For more
discussion on this, we refer to the work by Thalmann et al. [53].
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Abstract

In the era of digital transformation, new technological foundations and possibilities for
collaboration, production as well as organization open up many opportunities to work
differently in the future. The digitization of workflows results in new forms of working
which is denoted by the term Work 4.0. In the context of Work 4.0, digital assistance
systems play an important role as they give users additional situation-specific information
about a workflow or a product via displays, mobile devices such as tablets and smart-
phones, or data glasses.

Furthermore, such digital assistance systems can be used to provide instructions and
technical support in the working process as well as for training purposes. However,
existing digital assistance systems are mostly created focusing on the “design for all”
paradigm neglecting the situation-specific tasks, skills, preferences, or environments of
an individual humanworker. To overcome this issue, we present a monitoring and adapta-
tion framework for supporting self-adaptive digital assistance systems for Work 4.0. Our
framework supports context monitoring as well as UI adaptation for augmented (AR)
and virtual reality (VR)-based digital assistance systems. The benefit of our framework
is shown based on exemplary case studies from different domains, e.g. context-aware
maintenance application in AR or warehouse management training in VR.
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1 Introduction

Nowadays we are witnessing a rising trend of digital transformation which is shaping our
everyday life, value creation processes, and the way we are working. Especially in the
context of production processes, the increasing amount of digitization and interconnection
of production systems is sometimes referred to as Industry 4.0. As a result of this industrial
(r)evolution, the role of human work changes significantly, which is often denoted with the
term Work 4.0 [2]. This means that in the context of Work 4.0 due to the digitization of
workflows each individual worker will face a variety of challenges and problems to solve,
mostly related to high cognitive activities.

To overcome this problem, digital assistance systems play a crucial role to support human
workers to execute their tasks in an efficient, effective, and pleasantmanner. For this purpose,
digital assistance systems assist human workers by providing additional situation-specific
information about a workflow or a product via displays, mobile devices such as tablets
and smartphones, or data glasses. Such digital assistance systems can be used to provide
instructions and technical support in the working process as well as for training purposes.

In the last decades, various digital assistance systems have been proposed in different
application domains such as manufacturing [14], assembly [9], or maintenance [16]. How-
ever, existing digital assistance systems are created focusing on the “design for all” paradigm
neglecting the situation-specific tasks, skills, preferences, or environments of an individual
human worker. In most cases, the existing digital assistance systems are system-centred
in a way that they primarily focus on the industrial task they are supporting. Certainly, in
this connection, the context-of-use which is crucial for the interaction of the user with the
production system is not considered.

To overcome this issue, we present amonitoring and adaptation framework for supporting
self-adaptive digital assistance systems (SADAS) forWork 4.0. According to Laddaga et al.,
a “Self-adaptive Software System evaluates its own behavior and changes behavior when the
evaluation indicates that it is not accomplishing what the software is intended to do, or when
better functionality or performance is possible” [18]. We make use of this definition and
transfer the idea of self-adaptive software systems to self-adaptive digital assistance systems
(SADAS). For this purpose, our framework supports context monitoring and UI adaptation
for AR/VR-based SADAS. The benefit of our framework is shown based on example case
studies from different domains, e.g. context-aware maintenance application in augmented
reality or warehouse management training in virtual reality.

The remainder of this book chapter is structured as follows: In Sect. 2, we present back-
ground information on Industry&Work 4.0 as well as digital assistance systems. In Sect. 3,
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we discuss themain challenges in developing self-adaptive digital assistance systems. Based
on these challenges, in Sect. 4, we describe and discuss related approaches. Section5 is ded-
icated to presenting our monitoring and adaptation framework for SADAS. In Sect. 6, we
present case studies to show the applicability of our framework. Finally, Sect. 7 concludes
our work with an outlook on future work.

2 Background

In this section, we introduce basic concepts of Industry 4.0 andWork 4.0 as well as the main
idea behind Digital Assistance Systems.

2.1 Industry andWork 4.0

Since the beginning of industrialization, technological advancements have led to paradigm
shifts which today are named “industrial revolutions”: in the field of mechanization (the
so-called 1st industrial revolution), of the intensive use of electrical energy (the so-called
2nd industrial revolution), and of the widespread digitization (the so-called 3rd industrial
revolution) [19]. On the basis of an advanced digitization within factories, the combination
of internet technologies and future-oriented technologies in the field of “smart” objects
(machines and products) the term “Industry 4.0”was established for a planned “4th industrial
revolution” [19].

According to [25], the term Industry 4.0 stands for the fourth industrial revolutionwhich is
defined as a new level of organization and control over the entire value chain of the life cycle
of products. For realizing the future of productivity and growth in manufacturing industries,
Industry 4.0 includes several enabling technologies such as cyber physical systems (CPS),
internet of things (IoT), cloud computing, or novel forms of human-computer interaction.
Over the last few years, Industry 4.0 has emerged as a promising technology framework used
for integrating and extendingmanufacturing processes at both intra- and inter-organizational
levels. This emergence of Industry 4.0 has been fuelled by the recent development in ICT.
The developments and the technological advances in Industry 4.0 provide a viable array of
solutions to the growing needs of digitization in manufacturing industries [27].

On the other hand, the process of digitization and incorporation of new technologies and
intelligent systems in various sectors and domains, are the core enablers for the changes
which are about to come with the new way of work [1]. Nowadays, the business processes
of every corporation and organization are supported by powerful IT systems which become
more enhanced by the introduction of sophisticated robotic and sensor technologies, Cyber-
Physical Systems, 3D printing technologies and intelligent software systems. As a conse-
quence of the process of rapid digitization and the technology fluctuations, the requirements
and demands for the working individuals in the workplace are changing.
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Therefore, the termWork 4.0 was introduced in November 2015 by the German Federal
Ministry of Labour and Social Affairs (BMAS) when it launched a report entitled Re-
Imagining Work: Green Paper Work 4.0 [26]. This initiative envisions new ways of work
where the focus will be on the human workers, taking into account their individual abilities,
characteristics, and preferences while aiming at allowing greater flexibility and ensuring
work-life balance. Considering the current predictions, it becomes necessary to focus on
the human as an important part in the sector of industrial production. Therefore, the need to
develop digital assistance systems which are able to adapt to the personal abilities, needs,
and individual characteristics of the working individuals is emerging.

2.2 Digital Assistance Systems

The term Digital Assistance System was introduced in [10] as the primary interface to opti-
mally integrate humans into a production environment during task execution. Based on
this definition, a DAS can be seen as a technical system for dynamically delivering dig-
itally prepared information. Informational assistance systems record data via sensors and
inputs, then process this data to provide employees the right information (“what”) at the
right time (“when”) in the desired format (“how”) [22]. The main goals of a DAS are to
avoid uncertainty and mental stress for users, warn them of dangers, as well as increase of
productivity, e.g., reduction of training time, search times, or operating errors [10]. DAS can
be divided into stationary assistance systems, mobile assistance systems, handheld devices
(such as tablet PCs), and wearables [22]. While stationary assistance systems are perma-
nently installed at a work station (such as a mounted projection device), mobile assistance
systems, in contrast, are moved to the assembly object via a mobile solution. Wearables
can be classified by the body part on which they are worn (such as “smart glasses,” “smart
gloves,” “smart watches”).

In the past, DAS have often been used to create standardized instruction manuals to
be used by all employees working on the assembly system (design for all) - independent
of their individual features. To tackle this limitation, providing personalized and situation-
specific assistance is a promising alternative to empower the workers while supporting them
in performing complex physical and cognitive tasks. However, in order to provide such
assistance, theDASneeds to be enrichedwith capabilities concerning continuousmonitoring
and self-adaptation which are known from the area of Autonomic Computing. The term
Autonomic Computing (also known as AC) refers to the self-managing characteristics of
distributed computing resources, adapting to unpredictable changes while hiding intrinsic
complexity to operators and users [15]. The AC system concept is designed to monitor and
adapt aManaged Element, using high-level policies. It will constantly check and optimize its
status and automatically adapt itself to changing conditions by using the Monitor, Analyze,
Plan, Execute-Knowledge loop.Based on the ideas of context-awareness and self-adaptation,
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we aim to bring classical DAS to a new level of Self-adaptive Digital Assistance Systems
(SADAS).

3 Challenges

In the course of two different research projects, we have analyzed the challenges in the appli-
cation and adoption of digital assistance systems in the industry setting. The first project was
related to the manual assembly of an Electrical Cabinet (E-cabinet), while the second one
was dealing with the process of manual assembly of a concrete product in a Smart Factory
[12]. For identifying the requirements and needs of the human workers in the industrial
sector with regard to the usage of DAS, we have conducted semi-structured interviews with
experts from different research fields: Psychology, Sociology, Didactic, Economics, Com-
puter Science, Electrical and Mechanical Engineering. Based on this investigation, we have
identified the following main challenges:

Challenge 1: Information Presentation
For many years traditional graphical user interfaces (GUIs) have been successfully adopted
for mobile platforms. e.g. through the integration of multi-touch interaction and responsive
layout algorithms that adapt the visual display to different device sizes. However, in applica-
tions that rely on spatial information related to a real-world environment GUIs are not ideal,
because the information displayed in the interface is removed from its real-world context
and interaction is effected indirectly through the interface [24]. Especially digital assistance
systems in the context of manufacturing and assembly using current sensor data and the
user’s current location are examples that rely heavily on such spatial information which
can be reached through interaction technologies like Augmented Reality or Virtual Reality.
Associated with the aspect of information presentation is the question of the computing plat-
form how a digital assistance system works and can be accessed by the end-users. There are
several target devices for DAS on the market which are developed by different companies
and organizations. Target devices could be smartphones, tablets, or HMDs for Augmented
Reality (e.g. Microsoft Hololens, RealWear Glasses, or Google Glass Enterprise Edition)
or Virtual Reality (e.g. HTC Vive, Oculus Quest, or Valve Index). The cost of a device, its
comfort in using it, and the ability of a device to help the user accomplish her task are some
of the reasons that influence the type of equipment that different users and organizations use
to acquire them. Each computing platform can have different properties regarding hardware
and sensor, operating system, used SDKs, etc. Given the heterogeneous span of various
devices for DAS, it is essential to have multi-platform support so that a digital assistance
system can be deployed and used across varying computing platforms.
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Challenge 2: Monitoring
The acceptance and successful application of a digital assistance system highly depends on
the quality of the information that is shown to the end-users in guiding them through their
task. With this regard, it is important to provide situation-aware information for the end-
users so that they can accomplish their tasks in an efficient, effective, and satisfying manner.
For this purpose, a digital assistance system (DAS) should enable context monitoring fea-
tures to the end-users to inform them about dynamically changing characteristics of the
working environment. With this regard, an important challenge is to continuously observe
the context-of-use of a DAS through various sensors. The context-of-use can be described
through different characteristics regarding the user (physical, emotional, preferences, etc.),
platform (Hololens, Handheld, etc.), and environment (real vs. virtual environmental infor-
mation). Due to the rich context dimension which is spanning over the real-world and virtual
objects, it is a complex task to track and relate the relevant context information to each other.
The mixture of real (position, posture, emotion, etc.) and virtual (coordinates, view angle,
walk-through, etc.) context information additionally increases the aspect of context man-
agement compared to classical context-aware applications like in the web or mobile context.

Challenge 3: Adaptation
Based on the collected context information, a decision-making process is required to ana-
lyze and decide whether conditions and constraints are fulfilled to trigger specific adaptation
operations on the DAS. In general, an important challenge is to cope with conflicting adap-
tation rules which aim at different adaptation goals. This problem is even more emphasized
in the case of AR-based digital assistance systems as we need to ensure a consistent display
between the real-world entities and virtual overlay information. For the decision-making
step, it is also important to decide about a reasoning technique like rule-based or learning-
based to provide a performant and scalable solution.

As AR/VR-based digital assistance systems consist of a complex structure and compo-
sition, an extremely high number of various adaptations is possible. The adaptations should
cover text, symbols, 2D images, and videos, as well as 3D models and animations. In this
regard, many adaptation combinations and modality changes increase the complexity of the
adaptation process.

4 RelatedWork

In previous work, different approaches were introduced to address the above-mentioned
challenges Information Presentation,Monitoring, andAdaptationwithin the scope of digital
assistance systems.

In [3], the authors present a framework for assistance systems to support work processes
in smart factories. They argue that, due to the large spectrum of assistance systems, it is
hard to acquire an overview and to select an adequate digital assistance system based on
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meaningful criteria. Therefore, they suggest a set of comparison criteria in order to ease
the selection of an adequate assistance system. Compared to our framework, this work is
rather supporting the process of selecting a suitable digital assistance system while the
above-mentioned challenges are not explicitly covered.

Similar work is presented in [5] where the authors present solution ideas for the techno-
logical assistance of workers. Besides technological means for supporting human-machine
interaction in the Industry 4.0 era, the authors describe how the novel role of human work-
ers in the context of Industry 4.0 should be addressed. As concrete examples for digital
assistance systems, they focus on web-based and mobile apps incorporating AR features
for Work 4.0 scenarios. They also focus on the aspects of context monitoring and adaptive
UIs for the AR-based assistance app. However, the main focus is on hand-held AR devices,
while the usage of head-mounted displays in AR or VR is not covered.

A more formal approach in guiding different stakeholders to choose an adequate digital
assistance system for their organization, domain, or application field is presented in [16].
This work proposes a process-based model to facilitate the selection of suitable DAS for
supporting maintenance operations in manufacturing industries. Using this approach, a dig-
ital assistance system is selected and linked to maintenance activities. Furthermore, they
collect user feedback by employing the selected DAS to improve the quality of recommen-
dations and to identify the strength and weaknesses of each DAS in association with the
maintenance tasks. While this approach supports the selection of an adequate DAS in the
context of Industry 4.0 it is not focusing on the aspects of monitoring and adaptation.

Besides the above-described approaches, some other works in the field of digital assis-
tance systems apply the human-centered design process in order to design and develop
assistance systems that fulfill the needs of the user requirements and the context-of-use.
An example work in this direction is presented in [21] where the authors develop a digital
assistance system for production planning and control. Similar to our work, this approach
is focusing on the aspects of context monitoring and UI adaptations within DAS, however,
they do not apply AR/VR interfaces to cover spatial information and interaction with a DAS.

Another type of work related to digital assistance systems is presented in [4] where
the authors propose a lightweight canvas method to foster interdisciplinary discussions on
DAS. While this approach is primarily focusing on interdisciplinary discussions in the early
stages of requirements understanding and design of DAS, it is not addressing a development
process for situation-aware digital assistance systems in AR or VR.

The most related approach to our monitoring and adaptation framework for SADAS is
presented in [12]. In this work, the authors introduce a digital-twin based multi-modal UI
adaptation framework for assistance systems in Industry 4.0. This approach characterizes a
predecessor solution of our presented work here. While this work covers aspects of context-
awareness and adaptation for DAS, the scope of targeted applications and devices remains
restricted so that AR and VR technologies for example are not covered.

While the above-described approaches highly focus on the selection and development of
digital assistance systems, they are not fully covering the novel aspects of context-awareness
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and adaptation especially in the combination of AR and VR applied for DAS. Therefore,
in the following, according to the challenges introduced in Sect. 3, we analyze further
approaches which focus more on the topic of context monitoring and adaptation within
the scope of AR and VR applications.

Augmented Reality (AR) and Virtual Reality (VR) have been a topic of intense research
in the last decades. In the past few years, massive advances in affordable consumer hardware
and accessible software frameworks are now bringing AR andVR to themasses. AR enables
the augmentation of real-world physical objects with virtual elements and has been already
applied for different aspects such as robot programming [34], product configuration (e.g.,
[6, 7]), prototyping [13], planning and measurements [40] or for realizing smart interfaces
(e.g., [17, 35]). In contrast to AR, VR interfaces support the interaction in an immersive
computer-generated 3D world and have been used in different application domains such as
training [36], prototyping [38], robotics [37], education [41], healthcare [31], or even for
collaborative software modeling [30].

While context-awareness has been exploited in various types of applications including
web [28], mobile (e.g., [33] or [32]), and cross-channel applications (e.g., [39] or [29]) to
improve the usability of an interactive system by adapting its user interface, only a few
existing works are focusing on the topic of context-awareness in AR and VR.

In [8], the concept of Pervasive Augmented Reality (PAR) is introduced. A taxonomy
for PAR and context-aware AR that classifies context sources and targets is presented. The
context sources are classified as human, environmental, and system factors. As apparent in
the title, Grubert’s work treats Augmented Reality, here with special regards to pervasive
Augmented Reality.

Context-aware Mobile Augmented Reality (CAMAR) [23] is an approach on context-
awareness inmobile AR focusing on user context, which is measured using the user’s mobile
device. It enables the user to customize the presentation of virtual content and to share this
information with other users selectively, depending on the context. Furthermore, a frame-
work called UCAM (Unified Context-aware Application Model) [11] can be used to create
CAMAR-enabled applications. UCAM is a framework which besides the acquisition, pro-
cess, and awareness of contextual information provides also a unified way of representation
with respect to user, content, and environment.

The framework presented in [20] focuses on the context-aware adaptation of interfaces
in mixed reality, with the main adaptation points being what content is displayed, where it
is shown and how much information of it is displayed. It is designed to adjust the content
display depending on the user’s tasks and their cognitive load and archives this using a
combination of rule-based decisions and combinatorial optimization. The framework uses
parameters about the applications that are to be displayed as input additionally to the context-
specific parameters to achieve a fitting layout optimization. The framework is mentioning
mixed reality as its base, but regarding that, it shows contents in the real world and does not
create a whole new virtual world, it can safely be said that AR is supported.
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Apart from the above-mentioned approaches which address the development of context-
aware applications in general without directly focusing on digital assistance systems in
the context of Industry 4.0, there are also specific approaches that use AR in the smart
factory context. One example of such an approach is presented in [24]. Here, AR is used for
supporting workers in an Industry 4.0 environment where they have to accomplish assembly
tasks. The work presents the initial experience with the AR-based assistance systems.

5 Monitoring and Adaptation Framework

In order to address the described challenges, we present a monitoring and adaptation frame-
work for supporting self-adaptive digital assistance systems (SADAS). Our framework
which is based on the MAPE-K architecture [15], is depicted in Fig. 1.

It is basically divided up into two main components, the Autonomic Manager and the
Managed Element. The Autonomic Manager is responsible for continuously monitoring
theManaged Element through Sensors and to automatically react to changing conditions by
adapting theManaged Element through Effectors. For this purpose, the AutonomicManager
consists of a control loop that is called MAPE-K, while this acronym represents the starting
letters of the main sub-components:Monitor, Analyze, Plan, Execute, and Knowledge.
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Fig. 1 Architectural overview of the monitoring and adaptation framework
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The Managed Element represents in our case the Digital Assistance System (DAS) that
is deployed on an execution platform that can be accessed through different devices such as
VR HMDs, AR Smart Glasses, or Tablets. Furthermore, the DAS is characterized through
context information that can be observed throughContextMonitoring Features. This context
information can consist either of Real-world Context information which is gathered by
sensing existing sensors in the real physical world (in the case of AR) or Virtual-world
Context informationwhen context information such as gestures, pose, or virtual environment
information are continuously monitored in the VR world. Besides context information that
can be observed through the sensors of theDAS, there areAdaptationFeatures to characterize
the adaptation operationswhich are executedwith themeans of theEffectors of theDAS. The
Adaptation Features can contain various adaptation operations to adjust the DAS interface
through run-time adaptations, e.g., changing modality or layout.

A refined architectural overview of our monitoring and adaptation framework for virtual
and augmented reality (MAVAR) based SADAS is depicted in Fig. 2. It consists of three
main components: Context Monitoring, Decision Making, and Adaptation.

The Context Monitoring component is responsible for constantly collecting information
about different kinds of context to enable the framework to react to them appropriately.
All the information on the context is measured by sensors; partially real sensors like the
camera or the inertial sensors like gyroscopes, partially in a more figurative sense like
measuring information about the app such as positioning of virtual objects or usage. The
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sensor data is read out through Sensor APIs and used by several sub-components which
are each responsible for checking on one specific context feature (e.g. DarkCondition and
DistanceToUserBigCondition in Fig. 2). The entirety of the Context Monitoring Features is
used by the Condition and each of the context features has its own component responsible
for monitoring it. The context observed by the Condition sub-classes is categorized into
Environment, User, and Platform Context. The Environment Context includes everything
that impacts the system from the outside, such as noise or objects in the real world (in
AR) or virtual environmental information (in VR). User Context denotes any information
available about the user, such as age or experience, but also the social context the user is
currently in. Any information about the platform on which the system is running, like the
availability of sensors or the compatibility with different software kits, is summarized in the
Platform Context.

The Decision Making is led by the Control component. This component supervises the
active conditions and rules from the Context Monitoring and Adaptation components. The
connections between the Control, Rule, and Condition component make it possible for the
components to work together closely and to incorporate and connect theContext Monitoring
and Adaptation component.

The Adaptation component is responsible for the execution of actions in response to
a captured context change. The Adaptation Features component consists of several sub-
components (like the AudioOutRule or the FaceUserRule in Fig. 2) specified to each execute
a respective adaptation. To do so, the sub-components make use of different parts of the
System API to access the needed functions. Some of these APIs are for example for AR API,
which is necessary to influence the AR part of the application, or the Native API, which is
used to influence native system functions as the language. The adaptation features, which
are executed by the Rule sub-classes, are divided into the Style, Modality, Service, Con-
tent Presentation, Real-World, and Virtual-World changes. The Style adaptation operation
changes the look or behavior of single elements, theModality operation adjusts the sensory
input and output the user utilizes to interact with the application, and Content Presentation
treats the way contents are presented to the user on the screen. Furthermore, the Service
change operation describes changes made on the device level regarding the type of device or
features it offers, the Real-World changes treat actions that are tied to objects from the real,
physical surroundings of the device and the Virtual-World changes describe adjustments of
virtual objects either in an AR or VR scene.

To achieve the required functionality ofmonitoring and adaptation of DAS, it is necessary
to connect adaptations to the context changes that should trigger them. In MAVAR, this is
done by adding one or more conditions to a rule, which will react to changes in the context
features monitored by the conditions with the adaptation which is implemented for it. To be
more specific, a rule will become active and get executed as soon as all of its conditions are
fulfilled at the same time. For cleanup purposes, there is also an unexecute method, which
will be called when one or more of a rule’s conditions are not fulfilled anymore (making the
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rule inactive) and which is supposed to be used to reverse any effects of the rules execution
that should only be active as long as its conditions are true.

The constant monitoring of the context through the conditions and the prompt execution
of the adaptations through the rules is ensured by the control component. The control com-
ponent acts as an observer for all of the condition and rule components. Conditions report a
change to the control when they detect a change in the context feature which they monitor,
therefore they report either on it newly being true or newly being false. Rules report a change
to the control when they are either executed (thereby executing an adaptation) or unexecuted
(reversing an adaptation). As the rules depend on their registered conditions for changing,
they report to the control if either all their conditions are true and were not all true before
(rule gets executed), or if all conditions were true before and at least one newly turned false
(rule gets unexecuted).

To make sure the context changes are detected, the control component regularly updates
itself. If the update method is called, each of the registered rules is evaluated and in turn
evaluates its respective conditions to check whether a context change has happened since
the last evaluation and returns the new state of the context to the rule. If a change occurred,
the condition also notifies the observing control component, causing a new update process.
The rules receive the result of each of their respective conditions and react accordingly
(for example by being calling their execute method). If a rule is executed or unexecuted,
it notifies the observing control component, so a new update will be executed in case any
context features were impacted by the rule’s actions.

6 Case Studies

In this section, two case studies are presented which show the benefit of our monitoring
and adaptation framework for digital assistance systems. The first case study deals with an
AR-based SADAS for maintenance scenarios. The second case study shows an example of a
VR-based SADASwhich supportswarehousemanagement training in a virtual environment.

6.1 Example 1: AR-Based Context-Aware Assistance for Maintenance
Tasks

As an example application of our monitoring and adaptation framework for DAS, a multi-
platform and context-aware AR app for printer maintenance was developed. The app guides
its user through the process of exchanging the ink cartridges of a printer step by step, with
each step being described in a text window and illustrated by 3D arrows and other elements
arranged on the printer.
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Fig.3 Experience-level adaptation: Instructions on how to turn elements are only shown to new users

Some of the monitoring and adaptation features are illustrated with screenshots in the
following figures, with the left image illustrating the state before the adaptation and the right
image showing it after adapting.

In Fig. 3, the effect of an adaptation responding to the user’s experience is shown. It
displays example control elements to illustrate how to do different transformations on 3D
objects and thereby shows the user how they can, for example, rotate objects. As the action
responsible for displaying the illustrations is connected to a conditionmonitoring the number
of app uses, it is only executed on the first five uses of the app, so the user can use the app
undisturbed once they got used to the controls.

While working on the printer, the user has to access the printer from several angles.
This can cause them to look at the message with the instructions from a very steep angle,
which makes it hard or impossible to read. Of course, the user could move away from the
printer, read the message, and then go back to the printer again, but that would be rather
inconvenient and disruptive for the workflow. For this reason, the application uses an action
that rotates the specified object, in this case, the message window, towards the user at all
times (see Fig. 4) to make sure it is always readable.

There is also a condition that turns true whenever the camera receives very little light
input, which is usually the case when the devicewas laid down, for example, if the user needs
their hands free. As this prevents the user from seeing any objects of the AR application, a
voice interface is activated (see Fig. 5). Itmakes sure the description of the current task is read
out to the user and it enables them to interact with the application using voice commands.
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Fig.4 View-angle adaptation: The window is dynamically rotating to face the user regardless of their
position

Fig.5 Modality adaptation: The application switches to a conversational UI if the AR camera is not
available
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This allows the user to interact with the application even if they are currently not able to
hold the device to use it in AR mode.

Figure6 shows a change in the instruction window’s level of detail. This is achieved using
the action for this in combination with a condition that reacts to the user’s distance to the
printer, so the detail is lowered if the user is more than for example 1.2m away from the
printer. Adjusting the level of detail can help the user to focus on the currently important
task. It can also be used to make the user come closer to important objects or to create a
simpler and tidier AR environment by removing information that is currently unnecessary.

These features, amongst others, aim to enhance the user’s experience using the printer
maintenance application. As they are all executed automatically based on context informa-
tion, the user does not have to do anything to get an application that is at all times customized
to the current situation.

Furthermore, in Fig. 7, screenshots from the same digital assistance system application
are shown for a different target platform. Instead of an Android-based AR app like shown
before, we nowhave the same app running on theHoloLenswith the same context-awareness
and UI adaptation features supported for the new target platform.

In summary, the implementation of the above described AR-based digital assistance
system shows how our MAVAR framework supports the monitoring and adaptation process
of a DAS on different target platforms.

Fig. 6 Distance-based adaptation: When the user moves away from the printer, the level of detail is
decreased while the text size is increased
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(a) Modality Adapta�on: Control of Assistance 
System via Speech.

(b) Distance-based Adapta�on: When the user is near 
to the printer, status of the ink cartridges is visualized.

Fig. 7 Context-aware AR Printer Maintenance App on HoloLens

6.2 Example 2:VR-Based Context-Aware Assistance forWarehouse
Management Training

As a further application scenario for our monitoring and adaptation framework for DAS,
we present an example from the logistics domain. A typical task in this domain is ware-
house management where employees have to pursue pick and order operations. As shown
in Fig. 8(a), a digital assistance system is used for supporting the employees in their tasks.
In most cases, the picking process is paper-based in a classical sense, or sometimes there is
a digital assistance system in the form of an application running on a tablet. In both cases,
still, logistics executives often detect stock discrepancies and misplaced wares. This is due
to the different levels of expertise of employees with the warehouse management system
and order picking process.

(a) Digital Assistance System for Warehouse
Management running on a Tablet.

(b) VR-based Assistance System for
Warehouse Management Training in a virtual

Environment.

Fig. 8 Warehouse Management
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In addition, the differences in performance between order pickers are great. Some pick
quickly and precisely, others with errors or even damage wares. Furthermore, in a real
physical setting, training of the employees is expensive and time-consuming. It is often
also the case that companies do not have a spare warehouse where they can train new
employees and relocate moved wares to the original position after the training. Furthermore,
it is desirable to offer repeatable and comparable training, especially for new or short-term
staff.

To overcome these issues, we have developed a VR-based assistance system to support
the training of the picking process. As shown in Fig. 8(b), the same warehouse management
application running on the tablet is provided in the virtual training environment. In addition
to that, the core application logic of the warehouse management app can be further aug-
mented through virtual elements that can be displayed in the virtual environment. This is,
for example, used to realize a step by the guidance of the user of the VR training application.
In Fig. 9(a), one can see how additional textual descriptions help the user to accomplish the
task. Similar to the AR-based assistance system, we have also here monitoring and adap-
tation features to guide the learning process in the warehouse management training app in
the most suitable way. In Fig. 9(b), for example, it is shown how the location of the wares
which the user has to pick are highlighted by a green box. Based on such situation-aware
information, the users can be guided through step-by-step context-aware information so that
the effect of learning can increase.

Furthermore, our VR-based assistance system is designed in such a way that different
workflows in the area of warehouse management (Single-order and Multi-order picking
with different kinds of exceptions) can be supported. For this purpose, the different training
workflows are specified based on a process model (in our case BPMN) which can be edited
according to the needs of the VR training application.

To sum up, the illustration of the above described VR-based digital assistance system
for warehouse management training shows that our monitoring and adaptation framework

(a) Step by step guidance of the user
in the VR Training Applica�on.

(b) Context-aware guidance: Loca�on of the
wares to pick are highlighted by a green box.

Fig. 9 VR Warehouse Management Training Application
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is applicable for different kinds of digital assistance systems and flexible to cover various
workflows in this area.

6.3 Discussion

While the above-described case studies illustrate the benefit of our monitoring and adapta-
tion framework, there is still room for improvement of such self-adaptive digital assistance
systems so that they can find their way to industrial practice. With this regard, it has to
be mentioned that the implementation of our framework currently is in a prototypical state
where several improvements regarding visualization of the AR/VR interfaces can be done to
increase the usability and user experience (UX) of the end-users. In this context, a usability
study should be conducted to assess the usability and UX of the resulting DAS based on
our framework. Besides that, the efficiency and effectiveness of our monitoring and adapta-
tion framework should be analyzed to check its applicability and benefit in further domains
beyond maintenance and training.

7 Conclusion and Outlook

As a consequence of ongoing digital transformation, new technologies are emerging which
change the way we are working and communicating with humans and machines. In this
context, digital assistance systems play a crucial role as they provide means for supporting
human-to-human and human-to-machine interactions. Furthermore, such digital assistance
systems can be used to provide instructions and technical support in the working process as
well as for training purposes.

In this book chapter, we argue that existing digital assistance systems are mostly created
focusing on the “design for all” paradigm neglecting the situation-specific tasks, skills,
preferences, or environments of an individual human worker. To overcome this issue, we
first discuss themain challenges in developing self-adaptive AR/VR-based digital assistance
systems. After that, we present a monitoring and adaptation framework for supporting self-
adaptive AR/VR-based digital assistance systems for Work 4.0. Our framework supports
context monitoring as well as UI adaptation for AR/VR-based digital assistance systems.
The benefit of our framework is shown based on exemplary case studies from different
domains, e.g. context-aware maintenance application in augmented reality or warehouse
management training in virtual reality.

Although the presented framework makes a further step to support and improve working
processes of humans in times of Industry 4.0, further research according to assistance systems
has to be done to reach a better degree of acceptance. For reaching this, further improvements
in the areas of hardware and display technology are required so that dynamic 3d objects
and information can be visualized on smart glasses or similar wearables. Beyond that,
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holographic 3d displays are emerging which could lead to the future of holographic working
environments. Furthermore, intelligent techniques are necessary to improve object detection
at run time that is a key enabler in assisting humans in working processes. In its current
state, the implemented adaptation process in our framework follows a rule-based approach.
Further optimization of UI adaptations can be reached through extending the adaptation
manager by machine learning algorithms. This way, log data (context information, previous
adaptations, and user feedback) can be analyzed to learn the most suitable adaptations for
future context-of-use situations. In general, a broader acceptance of AR/VR technologies
needs to be reached so that these technologies can be used to augment human abilities and
thus improve their cognitive and physical tasks.
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Abstract

Our society is progressing from an industrial society to a knowledge society and 
thereby establishing constant changes with unprecedented extent and speed. This 
is due to the urge of mankind to improve quality of life by gaining knowledge and 
insights, and to the steadily increased power of information technology. For enter-
prises, the changing environment constantly opens new chances and existential risks, 
which force them to adapt to their changing contexts on time. So, to survive and suc-
ceed, enterprises must organize digital transformation as a process to steadily shape 
their future, and they must consider their context in a wider scope than usual. Also, 
entrepreneurs are facing increasing challenges. With these insights, we propose a 
novel human-centric view on enterprises, their digital transformation, and their posi-
tion in the society. It combines technical and business levers with enterprise culture. 
We introduce a reference model-based approach for a continuous, holistic enterprise 
evolution and focus on the orchestrated solution provider (OSP) as the future enter-
prise model. It supports the entrepreneur and self-responsible teams to master digital 
transformation and to sustain the success of their enterprise in the knowledge society. 
In this sense, the OSP follows the vision of Industry 5.0 for a sustainable, human-
centric and resilient European industry, while going far beyond with its holistic view.
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1  Introduction

Recent studies show that almost every entrepreneur of any industry agrees on the need of 
digital transformation for her/his enterprise, of continuous change, and of a scope, which 
goes beyond technology and includes the human factor, since effective digital trans-
formations require shifts in mindset and behavior [5]. Practiced approaches differ and 
it seems that no one can fully understand the rich set of methods and practices, which 
emerge or are ready to support these transformations. It has become best practice and 
provides some guidance for digital transformations, to differentiate the use of digital 
technology for optimization of existing business models (digitization) and for enabling 
new business models (digitalization). Nevertheless, the human factor is often reduced to 
expectations of customers or motivation of employees.

Instead of adding the human factor to the dominating business and technology views, 
we place humans in the center of our consideration, and take a broad and holistic view 
on enterprises and their environment.

This holistic view reveals a fundamental and sustainable change of our society, which 
implies new business rules. It is the progress from an industrial to a knowledge society 
which establishes a “new normal” of constant changes with unprecedented extent and 
speed [11]. This is due to two complementary drivers: On the one hand, mankind longing 
to improve quality of life by gaining knowledge and insights which constantly changes 
human needs and behaviors. On the other hand, information technology, whose increas-
ing power turns everything into software-defined items, changeable on demand, available 
everywhere for everyone, at any time.

Knowledge has always been critical. But how it is treated has changed: first slowly 
over a long period and restricted to privileged people, now boosted by information tech-
nology, providing any kind of data, highly available for everyone. But mankind has 
learnt reality differs from individual perception and there is no absolute truth. Everyone 
must find own insights for a meaningful life. Hence, knowledge and insights are steadily 
questioned and individually reflected. Mankind has also learnt the limited ability to grasp 
reality, which leads to the acceptance of not-knowing and the insight to handle it respect-
fully. This results in reassessment of risk we impose on our environment and society. 
Thus, the new type of society is also characterized as risk society [6], society of multiple 
options [20] or reflexive society [7].

Consequently, the half-life of acquired knowledge decreases and uncertainty, com-
plexity, and ambiguity increase. This means greater freedom for every individual in 
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shaping her/his own life. Communities of people must establish values and behaviors 
that provide social cohesion and thereby respect that enterprise cultures are as specific 
as the personalities and ideas of people building the enterprise teams. Constant search 
for fulfilment of meaning also converges professional and private world and fosters new 
solutions for work-life balance [29]. The nature of work is also changing. Digital tech-
nologies are not only increasing the usability and availability of information, but also 
the speed of acquisition and change. This turns information into a substantial production 
factor. Knowledge workers replace industrial workers and ask for novel working models, 
which resonate with their personal work-life-ideas [13].

These changes hold true on global scale. So, do changing habits from generation to 
generation. Globally classified as baby boomers, X, Y, Z [26], each generation sets its 
own priorities, and often takes as granted, what is just gradually accepted from the previ-
ous generation (e.g. mobile computing). Enterprises must not only realize the impacts on 
customer behavior (e.g. sharing instead of owning) or on workplace requirements (e.g. 
usage of social media), but also on environment conditions.

Summing up, the change to a knowledge society requires enterprises to transform, to 
leverage new digital business models, and to master disruptive changes. Digital transfor-
mations must meet specific requirements:

• Being flexible and adaptive to seize new opportunities or respond to even unexpected 
changes in an enterprise or its context. This might raise trade-offs between flexibility 
and optimality with respect to short-term business goals.

• Being human-centric to understand motives and changing behaviors, since humans 
are drivers and contributors as entrepreneurs and employees within an enterprise or as 
customers, partners, and non-customers outside an enterprise.

• Being service-oriented to meet the individual needs of the customers and to increase 
customer loyalty. This might comprise products to enable services.

• Being value-based to reflect targets and behavior, and to respect the request for meaning-
ful life. This is backed by insights into dependencies between successful business models 
and the achievement of value propositions. See e.g. the UNESCO sustainable develop-
ment goals [49] and the relevance of Corporate Social Responsibility (CSR) [39].

As a solution to these requirements, we present in this article a novel form of the future 
enterprise, the Orchestrated Solution Provider (OSP) as a reference enterprise model and 
the corresponding OSP Evolution Method (OSP-EM). In this sense, the OSP follows the 
vision of Industry 5.0 for a sustainable, human-centric and resilient European industry, 
while going far beyond with its holistic view [14].

An OSP is a flexible, human-centric enterprise. It acts on a solid value base towards 
a meaningful purpose and complies with a reference set of Critical Success Factors 
(CSFs), which address the characteristics of the knowledge society, the chances it offers 
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and the risks it imposes. In OSP, the entrepreneur has a strengthened, but changed role 
from commander and controller to moderator and motivator, setting guidelines and pro-
viding conditions for the enterprise teams. They steadily reflect own targets and behavior 
and act in far-reaching self-organization. Processes are executed iteratively. Structures 
are built from loosely coupled elements to establish the flexibility required.

The OSP evolution method OSP-EM is holistic, since it respects any tangible and 
intangible aspect, which is relevant for the evolution of an enterprise. Thus, OSP-EM 
also covers digital transformation and enhances this towards continuous evolution. 
OSP-EM follows a reference model-based evolution approach, which integrates all con-
cepts used into a consistent solution, to document, analyze, and simulate impacts, to 
allow stepwise introduction into an enterprise, to utilize latest technological develop-
ments. It supports the enterprise team in managing complexity and enables sustainable 
success. Like map and compass, OSP-EM navigates the entrepreneur and the team on 
their digital transformation journey, and spots areas of activities.

This introduction is followed by 4 sections. Sect. 2, Foundations and Related Work, 
introduces and explains the main notions used in this article and relates them to existing 
approaches. Sect. 3, Constituents of the OSP Evolution Method, introduces the taxon-
omy used to build OSP models. Sect. 4, Reference Model-based Evolution of OSP, pro-
poses and explains the orchestrated solution provider as the new type of enterprise and 
OSP-EM for its continuous evolution. Sect. 4, Digital Transformation of Enterprises, 
describes how to realize a digital transformation by introducing OSP-EM into an existing 
enterprise. Sect. 5, Conclusions and Future Perspectives, finalizes this article and gives 
an outlook on future work.

2  Foundations and Related Work

This section introduces the main notions regarding orchestration, an enterprise as such, 
enterprise design, and its digital transformation, since these notions build the foundation for 
the solution presented in the subsequent sections of this article. The definitions given reflect 
our human-centric perspective on enterprises and their context. The second subsection posi-
tions the introduced notions in the context of related work as well as within our approach.

2.1  Notions

Orchestration
The notion of orchestration refers to the abstract capability of an enterprise to flexibly 
compose its products and services as well as the way they are produced and provided 
according to changing business opportunities and threats. The capability addresses the 
time needed from the first trigger to the availability of the new solution, the degree of 
novelty over the existing solution and its complexity (number of elements involved).
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Enterprise
An enterprise is an open social system [30]. It consists of people, who agree to collabo-
rate, based on defined rules, under the mutual influence of the context, towards a defined 
purpose. An enterprise has an enterprise life cycle and a related lifetime. The enterprise 
life starts with an entrepreneur’s idea and continues over its foundation until its termina-
tion. It goes through several enterprise life phases.

The enterprise team are the people (employees) the enterprise consists of, with mem-
bership clearly defined by their agreement to the rules of their collaboration, i.e. contract 
of employment. Depending on her/his role, the entrepreneur can also be a member of 
the enterprise team. Purpose refers to the general reason, why the enterprise exists, at 
all. It gives the enterprise team quite a stable orientation during the enterprise life cycle 
(“north star”). The enterprise rules of an enterprise consist of agreed design constraints 
and design factors. Fig. 1 gives an overview of our enterprise understanding.

This definition of an enterprise covers organizations of all kind, commercial com-
panies in any industry or any legal construct as well as non-commercial institutions or 
organizations (government, non-profit, e.g.), of any size (small, medium, large) and at 
any phase of its existence (start-up, established, e.g.).

Enterprise Design
Each enterprise has a specific enterprise design. It characterizes the evolving collabora-
tion of the enterprise team holistically through its culture, strategy, and structure.

There is various evidence from industry and science perspective that culture must 
be taken seriously and that culture, strategy, and structure are mutually dependent and 
should be evolved comprehensively [22, 23] (cf. Fig. 2).

Context

Entrepreneur

Employees

Enterprise 
Team

Enterprise 

Rules

Design 
Constraints

Design
Factors

Purpose

Orientation

Enterprise

Open Social System

Fig. 1  Main notions of our enterprise understanding
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Here, the enterprise culture are the intangible rules how the enterprise team shapes 
their collaboration, i.e. values, norms, expectations, and the respective evolution. The 
enterprise structure are the tangible rules how the enterprise team shapes their collabo-
ration, i.e. processes, responsibilities and roles, and the respective evolution. The enter-
prise strategy is the approach of how the enterprise team pursuits the enterprise purpose, 
i.e. goals, benefit creation model, and the comprehensive evolution of the collaboration 
rules and the benefit creation model. The enterprise strategy contains both tangible and 
intangible elements.

The enterprise culture is called reflexive, if the enterprise team constantly reflects their 
strategy (“Are we doing the right things?”), their structure (“Are we acting in the best 
possible way?”), and their culture (“Are we obeying what is important to us?”) against 
changing context conditions and if they draw conclusions out of it.

The enterprise design has design states, which are defined by the combined states of 
its design factors culture, strategy, and structure.

An enterprise design state is related to a certain point in time (past, current, future), 
and to a defined subject (e.g., the enterprise life cycle or a dedicated scenario to resist 
certain impacts from the context of the enterprise). The design state is called

• solid, if opportunities and threats (risk profile) are under full control of the manage-
ment, i.e. analyzed, evaluated and measures defined,

• flexible, if any actual design state can be changed within a given time into a new solid 
state which meets changing context conditions,

• harmonized, if the states of the design factors culture, strategy, and structure are syn-
chronized with respect to their mutual dependencies.

• unharmonized, if the design states of at least two design factors are not synchronized 
(e.g. when developed isolated).

• digitized, if the business model of the enterprise is improved by using digital technol-
ogy (e.g. increased profitability by process automation),

• digitalized, if the business model of the enterprise is enabled by using digital technol-
ogy (e.g. digital sales channel by internet portal technology).

Enterprise Design 

Structure

Strategy

Culture

Fig. 2  Elements of an Enterprise Design
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The enterprise operation is the execution of enterprise activities according to an 
enterprise design state given. The maturity of an enterprise design state expresses to 
which degree the design state enables enterprise operations to fulfill a defined set of 
enterprise constraints and rules.

An enterprise design can be described by an enterprise model [19]. Such an enterprise 
model might conform to an enterprise reference model where enterprise constraints are 
predetermined.

Enterprise Evolution

Enterprise evolution is any sequence of enterprise design states which are related to the 
same enterprise life cycle (cf. Fig. 3).

Enterprise transformation is any managed transition from a starting design state to a 
target design state. The transition may comprise multiple transformation steps. A trans-
formation roadmap is a description of any planned sequence of transformation steps. 
Any transformation state can be characterized by the state of the enterprise design and its 
maturity.

An enterprise evolution is called

• holistic, if each state of the evolution is harmonized. An enterprise transformation is 
called holistic, if the target design state is harmonized.

• continuous, if a transformation process is established which at any point in time trans-
forms a given design state into a subsequent design state.

Design States of
Enterprise Evolution

Fulfillment of
Enterprise 
Constraints

Enterprise
Evolution

Fig. 3  Enterprise Evolution
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• enterprise model-based, if an enterprise model is used to describe the states of the 
enterprise design within the evolution and to describe the respective transformation 
measures taken.

Digital Transformation
An enterprise design is called digital if it is based on a digitalized design stage. The digi-
tal maturity of an enterprise design expresses to which degree it enables the enterprise 
operations to fulfill its digitalized business model. An enterprise transformation road-
map is called a digital transformation if it increases the digital maturity of the enterprise 
design state it starts with. An enterprise design state is called digital ready if the enter-
prise has defined a digital transformation to establish a digital design state.

2.2  Related Work

Designing an enterprise has been studied from different viewpoints within several sci-
entific disciplines. Informatics and Business Informatics have investigated Architectural 
Frameworks which range from a business over an IT application landscape towards an 
execution platform perspective. As enterprises are economic units, Economics has stud-
ied e.g. business strategies, models and processes, organizational structures, enterprise 
evolution and change processes. As enterprises employ people, psychological issues have 
been studied in Economics and Work Psychology. As enterprises operate in a society, 
sociological results like social systems theory are important.

Architectural frameworks have gained in importance as they allow to integrate into 
one framework business as well as information technology aspects. This enables to han-
dle the interdependencies between business goals and constraints on one side with soft-
ware solutions and underlying technology infrastructures on the other side. Well-known 
examples are The Open Group Architectural Framework TOGAF [35], the Integrated 
Architectural Framework (IAF) [50], the Generalized Enterprise Reference Architecture 
and Methodology (GERAM) [8], or the OASIS Reference Model for Service Oriented 
Architecture (SOA-RM) [33].

Some of these architectural frameworks come with a corresponding architecture 
development method, as e.g. the TOGAF Architecture Development Method (ADM) 
or Quasar Enterprise for IAF [15]. They give concrete guidelines how to develop an 
IT architecture that meets the needs of an enterprise. Also, the ArchiMate® Enterprise 
Architecture Modeling Language, a standard of The Open Group, has to be mentioned 
here [36]. It supports to describe the construction and operation of business processes, 
organizational structures, information flows, IT systems, and technical infrastructures. 
The resulting models help stakeholders to design, assess, and communicate the conse-
quences of decisions and changes within and between business domains.

All these frameworks and modeling languages take a quite technical view on rela-
tions of business activities and information technology. This is also the case in recent 
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research results on agile developments of software ecosystems, where software and busi-
ness aspects can be adapted on-the-fly during system enactment [54].

Our approach on developing future enterprises is on a higher abstraction level, and 
thus less detailed than these model-based approaches. We take a holistic, reference 
model-based view and consider culture and strategy aspects equal to business and tech-
nical aspects. We deploy a three-layered approach as known from traditional database 
schemes, which distinguish the three levels termed conceptual, logical, and physical data 
base scheme [3]. This distinction has also been reused by the OMG (Object Management 
Group) within their Model Driven Architecture® (MDA®) approach which differentiates 
the Computation-Independent Model (CIM), the Platform-Independent Model (PIM), 
and the Platform-Specific Model (PSM). They are stepwise refined in a system develop-
ment process [34].

We will reuse such a three-layered refinement approach to refine high-level enterprise 
models into our novel Orchestrated Solution Provider (OSP) reference enterprise model. 
This reference model can then be used to design a concrete enterprise model by deploy-
ing the corresponding OSP evolution method OSP-EM.

There is nowadays a common agreement that any kind of development and evolu-
tion process should be done in an iterative and agile way. Our approach, too, is based on 
basic principles of the Agile Manifesto [31] like

• close cooperation between all involved stakeholders,
• openness to any kind of changing requirements and context influences,
• self-reflexive and self-organized team structures and
• cultural values like highly motivated individuals and trusted relationships.

A management-oriented approach to enterprise development and evolution has been 
developed since several decades at University St. Gallen. The current St. Gallen 
Management Model (SGMM) [41] has a systemic and entrepreneurial orientation and 
differentiates management into operational, strategic and normative aspects. At the same 
time, it emphasizes that management and organization are in a dynamic interaction with 
the context and that management is a reflective design practice. While there are a number 
of similarities with our approach, we aim at concepts dedicated to a digital transforma-
tion, give culture, structure, and strategy equal relevance and thus do not focus on man-
agement issues.

The SGMM and our approach have in common that we follow Luhmann’s system 
theory [30]. He claims that a system in principle distinguishes itself from its environ-
ment. So, there is always something that belongs to the system and something that does 
not (environment). Other systems also belong to the environment. This difference sys-
tem/environment is the basis of the whole system theory by Luhmann.

There is a series of recent work on enterprise design from a scientific as well as from 
industrial experience point of view each focusing on certain aspects. Thus, they are less 
holistic in their approach as we are but influenced our work. Some examples are
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• the “Design of enterprise systems” approach by Giachetti [19], who proposes a quite 
concrete engineering process, where a dedicated enterprise engineer guides all aspects 
of an enterprise development process,

• the “Enterprise Architecture as Strategy” approach by Ross et al., who shows how 
constructing the right enterprise architecture enhances profitability and time to mar-
ket, and improves strategy execution [45] or

• the investigations by Alwadain et al., who identified the factors which influence an 
enterprise architecture evolution [1].

In most of these technology- or economics-driven approaches, culture and human aspect 
are underrepresented. Due to the discussion on new working formats in enterprises, these 
aspects are gaining a higher relevance. In agile and lean process approaches, e.g., all 
kind of stakeholders are handled as first-class entities. Another example is the increas-
ing care about workers’ welfare, which is strongly influenced by Seligman’s Positive 
Psychology [46]. This, and recent discussions on changes in work-life-balance as well as 
the “new normal” of future work underline that culture and human-centricity have grown 
to equal importance with pure strategic or organizational issues. This is reflected by our 
holistic approach to enterprise design and evolution.

3  Reference Model-Based Evolution of OSP

This section introduces our three-layered enterprise evolution approach. Based on an 
underlying taxonomy, we will introduce concepts and constituents of a conceptual enter-
prise model, our reference enterprise model OSP as well as the specifics of a concrete 
enterprise model.

The OSP enterprise reference model enables a comprehensive and continuous evolu-
tion of all tangible and intangible elements of an enterprise and their interdependencies 
within the enterprise and with its context. It supports managing the complexity, which 
is driven by the vast number of relevant elements and their changing interdependencies. 
Furthermore, the evolution increases the flexibility of the enterprise to a level, where it 
is able to conduct fundamental and far-reaching changes with increasing speed after rel-
evant events or insights have occurred.

The corresponding OSP evolution method OSP-EM meets these requirements by sep-
arating three concerns:

1. the evolution of a value-based targeted enterprise with people at its core,
2. the flexible evolution of an enterprise, which respects concern 1 and meets the special 

conditions of the knowledge society,
3. the evolution of a concrete, existing enterprise, which respects concern 2 and the spe-

cial situation of a real enterprise.
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Each of these concerns is covered by a dedicated three-layered enterprise evolution 
approach: (1) the conceptual enterprise model, (2) the reference enterprise model (OSP 
model), and (3) the concrete enterprise model (cf. Fig. 4). Each of them is introduced in 
detail in the subsequent subsections.

All of them rely on the same taxonomy and build upon each other by well-defined 
refinements and supplements. Refinements and supplements are methods for enterprise 
evolution and artifacts for the description of relevant facts. This supports sustainabil-
ity by adaptability to latest methods, technologies, and specific knowledge as needed, 
while the constraints given by the taxonomy ensure effective integration. The enterprise 
model-based approach supports to document, analyze, and simulate impacts [10]. But the 
restriction remains that a model-based approach only approximates the real world and 
focuses on aspects relevant for the evolution of a concrete enterprise [48].

Subsequently, we describe the taxonomy and each enterprise model in detail.

3.1  OSP Evolution Taxonomy

The OSP evolution taxonomy as the base for our three-layered enterprise evolution 
approach integrates the concept of an enterprise as an open social system (cf. Sect. 2.1) 
and a fundamental scheme of human interaction comprehensively into a network 
of impacts on humans and their behavior. It is given by a structural view as well as a 
dependency view on this network (cf. Fig. 5).

The interaction scheme represents human behavior causing impacts, which then influ-
ence human behavior again. Personas group human behavior according to roles humans 
take. Impact factors categorize impacts depending on the related roles and the kind of 
influence. This scheme provides a general description for all aspects of enterprise evolu-
tion within the enterprise and its interdependencies with its context. The structural view 
is given by an information model, the dependency view by a dependency matrix. Our 
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new reference enterprise model, the Orchestrated Solution Provider (OSP), is derived 
from this network of impacts.

Structural View of OSP taxonomy
The structural view (cf. Fig. 6) defines the environment of an enterprise as the social 
system, consisting of the society all humans belong to. Their behavior as the context is 
in mutual influence with the enterprise. Personas and impact factors provide a seamless 
integration of the enterprise and the society. Personas consistently describe the roles peo-
ple have in the society and the enterprise. They are differentiated into those, who have an 
external role related to the enterprise (like customers, partners, competitors), and those 
which build the enterprise team and are enterprise employees. Depending on her/his role, 
the entrepreneur is external and can also be an employee of the enterprise.

Impact factors are the behavior of humans in the society, the purpose of the enter-
prise, and the enterprise rules. The context factors describe which opportunities and 
risks arise for the enterprise (trends) through the behavior of humans in the society. The 
orientation factor motivates the general direction the enterprise takes. Constituent fac-
tors and Critical Success Factors (CSFs) define the constraints for enterprise design. The 
constituent factors define the starting point for the enterprise design and the allowed cor-
ridor for their evolution. The CSFs define the conditions the enterprise design must meet 
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under the given or developing context factors to enable fulfillment of the enterprise’s 
purpose. Since culture, strategy, and structure comprehensively describe the enterprise 
design, determine the collaboration of the enterprise team and the evolution of the enter-
prise, they are called the design factors of the enterprise.

Dependency View of OSP Taxonomy
Dependencies are between personas and impact factors, and between impact factors.

The external humans change the context factors. In this regard, e.g. the buying behav-
ior of customers is also abstracted to context factors. The entrepreneur sets the constit-
uent factors and decides on the level of their details. The enterprise team reflects and 
develops the design factors and enacts them in its daily operations.

The context factors influence the behavior of the external humans and define require-
ments to the constituent factors, the design factors, and the CSFs by providing opportu-
nities and threads. The constituent factor defines the orientation factor, and the starting 
point for an enterprise design as well as the allowed corridor for its evolution. The design 
factors guide the behavior of the enterprise team towards the orientation factor according 
to the CSFs. They define further evolution of the orientation factor and the CSFs. The 
orientation factor promises benefits to the external humans (cf. Table 1).
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3.2  Conceptual Enterprise Model

The conceptual enterprise model represents the first of the three model layers (cf. 
Fig. 4). It describes the fundamental rules according to which a value-based targeted 
enterprise with people at its core operates and how it is transformed, without consider-
ing special requirements from the knowledge society. In the conceptual enterprise model, 
e.g. CSFs and the role of values as such are introduced, and the strategic management 
process is introduced through its tasks and outcomes without paying any attention to 
flexible execution. The conceptual enterprise model consists of the building blocks per-
sonas and impact factors (context, constituent, critical success, design, orientation), as 
introduced in the OSP-EM taxonomy (cf. Fig. 6).

Personas
Personas structure the information which group (segment) of people has which influence 
on the course of the enterprise and how does it change over time. How do they behave? 
What is their expectation and perception of the enterprise? Which data provides insight 
and allows which degree of prediction? External people, entrepreneur, enterprise team 
are basic segments. Additional subsegments of external people are e. g. those with direct 
impact on the enterprise (like customers or suppliers), and those with indirect impact 
(like various social groups without any touchpoint with the enterprise).

Table 1  Dependencies between notions of the OSP Taxonomy
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Impact Factors

Context Factors The context factors handle opportunities and risks from outside the 
enterprise. They are evaluated for their relevance to the enterprise within the strategy 
management process. The enterprise defines how to capture the information and which 
methods to apply for its evaluation. The context factors are aligned with the segmen-
tation of the external people. For those without direct touchpoints with the enterprise, 
PESTEL (political, economic, socio-cultural, technological, ecological) e.g. provides a 
general structure, which can be further expanded by special research methods and trend 
analyses [2]. For customers, insights into buying behavior and experience, product and 
service perception, loyalty, and willingness to pay are relevant criteria.

Orientation Factor The orientation factor motivates the reason why the enterprise 
does exist and provide guidance for the definition of enterprise goals and transformation 
initiatives.

Constituent Factors The constituent factors describe the guidelines the entrepreneur 
sets for the enterprise team to fulfill her/his business idea; they are considered quite sta-
ble and can only be changed in agreement with the entrepreneur. They typically comprise

• the purpose as general orientation,
• the value base on which the enterprise operates as guidelines, which behavior is right 

(expected) or wrong (not tolerated) and what to prioritize,
• goals the enterprise shall achieve while pursuing its purpose,
• general conditions to be met (e.g. finances, risk profile, governance model),
• the role of the entrepreneur and her/his influence on the enterprise,
• the participation in decision making and the degree of profit-sharing.

Critical Success Factors The Critical Success Factors (CSFs) are initially derived from 
the constituent and context factors at the foundation of the enterprise. They are related 
to the business model and updated with insights from the strategy management process. 
Measurable criteria are set for each success factor, to evaluate the degree an enterprise 
fulfills its CSFs and to balance and control evolution measures.

Design Factors The design factors culture, strategy, and structure are initially derived 
from the context, constituent, and critical success factors. They are updated with insights 
from the strategy management process and synchronized towards the purpose pursuit. 
Measures to evolve the design factors must respect their specific nature. The enterprise 
culture consists of intangible topics like expectations and tolerance. The enterprise struc-
ture consists of tangible topics like formalized responsibilities. The enterprise strategy 
comprises a mixture of both, with purpose and goals intentionally characterizing where 
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to go, approximated by clearly defined performance indicators and initiatives. The enter-
prise culture is as individual as personalities in the enterprise team, and their behaviors.

All three design factors are described by appropriate models. In this sense, our 
approach is based on the OSP reference enterprise model as well as on prescriptive mod-
els in the classical sense of model-based development [10].

Culture Factor The culture factor describes intended and actual behavior of the 
enterprise team, and initiatives to evolve it. Leitbild documents and code of conducts 
formalize aspects of intended behavior through values, norm, and rules, and align under-
standing in the team.

From a human-centric perspective, the evolution of culture is based on the acceptance 
that there remains an intangible part, which can neither be fully defined nor directly be 
measured, or which is left intentionally open. Examples of the remaining part are infor-
mal communication channels and “hidden rules”, which the enterprise team is not even 
aware of. Creativity is an example of a typical Leitbild value, which can be stimulated, 
whose outputs can be measured and sometimes be forecasted, but not be determined in 
advance. The evolution relies on stimulation through framework conditions, and intense 
communication (e.g. reflection on intended culture, feedback on behavior, positive and 
negative examples, or role models). Rituals and symbols support the perception of a cer-
tain style and the forming of a team identity.

Due to its intangible nature, the evolution of the enterprise culture progresses slowly 
and requires steady impulses and great foresight. Alignment with the evolution of strat-
egy and structure is mandatory (e.g. which project supports which values and should 
be highlighted appropriately, which project might be perceived as conflicting with cer-
tain values and must be adjusted or strongly supported), but might cause trade-offs with 
regard to timelines. In general, leadership teams must be aware, if their actions are con-
clusive. In many Leitbild documents as models of the culture factor, one can find the val-
ues openness, credibility, and motivated employees. But if, e.g., open-space offices are 
introduced and cost saving measures let the employees sit together so close that the true 
motive becomes obvious, but the leadership team keeps referring to employee motiva-
tion and denying the cost saving motive, the culture is harmed and the Leitbild better had 
never been written.

If CSR activities (corporate social responsibility) are considered important, they 
should also be included into the culture design and their value contribution be linked to 
enterprise goals instead of handling them as a social fig leaf [39].

Strategy Factor The strategy factor details how the enterprise fulfills its purpose and 
comprises, and might be described by several types of modeling approaches:

• value creation design (incl. purpose, value proposition, value chain, income cost 
ratio), visualized e.g. by business model canvas [37],

• goals and objectives, expressed e.g. with a balanced score card [28],
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• evaluation of impact factors, e.g. according to SWOT matrix [24],
• CSFs [32] including maturity states of enterprise design,
• visualized target picture (scenarios for CSFs or customer journeys [16]),
• the most limiting factors of further prosperity [17]
• transformation roadmap based on program portfolio management techniques [38] 

including priority setting and resource allocation,
• communication concept, e.g. using story-telling techniques [9].

These results and the implementation of the transformation roadmap are provided by 
the strategy management process, which is organized within the design factor structure. 
The strategy management process also identifies relations with culture and structure, to 
ensure that restrictions and needs for transformation are identified, that appropriate deci-
sions are made, and that measures are synchronized and included into the transformation 
roadmap. With culture e.g., the way customers are addressed, ethical products and pro-
duction, targeted enterprise image, communication strategy. With structure e.g., elements 
of the value chain to be organized, restrictions by risk profile.

Structure Factor The structure factor implements the value creation design of the strat-
egy factor into how the enterprise team provides these values. It comprises process flows 
and conditions, responsibilities and communication, roles, and their owners. The used 
models are architectures, which are kept mutually aligned:

• business architecture,
• process map (management process, core processes, support processes),
• operating model (policies on variability vs. stability, centralization vs. decentraliza-

tion, differentiating vs. non-differentiating)
• organization and governance structure,
• information architecture (data, systems, networks),
• infrastructure architecture (physical locations and capacities).

The design must not stop with formal elements. Also, decisions must be made, how 
informal communication and informal communities shall be handled in the enterprise 
and to which extent they shall be involved into the structure design. Guidelines and poli-
cies help to stimulate e.g. reflection workshops or engagement in social media groups 
and clarify budgets for provisioning of required infrastructure. In case of designing skill 
profiles, either for special roles or in a general way, attention must also be paid to soft 
skills like social behavior, communication style, teamwork, etc.

The management process comprises the strategy management process, covering the 
evolution of the enterprise, and the operation management process, covering the execu-
tion of the enterprise activities. The strategy management process is divided into the 
two subprocesses strategy development and strategy implementation [43]. Outcomes 
of the first subprocess are the current and planned status of the design factors and the 
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synchronized transformation roadmap. The second subprocess comprises the execution 
of the roadmap and the accompanying organizational change and risk management.

3.3  Reference Enterprise Model

The reference enterprise model embodies the idea of how to evolve the Orchestrated 
Solution Provider (OSP) as the new type of enterprise in the knowledge society. It rep-
resents the second of the three enterprise model layers (cf. Fig. 4). It also consists of 
the building blocks personas and impact factors (context, constituent, critical success, 
design, orientation), as introduced in the OSP-EM taxonomy (cf. Fig. 6). It is built upon 
the idea of a value-based targeted enterprise and thus refines and supplements the respec-
tive elements of the conceptual enterprise model. The driving refinement is a reference 
set of CSFs, which is derived from the general impact of the knowledge society and fur-
ther on translated in respective refinements of all impact factors. Since the OSP can only 
fulfill its CSFs by sophisticated use of digital technologies, the enterprise design of the 
OSP is digital. Therefore, the evolution of an enterprise design according to the OSP 
enterprise model is a digital transformation. This goes clearly beyond improvement of 
the existing business model.

Personas
Personas change their expectations and behavior as society progresses into the knowl-
edge era. The absence of absolute truth, the increase of multiple options, and of intense 
self-reflection foster individuality and self-responsibility. The personas elements of the 
conceptual enterprise model are refined towards the reference enterprise model by pro-
files to study expectations and behavior. Subsequently, basic profile descriptions are 
proposed.

Customers as external personas are more and more demanding. Not least because of 
social networks and of ubiquitously available data, they are well-informed, and they use 
multiple channels to connect. Thus, winning new customers and intensifying their loy-
alty is an increasing challenge.

The role of the entrepreneur also changes. Increase of dynamics, knowledge and 
options turn command and control styles into bottlenecks and request collaborative styles 
like moderator and motivator, to unleash team-intelligence [44, 47]. This is amplified 
through self-organized networks inside the enterprise and in its context. The entrepreneur 
must be aware that even the purpose of the enterprise must not be considered as solid. 
Hence, he must cultivate her/his sense, if and when to change the purpose.

Enterprise teams do not function as deterministic input–output units. Respective work 
is replaced by machines. Instead, social, and intellectual skills become more important, 
and the borderline between private and professional life is diminishing. The workplace 
and the purpose of work become an integral part of personal life. Enterprise teams con-
stantly self-reflect their work and consider measures to improve.
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Impact Factors

Context Factors The dynamics of the context factors increase, and events anywhere can 
have an immediate impact everywhere else due to strong and far-reaching network con-
nections. Thus, detection and reaction better occur instantly. This calls for predictive data 
analysis and measures to improve resilience. There are relevant trends in all PESTEL 
dimensions. Sustainability in ecology, growing demand for healthiness in society, accel-
erating innovations in technology. This leads to new products and services. Thus, one-
time analysis is not sufficient. But methods are established (e.g. trend radars or big 
data analysis), which support steady analysis and continuously updated predictions and 
scenarios.

Orientation Factor In the dynamic context of the knowledge society, the impor-
tance of the enterprise’s purpose increases for orientation and motivation (“north 
star”). Nevertheless, it must allow fundamental questioning if there is a need to do so. 
Otherwise, an enterprise might lose its elasticity and resistance to change grows. This is 
a topic hardly to be formalized but left to the sure instinct of the entrepreneur.

Constituent Factors In dynamic contexts, constituent factors are rather guidelines 
than detailed prescriptions. They give the enterprise team orientation and leave the right 
amount of freedom to act. The purpose is essential for the orientation and the value 
base provides a solid foundation for the team’s behavior. The entrepreneur should be 
clear in expectations and limitations regarding chances and risk and her/his space for 
intervention.

Critical Success Factors The Critical Success Factors (CSFs) are individual for each 
enterprise according to the impact of the context factor on its concrete business model. 
But the fundamental changes to the knowledge society imply criteria which become rel-
evant for most likely any enterprise. They form a starting point for evaluation and con-
tinuous evolution and characterize the orchestrated solution provider, who

• pursues a purpose with focus on customer benefit and social responsibility,
• offers individual solutions from integrated products and services as close to real-time 

provision as possible (e.g. real-time tracing of transportations),
• continuously shapes its strategy and operational behavior to open and utilize new pur-

pose fulfilling opportunities,
• uses state-of-the-art technology and guides its behavior by intense analysis of data 

and by exhaustive usage of performance indicators,
• orchestrates dynamic networks of self-organized teams internally and independent 

business partners externally, and allocates resources as needed,
• establishes and develops working conditions which are perceived as attractive and 

which promote creativity and open collaboration.



516 B. Kehrbusch and G. Engels

Design Factors In the reference enterprise model, the evolutions of the design fac-
tors are organized as steady processes each, synchronized into a holistic transformation 
roadmap, fueled by the reflective behavior of the enterprise team, and embedded into 
a rapidly changing context. Numerous options, continuous change, self-organization, 
and increasing creativity can let the enterprise team get bogged down, not allocate lim-
ited resources to the right priorities, and finally miss a successful evolution. To mitigate 
this risk, we introduce the Targeted Adaptive Evolution (TAE) principle as a general 
habit and as logic of procedures, and entrepreneurial cells as concept for organization 
structures.

TAE Principle The TAE principle is the underlying concept for procedures to manage 
progress in dynamic, complex situations and requires cultural prerequisites to be applied 
successfully. It enhances known techniques for stepwise, iterative progress with guide-
lines to keep track of progress and resource control: hypotheses-based evolution loop, 
life phases and maturity grades, 4 horizons leadership calendar.

(1)  hypotheses-based evolution loop
 In a complex environment, iterative, stepwise approaches are required, which also 

include systematic reflection and learning (see e.g. PDCA cycle [12], the lean startup 
method [40]). We structure the often-used build-measure-learn evolution loop into 4 
steps Evaluate, Plan, Prepare, Execute:
• Evaluate reflects the objectives, evaluates insights into the subject domain, its con-

text and into the solution requirements, evaluates the learnings made so far and 
solution options, updates the task backlog and decides on the option to follow (if at 
all), on the solution approach to take or a hypothesis to be tested [21] and on per-
formance measures to be implemented.

• Plan defines the next solution by selecting tasks from the backlog, either as a solu-
tion update or as a tested hypothesis. The scope is limited for fast execution as it is 
e.g., practiced with sprints in Scrum. This step is aligned with the overall program 
management to identify and resolve dependencies between various initiatives, and 
to agree on resource allocation. It ensures preparation of required change man-
agement activities; it may add dedicated reflection activities and initiatives which 
foster experience of cross-team successes and promote enterprise-wide solidar-
ity. Dependent on the extent of change, the subsequent execution can require fur-
ther steps to adjust or modify the solution approach. It defines the communication 
model and the performance indicators, to control the progress of the initiative and 
the result achievement.

• Prepare ensures an efficient execution, provides required infrastructure and 
resources, involves all affected people, informs about the initiative, empowers and 
enables the right people [4, 27].

• Execution implements the defined scope or validates the hypothesis. Intense com-
munication keeps the team aligned.
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(2)  life phases and maturity grades
 In a dynamic environment, any enterprise object (product, process design, machine, 

IT systems, business model) can fulfill its requirements only during a certain period. 
To actively manage a healthy state at any point in time, a life phase and a maturity 
grade are assigned to any enterprise object. This supports to qualify development 
needs, control progress, and to balance resource allocation.

(3)  4 horizons leadership calendar
 Enterprises follow the principle of economic efficiency and activities compete for 

scarce resources. Especially in dynamic contexts or when cannibalizing initiatives are 
driven, the enterprise team must give the right attention to each initiative and spend 
sufficient time on reflecting its activities. Therefore, a scheme is applied to allocate 
and control resources along 4 horizons: (1) daily operations, (2) optimizing daily 
operations and removing ballast of the past, (3) ongoing initiatives, (4) future initia-
tives after ongoing are finalized. This scheme is used to set up a leadership calendar 
which distributes the available leadership time to these 4 horizons.

The hypotheses-based evolution loop is not about process organization only. It is embed-
ded into a cultural context which fosters agile mindset and behavior. Teams trust each 
other for open communication and direct feedback, which is practiced intensely. Joint 
striving for benefit endowing results nurtures performance orientation and collaboration 
“across siloes”. Teams are equipped with as broad a range of competencies as necessary 
and have autonomy to make rapid decisions. Early results are preferred over long analy-
ses, experimentation is encouraged, and failures are accepted as learning opportunities, 
and quickly corrected. Establishing such a context can be a challenge.

Entrepreneurial Cells An entrepreneurial cell (short: cell) is the approach to yield a 
flexible structure in the OSP enterprise model. The cell implements a single element of 
the value chain and provides its solution results with a maximum of self-containment, 
from side-effects with other cells as free as possible [51]. The cell may be composed of 
smaller cells and their relationships, and it may have relationships with other cells for 
solution reception and provision. These relationships are based on clear result and per-
formance commitments. The enterprise is seen as the top-level cell, which has external 
relationships with its business partners, suppliers, and customers.

The cell has attached a life stage and a maturity grade, to support enterprise-wide 
allocation of resources and prioritization of initiatives. They are derived from the busi-
ness models, which the implemented element of the value chain belongs to.

Self-containment of the cell is supported mainly by the three factors mixed teams, ser-
vice-oriented enterprise architecture, service-oriented performance controls:

• The mixed teams are built upon all skill groups required to deliver the results com-
mitted. The teams follow the enterprise value base and organize themselves, choose 
methods and tools to their needs, compliant with enterprise-wide standards, ensure 
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cross-team communication and collaboration. They participate in cross-cell skill 
groups for knowledge exchange and to develop their individual skills [53].

• The service-oriented enterprise architecture [1] provides the structural alignment 
of business and information architecture. Information architecture provides self-
contained information services, which are ubiquitously available, up and down scal-
able, modifiable and exchangeable, secure and robust as required. They can be 
flexibly composed to orchestrate new information services and they limit dependen-
cies between cells by avoiding an intensely mashed information architecture.

• Service-oriented performance controls measure value contribution against the perfor-
mance level committed and according to actual service consumption, which is sup-
ported by the end-to-end cell structure.

Based on the TAE principle and the concept of entrepreneurial cells, we describe how the 
design factors are refined in the reference enterprise model of the Orchestrated Solution 
Provider (OSP) as the new type of enterprise in the knowledge society.

Culture Factor For the culture factor values like customer-orientation, trust, curios-
ity, and courage along with social responsibility are eminent. Creating enthusiasm is 
accepted as a major leadership task and the evolution of the respective culture is stim-
ulated accordingly. Collaboration is strengthened “cross siloes”, and performance 
increased by honest, intense, and direct feedback. CSR is fully integrated into the enter-
prise value chain [39] and intensifies the relevance of the purpose. The leadership team, 
starting with the entrepreneur her/himself, acts as a role model of how to behave accord-
ing to the enterprise’s values and change their leadership style from commander and 
controller to moderator and motivator [47]. They demonstrate personal engagement for 
trust, open communication, and continuous search for the best way to fulfill the joint pur-
pose of the enterprise [25]. This also fosters a performance culture and supports constant 
change becoming a natural habit of enterprise life. The evolution of the culture factor is 
driven by a process which follows the TAE principle and fosters steady stimulation, and 
steady reflection of behavior.

Strategy Factor The steady evolution of the strategy factor by an established strategy 
management process, which integrates the TAE principle, is the leading mechanism for 
digital transformation and continuous evolution. It steadily evaluates the impact factors 
with a broad sense and adjusts the backlog of initiatives for strategy implementation. 
The risk profile is steadily managed with a wide lookahead, to keep the balance between 
opening new opportunities and mitigating risks. Implementations of initiatives are organ-
ized as quick sprints and respect MVP (Minimal Viable Product) criteria [40]. Program 
management techniques are applied for the synchronization of ongoing initiatives and for 
the management of the backlog. The steps plan and prepare of the TAE loop synchronize 
with organizational change management and respect self-reflecting and self-organizing 
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teams. They are involved early and openly, to raise understanding and support of initia-
tives planned [4, 27].

Since the business model of the enterprise cannot be considered as stable, neither the 
business model becomes also subject to a steady management process following the TAE 
principle. A single business model is replaced by a portfolio of business models, which 
represents different life stages and multiple options to enable sustainable success [18]. 
Also, the purpose might be questioned, but with an incredibly careful mindset.

Structure Factor In a “Modern Firm” [42], the evolution of the structure design is a 
steady and holistic task, closely interwoven with the evolution of the culture and the 
strategy, steadily implementing new requirements and insights, improving flexibility, 
resilience, transparency and efficiency to fulfill the CSFs of the enterprise. New prod-
ucts, new customer segments, new production methods, new supply chains, or growth 
beyond existing capacity are exemplary triggers which require to reflect an existing 
organization and to potentially change it. The OSP model organizes the evolution of the 
structure design by a steady process which follows the TAE principle.

In the OSP enterprise model, the structure design is an orchestrated network of 
loosely coupled entrepreneurial cells, which maximizes adaptability of the enterprise 
and minimizes side-effects of changes [51]. The orchestration of this network is sub-
ject to the enterprise-wide structure design process and starts with level 1 elements of 
the value chain. The major task is to define orchestration guidelines and to design the 
layout of the next level of cells. Proven orchestration guidelines build on the operating 
model criteria described by [45] and require decisions, which services become an enter-
prise standard for efficient reuse and stability, and which services will be independent for 
increased variability, which services are differentiating and kept inhouse, and which ser-
vices are not, thus sourced from partners. Customer-oriented criteria like the life states of 
business models and maturity of the provided solutions help to resolve these trade-offs. 
Enabling functions are linked with the primary value creating cells by staffing the mixed 
teams of the cells with appropriate skills, and coordinate skills development across all 
cells. This is a steady and dynamic task in an enterprise-wide responsibility. Enabling 
functions also provide requested standards and policies. HR, e.g., takes a special focus 
on developing soft skills and culture. Finance, e.g., provides performance data in line 
with the cell structure, to support solid decisions, e.g., on external service sourcing, con-
sumption-based pricing models. There is also an enhanced role of managing the enter-
prise’s eco system, to build enterprise-wide strategic partnerships and to establish the 
right conditions for dynamic collaboration models.

Informal communication, communities of practice, social workshops, participation in 
external social media groups, or creativity events like hackathons are supported by clear 
guidelines and policies [52]. Since communication and value-based behavior are essen-
tial, evolution of soft skills is critical.
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3.4  The Concrete Enterprise Model

The concrete enterprise model describes the design of a real enterprise and enables 
its continuous evolution under the conditions of the knowledge society, according to 
OSP-EM and the flexible human-centric enterprise. It represents the third model layer 
(cf. Fig. 4).

Enterprise Model Derivation The derivation of the concrete enterprise model from the 
reference enterprise model is called the implementation of the OSP enterprise model. 
The implementation is done by detailing the elements of the reference enterprise model, 
to represent at least the current and a target design state of a real enterprise as required to 
support the enterprise transformation roadmap.

The enterprise model is also implemented stepwise by applying the TAE principle. 
This leads to a model evolution roadmap which must be aligned with the enterprise evo-
lution roadmap to ensure that the evolving model always covers, what the next enter-
prise evolution step requires, and to comprise a sufficiently detailed big picture of the 
enterprise to provide guiding context information for the next enterprise evolution steps. 
Thus, organizing this alignment follows the pattern of a co-evolution process (cf. Fig. 7).

The big picture of the enterprise answers at least on a high level:

• Which purpose is pursued and how is it communicated?
• Which values and behaviors characterize the culture?
• Which strategy is followed, what are the most important messages?
• What are the major strategic initiatives and their priorities?
• What is critical for success?

Questions which drive the enterprise evolution and are answered through strategic initia-
tives which require appropriate model support for affected domains are e.g.:

• Do cultural and infrastructural conditions support New Work solutions?
• What is required to experiment with a new service idea?
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• Which bottlenecks avoid half cutting the time to market of new services?
• What is the impact of providing omnichannel experience to customers?
• What is required to introduce predictive maintenance into production lines?
• Where can entrepreneurial cells be piloted best? Who must be involved?

Value Contribution OSP-EM enables the enterprise team to identify and define trans-
formation initiatives for an effective evolution of their enterprise in the knowledge 
society:

• The strategy management process utilizes a network of impacts which comprehen-
sively respects opportunities and threats from the knowledge society to translate these 
influences via CSFs into objectives for the enterprise evolution which enable fulfill-
ment of the enterprise purpose.

• The design factors culture, strategy, and structure allow to build a holistic, human-
centric transformation roadmap that meets the evolution objectives.

• The evolution loop of the TAE principle establishes an enterprise-wide iteration 
rhythm which defines the backbone for the enterprise’s ability to act swiftly and inte-
grates a mechanism for reflection and continuous optimization.

• Loosely coupled cells enable flexible orchestration.
• The CSF maturity grades foster a differentiation between digitized and digitalized 

design states, hence mitigate the risk to mistake digitization measures (like process 
automation or mobile workplaces) already as digitalization.

• Co-evolution ensures that enterprise evolution and model evolution are aligned 
towards the same evolution objectives and are synchronized in small, iterative trans-
formation steps.

• The 4 horizons of the leadership calendar support the leadership team to allocate their 
required attention to future-oriented tasks.

OSP-EM enables the enterprise team to efficiently conduct transformation initiatives:

• The end-to-end traceable value contribution, from initiatives over design factors to 
CSF fulfillment and purpose achievement, fosters team motivation and supports set-
ting the right priorities.

• Loosely coupled structure, performance culture and self-organized teams unleash 
available energy and allow a high degree of simultaneous activities.

• The progress of all initiatives, including the evolution of OSP-EM itself, is consist-
ently managed by a comprehensive roadmap which keeps available resources under 
control, including management attention (4 horizons of the leadership calendar), and 
respects dependencies of the initiatives.

• Small iterative steps including holistic change management provide early results and 
allow for swift adaptation to changing requirements.
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• Steady analysis of environment factors, CSFs and transformation status provide the 
enterprise team continuously with a realistic big picture of the actual enterprise design 
state and hence support managing complexity.

The success criteria met by the implementation process of OSP-EM are:

1) The entrepreneur and the leadership team do actively support the approach and accept 
OSP-EM as a strategic instrument for themselves.

2) The concrete enterprise model has an appointed owner and full transparency is given 
for the evolution of the enterprise model, its outcomes and the resources needed.

3) Benefits are made measurable by linking OSP-EM to other initiatives supported and 
by measuring leadership time spent for the “4 horizons”.

4  Digital Transformation of Enterprises

OSP-EM realizes the digital transformation of a specific enterprise as a roadmap of 
transformation steps towards a digital enterprise design and embeds this roadmap into 
the framing process for continuous evolution of the enterprise. This corresponds to the 
execution of the strategy management process in the concrete model of the enterprise. 
Thus, applying the concrete enterprise model for digital transformation and implement-
ing the concrete enterprise model must be aligned via co-evolution, which basically fol-
lows three phases (cf. Fig. 8):

Phase 1: Prepare the Ground
Phase 1 aligns the ideas and the understanding of how to apply OSP-EM to the evolu-
tion of the enterprise with the entrepreneur and the leadership team. It allows agreement 
on success factors and on how to proceed. Since the entrepreneur, her/his expectations, 
her/his ideas, her/his behavior are decisive for the success of the transformation it must 
be clarified in this step if he is aware of this significance and of the impact on her/his 
current role and if he is willing to change personal behavior as required. This is a pre-
requisite to gain the necessary leadership support which then allows to communicate and 
organize the next steps.

Phase 1: Prepare the 
ground

Phase 2: Conduct an 
initial transition step 
and prepare a digital 

roadmap

Phase 3: Build the 
digital roadmap and 
evolve the enterprise 
design continuously

Fig. 8  Phases of Digital Transformation of Enterprises
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Phase 2: Conduct an Initial Transition Step and Prepare a Digital Roadmap
Phase 2 lets the leadership team experience how to apply OSP-EM to a small transition 
with a real topic, introduces the 4-step-approach according to the TAE principle, which 
will be continuously iterated. It provides insights in how to tailor OSP-EM to the specific 
enterprise and prepares the initial digital roadmap of phase 3.

First step, select a strategic question of interest, which is assumed to be answered within 
a few weeks and which is limited to a small range of enterprise domains. Introduce 
the concrete model of the enterprise for the current and the target design state by a 
“light weighted” execution of the strategy process. This establishes the initial state of 
the concrete enterprise model and provides a big picture of the enterprise and of the 
scope to be investigated down to the details the description of the solution context for 
the selected question requires. The big picture covers at least working hypotheses for 
all impact factors and design factors according to the taxonomy terms.

Second step, build the roadmap of steps to solve the strategic question selected, commu-
nicate the initiative, and establish what is minimally needed for the first step.

Third step, apply the model built to conduct the first transition step of the roadmap.
Forth step, draw conclusions, tailor and improve for next iteration steps.

Phase 3: Build the Digital Roadmap and Evolve the Enterprise Design Continuously
Phase 3 is the entry into the continuous evolution process by reiterating the steps of 
phase 2, enhancing and detailing the results to an initial digital roadmap in the first itera-
tion. This roadmap shows by which transition steps the enterprise design is supposed to 
reach a digital state, which defines the enterprise as digital ready.

The first reiteration of step 1 focuses on impacts caused by the knowledge society and 
the definition of the respective CSFs for the targeted business model of the enterprise. 
Thereby, it defines at least an initial targeted digital enterprise design. It also defines the 
(digital) maturity grades of the CSFs, which fit into the situation of the enterprise. It sets 
the structure, and objectives for the construction of the roadmap of transitions steps, and 
initiatives to reach the various maturity grades. Subsequent iterations will evaluate new 
insights into any impact factors (e.g. by focused investigations conducted or by success-
ful innovation initiatives) and update the business model, the CSFs, and the roadmap, 
respectively.

5  Conclusions and Future Perspectives

Development of society, enterprises and technology are interdependent. They are trig-
gered and followed by changing human behavior. Therefore, enterprises must be evolved 
holistically and centered by humanity. Also, importance of values, purpose, self-realiza-
tion, and self-organization is increasing. Thus, the role of the entrepreneur also changes, 
from a commander and controller towards a moderator and motivator of enterprise teams 
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and eco-systems. But the role as such will remain of eminent importance, while facing a 
new level of complexity.

The presented OSP enterprise model and the methodical, model-based approach 
OSP-EM consider all these aspects and support the entrepreneur and the enterprise team 
to conduct a digital transformation and to further evolve the enterprise. OSP enterprise 
model and evolution method are based on scientific results, on deep industrial experi-
ence, and on a conviction that human centricity is key as the people make the difference. 
In this sense, the OSP follows the vision of Industry 5.0 for a sustainable, human-centric 
and resilient European industry, while going far beyond with its holistic view [14].

Investigation of enterprise and transformation patterns as well as the creation of 
OPS-specific modeling languages will further evolve the approach. They will increase 
efficiency especially in overly complex situations and will uncover further interdepend-
encies between impact factors introduced.

Our holistic approach is based on scientific insights from different disciplines. We see 
a strong need in intensifying such an interdisciplinary approach where sociological sys-
tem theory becomes stronger aligned with economic and technological viewpoints. This 
will also sharpen and extend the competence and activity profile of enterprise engineer-
ing teams and their responsibility for digital transformation.
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