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Preface

Monotonicity, in various forms, is a pervasive phenomenon in logic, linguistics,
computer science, and related areas. In theoretical linguistics, monotonicity and related
lattice-theoretic notions such as additivity show up as semantic properties of
intra-sentential environments, which determine the syntactic distribution of a class of
terms robustly attested across languages called Negative Polarity Items (NPIs), such as
English any in (1). Monotonicity is also relevant to a large array of semantic phe-
nomena, such as the interpretation of donkey pronouns as in (2), plural definites as in
(3), plural morphemes, and so on. It also plays a role for pragmatic inferences such as
scalar implicatures, illustrated by the interpretative difference of disjunction in (4).

(1) a. *Somebody bought any cookies.
b. Nobody bought any cookies.

(2) a. Every farmer who owns a donkey beats it. (universal interpretation of it)
b. No farmer who owns a donkey beats it. (existential interpretation of it)

(3) a. Mary has read the files on her desk. (universal interpretation of the files)
b. Mary has not read the files on her desk. (existential interpretation of the files)

(4) a. If everything goes well, we’ll hire either Mary or Sue. (exclusive interpretation
of or)

b. If we hire either Mary or Sue, everything will go well. (inclusive interpretation
of or)

In logic and mathematics, a function f between pre-ordered sets is monotone or
increasing (antitone or decreasing) if x � y implies f(x) � f(y) (f(y) � f(x)). Mono-
tonicity guarantees the existence of fixed points (points x such that f(x) = x) and the
well-formedness of inductive definitions, and logical languages with expressive means
for talking about fixed points, such as first-order fixed point logic or the modal
µ-calculus, constitute a growing area of study in logic and computer science. Also,
monotonicity is closely tied to reasoning, in formal as well as natural languages.
Corresponding to the semantic properties of monotonicity and antitonicity there is the
syntactic property of (positive or negative) polarity. Monotonicity reasoning, which
involves replacement of predicates in syntactic contexts of given polarity, is a simple
yet surprisingly powerful mode of inference. Starting in the 1980s, the idea of Natural
Logic, comprising algorithms for polarity marking and formal calculi for monotonicity
reasoning, is still a very active research area. Likewise, much of the current study of
complete systems for extended syllogistic reasoning formally exploits patterns of
monotonicity.

The workshop – originally scheduled at Tsinghua University in April 2020, but, due
to the current COVID-19 pandemic, moved to December 17–20, 2020, online – brings
together researchers from all over the world working on monotonicity and related
properties from different fields and perspectives. There were around 40 submissions of
abstracts of papers, 18 of which are presented at the workshop, which in addition



has 5 invited talks and 2 tutorials. 12 of the full articles made it, after a careful
blind-review process (usually 3 reviews per abstract, and similarly for the full papers),
into these proceedings. We would like to formally and sincerely express our gratitude
to all the colleagues for their support in reviewing the submissions. Those papers cover
a wide range of topics where monotonicity is discussed in the context of logic,
causality, belief revision, quantification, polarity, syntax, comparatives, and various
semantic phenomena in particular languages.

This was the second edition of the workshop series Interdisciplinary Workshops on
Logic, Language, and Meaning held at Tsinghua since its successful debut in April
2019. It is our intention to continue the event and keep exploring fascinating aspects
of the interface between logic and language. We hereby invite everyone who is
interested to participate in our future events.

November 2020 Dun Deng
Fenrong Liu

Mingming Liu
Dag Westerståhl

vi Preface
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New Logical Perspectives
on Monotonicity

Johan van Benthem1,2,3 and Fenrong Liu1,3(B)

1 University of Amsterdam, Amsterdam, The Netherlands
johan@stanford.edu

2 Stanford University, Stanford, USA
3 Tsinghua University, Beijing, China

fenrong@tsinghua.edu.cn

Abstract. Monotonicity-based inference is a fundamental notion in the
logical semantics of natural language, and also in logic in general. Start-
ing in generalized quantifier theory, we distinguish three senses of the
notion, study their relations, and use these to connect monotonicity to
logics of model change. At the end we return to natural language and
consider monotonicity inference in linguistic settings with vocabulary for
various forms of change. While we mostly raise issues in this paper, we
do make a number of new observations backing up our distinctions.

Keywords: Monotonicity · Generalized quantifiers · Model change

1 Varieties of Monotonicity for Generalized Quantifiers

Basic Patterns. Monotonicity is a property that is used extensively in linguis-
tics and logic. Many valid reasoning patterns involve monotonicity, in particular
with sentences containing generalized quantifiers. Here are four possible cases
with a binary generalized quantifier Q and two predicate arguments A and B:

↑MON Q(A,B) and A ⊆ C, then Q(C,B)
↓MON Q(A,B) and C ⊆ A, then Q(C,B)
MON↑ Q(A,B) and B ⊆ C, then Q(A,C)
MON↓ Q(A,B) and C ⊆ B, then Q(A,C)

For instance, the universal quantifier “all” is downward monotonic in its left
argument and upward in its right argument, thus exemplifying the type ↓MON↑.
If we want to stress possible dependence of the quantifier on a total domain of dis-
course D, the binary notation Q(A,B) will be extended to a ternary QD(A,B).1

Three Senses. While the preceding definitions seem clear, intuitive explana-
tions of monotonicity inference in natural language sometimes appeal to slightly,
1 An extensive overview of monotonicity inference with generalized quantifiers can be

found in (Peters and Westerst̊ahl 2006).

c© Springer-Verlag GmbH Germany, part of Springer Nature 2020
D. Deng et al. (Eds.): TLLM 2020, LNCS 12564, pp. 1–12, 2020.
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2 J. van Benthem and F. Liu

but subtly different notions. This note identifies three possible interpretations,
and then goes on to discuss these in a variety of logical settings, raising new
issues in the process. We will focus on upward monotonicity in what follows,
though our analysis also applies to downward monotonicity.

To introduce what we have in mind, consider the following three examples:

(1a) Some boys dance. (1b) Some people dance.

The upward monotonic step from (1a) to (1b) may be called Predicate Replace-
ment in the same domain of objects. The more specific (stronger) predicate
“boys” (A) is replaced by the more general (weaker) predicate “people” (C).

Next, consider a case that feels intuitively different, where the same predicate
changes its extension. For a long time, whales were thought of as fish, but then
it was found they are mammals, and the range of “mammal” was extended.

(2a) Some mammals (excluding whales) live over a hundred years.
(2b) Some mammals (including whales) live over a hundred years.

Here, a predicate acquires more members in the same domain. Call this view of
monotonicity Extension Increase. At this stage, however, we have a distinction
without a difference. Predicate Replacement and Extension Increase are the same
for quantifiers viewed as set relations. But as we will see later, the distinction
starts making sense when we have both syntax and semantics.2

But there is yet a stronger form of monotonicity, where the domain itself can
be enlarged. Suppose that we are first talking about Asians, and next about all
people in the World. The following monotonicity inference is valid:

(3a) Some musicians are Chinese (in Asia).
(3b) Some musicians are Chinese (in the whole World).

Let us call this form of monotonicity Domain Enlargement. The predicate “musi-
cian” does not change its extension in the old Asian domain, but we now consider
its full extension in the new World domain. Of course, since “some” satisfies both
Extension Increase and Domain Enlargement, we can even combine the two. The
resulting Enlargement Monotonicity is illustrated in the following diagram:

2 There is also an intuitive temporal aspect to the whales example, where extensions
change with the passage of time. Such more intensional aspects of monotonicity
inference will be considered briefly at the end of this paper.
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While the distinction between keeping the domain fixed or extending it for
monotonicity seems intuitive, it, too, collapses – when we accept an assumption
called Extension that is commonly made for generalized quantifiers:

EXT if A,B ⊆ D ⊆ D′, then QD(A,B) iff QD′(A,B)

Fact 1. With EXT, upward monotonic Predicate Replacement (I) and Enlarge-
ment Monotonicity (II) are equivalent conditions on quantifiers.

Proof. We only consider upward monotonicity in the left argument. From (II) to
(I). Predicate replacement is clearly a special case of Enlargement Monotonicity
when the domain does not change. From (I) to (II). Let QD(A,B) and A ⊆ C,
and C,D ⊆ D′. By EXT, we have QD′(A,B), and then by (I), QD′(C,B). ��

Shrinking domains with downward monotonic inference gives a similar result.
However, EXT is crucial to all of this.

Doing Without EXT. With quantifiers whose meaning involves the domain
D in an essential way, monotonicity becomes a much richer notion, where Con-
servativity is no longer a prominent constraint. We will only illustrate this here,
since these quantifiers seem much less studied. Consider the quantifier “many A
are B” in one plausible sense of relative proportion:

| A ∩ B |
| A | >

| B |
| D |

where D is the whole domain.3 It is illustrated in the following diagram, where
the numbers of objects in the different zones have been marked by x,m, k, n:

According to the above definition, we have

k

m + k
>

k + n

m + n + k + x
, orequivalently, kx > mn

Now our earlier distinction between keeping the domain fixed, or extending
it makes sense. Also, the notion of monotonicity acquires new options.

Clearly, MON↑ in its standard sense can fail when we enlarge B with objects
in D outside of A that increase the frequency of B in D, but not in A. However,
the new setting allows for more subtle forms of monotonicity.

3 In particular, with this definition, it is never true that D-relatively many A are D.
We will not discuss other variants of relative “many” here.
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Here is a natural candidate, keeping the A’s fixed. If we enlarge B inside
of A only, we regain MON↑. To illustrate why, just add one object of A to B,
raising k to k + 1 while lowering m to m − 1. Then we have

k+1
m−1+k+1 = ( k

m+k + 1
m+k ) > k+1+n

m+n+k+x

Next, consider domain extension. Clearly just increasing B can make “many
A are B” false. But we can also enlarge just A ∩ B, putting a new B-object s in
the new A. This time, “many A are B” remains true since it implies

k+1
m+k+1 > k+1+n

m+k+1+n+x
4

Merging Logic and Counting.There is no general theory of types of mono-
tonicity in this extended setting for quantificational reasoning. Note that mono-
tonicity as discussed here fits naturally with qualitative perspectives on numeri-
cal formulas with addition, multiplication and other elementary operations, giv-
ing us global information about how functions grow as argument values change.5

Thus, the right format for this broader setting may be a system of ‘counting logic’
mixing set-theoretic and arithmetical components. This would fit with the intu-
itive idea that quantifiers are at heart about counting, so that actual reasoning
with quantifiers may well be a mix of just this kind.6

Monotonicity Calculus. In practice, upward and downward monotonic infer-
ences are equally important. Syntactically, these are triggered by positive and
negative ocurrences, respectively, of the predicate replaced in the inference. And
since quantifiers can occur embedded in further linguistic constructions, a cal-
culus is needed for computing positive and negative occurrences of predicates
inside complex expressions. For instance, in “every pot has a lid”, “pot” is neg-
ative, supporting a downward inference, while the embedded “lid” is positive,
supporting an upward inference. Taken together, it follows, e.g., that “every iron
pot has a cover”. A precise Monotonicity Calculus keeping track of positive and
negative syntactic occurrences can be stated in terms of a categorial grammar
for constructing complex expressions, cf. (van Benthem 1991). While details of
this system are not relevant to us here, its existence suggests looking at logical
systems that contain quantifiers to take our analysis a step further.

2 Monotonicity in First-Order Logic

Two Senses Revisited. In first-order logic, a pilot system for a mathematical
theory of generalized quantifiers, truth values of formulas depend on domains of
4 This inequality is equivalent to kx+x > mn which is implied by the earlier kx > mn.
5 A realistic concrete use of monotonicity in mathematics is the convergence test for

improper integrals discussed in (Icard et al. 2017).
6 In this combined calculus, monotonicity applies to both set inclusion for denotations

and greater-than for numbers. The former is a type-lifting of the latter, and many
more complex type-theoretic lifts support monotonicity reasoning (van Benthem
1991). However, beyond these, in natural language monotonicity can apply to many
orderings that are sui generis: conceptual, temporal, spatial, and so on. Can the style
of analysis in this paper be generalized to cover these?.
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models. In other words, EXT no longer holds when first-order syntax for quan-
tifiers is taken into account. Two notions of monotonicity may be distinguished,
where again we focus on the upward case to simplify the exposition:

(Mon-inf) From ϕ(P ) and ∀x(P (x) → Q(x)), it follows that ϕ(Q/P ),
where ϕ(Q/P ) is the result of replacing each occurrence of P in ϕ by Q.

(Mon-sem) If M, s |= ϕ(P ) and M ≡+
P M ′ (i.e., M and M ′ are the

same model except for the interpretation of P , and I(P ) ⊆ I ′(P )),
then M ′, s |= ϕ(P ).

These correspond to the earlier Predicate Replacement and Extension Increase.

Fact 2. Inferential monotonicity is equivalent to semantic monotonicity.

Proof. From (Mon-sem) to (Mon-inf). Suppose, for any model M and assignment
s, that M, s |= ϕ(P ) and M, s |= ∀x(P (x) → Q(x)). Now define a new model M ′

which is like M except that I ′(P ) = [[Q]]M . Clearly M ≡+
P M ′, so by Mon-sem,

we have M ′, s |= ϕ(P ). By one direction of the standard Predicate Substitution
Lemma for first-order logic, it then follows that M, s |= ϕ(Q/P ).

From (Mon-inf) to (Mon-sem). Suppose that M, s |= ϕ(P ) and M ≡+
P M ′.

Take a new predicate letter Q not occurring in ϕ(P ), and set I(Q) = I ′(Q) =
[[P ]]M

′
. Then in the model M, s, the two conditions for Mon-inf are satisfied,

and therefore, ϕ(Q/P ) is true in M, s. But this implies, by the converse direction
of the Predicate Substitution Lemma, that M ′, s |= ϕ(P ). ��

The second half of this proof requires the availability of fresh predicates.
We suspect that the above equivalence fails for first-order logic with a finite
vocabulary while it still holds for subsystems such as monadic FOL.

For the earlier third sense of Domain Enlargement, see Sect. 3 below.

Single vs. Multiple Occurrences. In actual inferences based on Mon-inf, it
is natural to focus on a single occurrence of the predicate P . Typically, this
upward form is licensed when this occurrence of P is syntactically positive in ϕ.
But note that the same P may also have negative occurrence in ϕ. For instance,
in P∧¬(P∧Q), the first occurence of P is positive, supporting a MON↑ inference,
but the second occurrence is negative, supporting a MON↓ inference.7 However,
our discussion also covers inferences with multiple replacements.

Interpolation and Monotonicity Calculus. Semantic monotonicity jumps
from one model to another along the relation ≡+

P . A related general notion of
transfer between models is this: ϕ entails ψ along R if, whenever MRN and
M |= ϕ, then N |= ψ. This notion was introduced in (Barwise and van Benthem
1999), which also proves the following version of Lyndon’s Theorem for FOL:

Fact 3. The following statements are equivalent for first-order formulas ϕ,ψ:
(a) ϕ entails ψ along ≡+

P , (b) there exists a formula α containing only positive
syntactic occurrences of P such that ϕ |= α |= ψ.
7 Many inferences are intuitively about single occurrences of parts of expressions. But

some require comparing coordinated occurrences, like in the logical rule of Contrac-
tion, where two identical premises can be contracted to just one.
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The required formulas α are generated by the grammar

Px | (¬)Qx (Q �= P ) | ϕ ∧ ϕ | ϕ ∨ ϕ | ∃xϕ | ∀xϕ.

Fact 3 can be seen as a completeness result for the monotonicity calculus
of first-order logic. But to make this apply to generalized quantifier theory, one
needs similar results for the logics FOL(Q) consisting of first-order logic with
added generalized quantifiers. This has been done in (Makovsky and Tulipani,
1977), using suitable extensions of the basic model-theoretic notions for FOL.8

Semantics that Fit Monotonicity Inference. Here is another way of phras-
ing the preceding completeness issue. The monotonicity calculus is a proof sys-
tem for practical reasoning. Is there a natural semantics for which it is complete?
Interesting answers have been given, cf. the proposals considered in (Icard et al.
2017). In addition, here is a straightforward modal perspective.

In modal state semantics for first-order logic, the variable assignments of
Tarski semantics are viewed as abstract states, and quantifiers ∃x are then inter-
preted using arbitrary accessibility relations Rx between states. The result of this
widening of standard models is a decidable modal sublogic of FOL which blocks
all valid first-order consequences except for monotonicity and aggregation of
universal statements under conjunction. To block the latter, a well-known move
in modal logic is a step from binary accessibility relations between states to
neighborhood models with state-to-set neighborhood relations. A straightforward
neighborhood generalization of state models for FOL will validate essentially just
the monotonicity inferences. For further details, and connections to generalized
quantifiers, cf. (Andréka et al. 2017).

3 Logics for Monotonicity-Related Model Change

Intuitively, the third and second sense of monotonicity in Sect. 1 involve model
change. In recent years, families of logics have been studied that analyze the
effects of changing models, for the purposes of information update, world change,
game play, or other concrete scenarios. These logics can code our earlier reasoning
about monotonicity, while at the same time, they extend practical monotonicity
inference to new settings. In this section we discuss some connections.

Predicate Extension Modalities. For an illustration, take the case of upward
predicate monotonicity, and add the following modality to first-order logic9

〈≡+
P 〉ϕ for: ϕ is true in some ≡+

P -extension of the current model.

With the dual universal modality in the language, upward semantic monotonicity
can now be formulated as an object-level validity of the system:

ϕ(P ) → [≡+
P ]ϕ(P )

8 Extensions to richer type logics of relevance to natural language seem an open prob-
lem, cf. (van Benthem 1991) on the case of the Boolean Lambda Calculus.

9 This device has not been studied yet in the literature, to the best of our knowledge,
but as we shall see momentarily, it is close to second-order logic.
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As another example, the fact that positive occurrence of P in ϕ implies upward
monotonicity is expressible by a set of valid implications in this language.

The new modality is very powerful, as it can express existential second-order
quantifiers. To see this, take a first-order sentence defining discrete linear orders
with a beginning but no end, (i). Next, with a unary predicate P , the formula

∀x¬Px ∧ ¬〈≡+
P 〉(∃xPx ∧ ∀x(Px → ∃y(y < x ∧ Py)))

says there is no non-empty subset of the domain without a minimal element,
(ii). The conjunction of (i) and (ii) defines the standard natural numbers, whose
complete predicate logic (in a rich enough vocabulary) is non-arithmetical.

The expressive power of the monotonicity modality can be much less on frag-
ments of FOL, representing more elementary settings for monotonicity reasoning.

Fact 4. Adding 〈≡+
P 〉 to monadic FOL adds no expressive power at all.

Proof sketch. The proof is by a syntactic normal form argument in the style of
(van Benthem et al. 2020). Each monadic first-order formula is equivalent to a
disjunction of the following form:

(i) global state descriptions that list which of the 2k possible true/false
combinations for k unary predicates are exemplified in the model,
conjoined with (ii) local state descriptions for a finite set of variables.

Prefixing a modality 〈≡+
P 〉 distributes over the initial disjunction, and we are left

with the modality over the described conjunctions. With this complete explicit
syntactic description available, it is easy to read off what is expressed in terms
of conditions that can be formulated entirely in monadic FOL.

Instead of an algorithm for deriving these conditions, we give an example:

〈≡+
P 〉(¬∃x(Px ∧ Qx) ∧ ∃x(Px ∧ ¬Qx) ∧ ∃x(¬Px ∧ Qx) ∧ ¬∃x(¬Px ∧ ¬Qx)

∧Px ∧ ¬Qx) is equivalent with the monadic formula ¬∃x(Px ∧ Qx)∧
∃x(¬Px ∧ Qx) ∧ ∃x((Px ∧ ¬Qx) ∨ (¬Px ∧ ¬Qx)) ∧ Px ∧ ¬Qx10

A similar closure argument will work for monadic first-order logic with identity.
However, adding the monotonicity modality to another weak decidable frag-

ment of FOL already yields much higher complexity. The modal ‘fact change
logic’ of (Thompson 2020) adds a modality 〈+p〉ϕ to basic modal logic saying
that making p true in the current world makes ϕ true there. Under the standard
translation of modal logic into first-order logic, this becomes a fragment of the
language of FOL plus a special case of the modality 〈≡+

P 〉. Fact change logic is
still axiomatizable, but unlike the basic modal logic, it is undecidable.

Domain Enlargement. The third sense of monotonicity involved Domain
Enlargement. This suggests adding a modality 〈⊆〉ϕ to FOL saying that ϕ is
true in some extension of the current model.11 This logic encodes the usual facts
such as preservation of existential first-order formulas under model extensions.
But again, this system in general has very high complexity. For instance, it can

10 This can be simplified to ¬∃x(Px ∧ Qx) ∧ ∃x(¬Px ∧ Qx) ∧ ∃x¬Qx ∧ Px ∧ ¬Qx.
11 Enlargement Monotonicity is then expressed by modal combinations like 〈⊆〉〈≡+

P 〉.
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define that a first-order formula ϕ is satisfiable, by taking a fresh unary pred-
icate letter P not interpreted in the current model, and stating that ϕ can be
made true relativized to P : 〈⊆〉(ϕ)P . As before, fragments are better behaved,
and of particular interest are stepwise addition (or deletion) of objects in a cur-
rent model, (Renardel de Lavalette 2001), in line with intuitive reasoning about
diagrams with generalized quantifiers. We do not pursue this topic here.

Information Update Meets Monotonicity Inference. A final setting for
model change lets inference steps meet with semantic information updates, a
natural combination in practical problem solving (van Benthem 2011). For a
concrete setting, in ‘public announcement logic’ (PAL), modalities [!ϕ]ψ express
that ψ will be true at the current world after original model has been updated
with the information that ϕ is true. For details on the logic PAL, see (Baltag
and Renne 2016). What upward monotonicity inferences are allowed here?

There are two places where these inferences can occur. First it is easy to see
that the ‘postcondition’ ψ of formulas [!ϕ]ψ allows for standard monotonic infer-
ence to [!ϕ](ψ ∨ α), and similar weakenings are allowed for positive occurrences
of p in ψ that are not in the scope of dynamic modalities contained in ψ.

But with p inside the announced ϕ, things are more complicated. [!ϕ]ψ does
not imply [!(ϕ ∨ α)]ψ: such a monotonic replacement may give weaker informa-
tion, true in more worlds, changing the original update to a larger submodel
where earlier effects can be blocked. For instance, for atomic facts p, the formula
[!p]Kp is valid in PAL: after receiving the information that p an agent will know
that p. However, the formula [!(p ∨ q)]Kp with a weaker announcement is obvi-
ously not valid. In contrast, monotonicity in the postcondition does tell us that
from stronger announced content weaker facts can become known. For instance,
[!(p ∧ q)]Kq is valid: we can also learn parts of what was announced.12

Dynamic Monotonicity. But actually, a more dynamic form of monotonicity
inference may be natural in the PAL environment, triggered by a dynamic take
on inclusion viewed as a relation between informational actions. Let us say that
an announcement (not a proposition) !ϕ entails an announcement !ψ if

the implication [!ϕ]α ↔ [!ϕ][!ψ]α is valid in PAL for all formulas α.

One can think of this in Gricean terms, where stating !ψ after !ϕ would not be
appropriate, as it adds no information. Viewed as an inclusion of actions, this
sort of connection can trigger inferences. The logic PAL contains information
about what can be deduced from entailments between announcements.13 This is
just one way of thinking. There are other natural notions of dynamic entailment
– but we must leave the study of dynamic monotonicity to another occasion.
12 It is easy to see with simple concrete examples of PAL update that downward mono-

tonicity fails as well for announced formulas: [!ϕ]ψ does not imply [!(ϕ ∧ α)]ψ.
13 The exact information content of an announcement !ϕ is that ϕ was true before

the announcement (the caveat is needed since announcing an epistemic statement ϕ
might change its truth value), and if ψ subsequently adds no new information, this
means that the !ψ update does not change the model. Thus, a way of taking dynamic
entailment is as a valid implication Y ϕ → ψ, where Y is a one-step backward-looking
temporal operator beyond the language of PAL, cf. (Sack 2007).
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All this leads to a question. A Lyndon-style preservation theorem captur-
ing semantic monotonicity in PAL formulas in syntactic terms remains to be
found. However, this is not yet a precise question. To understand what might be
involved here, note that moving to a larger submodel through a weaker update
does preserve some earlier postconditions ψ, namely those that are existentially
definable. Thus, a Lyndon result in the dynamic PAL setting may have to simul-
taneously analyze monotonicity and preservation under model extensions. Also,
since we are in an intensional setting with formulas referring to different models,
the inclusion triggers for monotonicity inferences need some care. Just inclusion
in an initial model need not suffice for justifying replacement in postconditions
referring to updated models: we must have triggers of the right strength, or in
semantic terms: inclusion of denotations in all relevant models.14

4 Back to Natural Language

Dynamic logics for model change are useful tools for formalizing the metatheory
of monotonicity and much else besides. But they can also model concrete infer-
ences in a setting of instructions for change. In this final section, we briefly list
some possible repercussions of the preceding technical topics when we return to
generalized quantifiers in natural language, the area we started with.

Linguistics Expressions of Change. Descriptions of changes in the world or
instructions for achieving these changes occur explicitly in natural language. For
instance, the dynamic modality of public announcement logic suggests analogies
with the verb “to learn”, which describes a change in information state. The
earlier technical observations about PAL then suggest linguistic questions about
inferences that go with learning. If we view “learn that A” as a description of
what the agent comes to know after the learning, A is a postcondition that allows
the upward monotonic conclusion “learn that A∨B”. But if we take the A to be
the content of the message leading to the learning, we are rather talking about
an announcement !A where upward inference is not allowed, or at least tricky.

Many action verbs deserve attention here, such as “change”, “make”, or,
closer to our second and third senses of monotonicity: “add”, “increase”, or
“remove”. As an example, consider whether the following inference is valid:

(4a) All A are B.
(4b) Increasing the A’s is increasing the B’s.

14 To make the above questions fully precise, we need to define syntactic polarity of
occurrences in PAL formulas, where occurrences inside announced formulas may lack
polarity. Also, given the intensional setting for PAL of a universe of many epistemic
models connected through updates, the earlier semantic notion of monotonicity can
be phrased in a number of ways. Finally, we need not confine ourselves to syntactic
properties of single occurrences of predicates. A proper notion of monotonic inference
for formulas [!ϕ]α might involve correlated simultaneous replacements of proposition
letters in both ϕ and α. We leave these detailed issues for follow-up work. A first
exploration of possible Lyndon-style theorems for PAL can be found in (Yin 2020).



10 J. van Benthem and F. Liu

Here we see an ambiguity that matches our discussion of various senses of upward
monotonicity in Sect. 1. If we increase only the extension of A in some fixed
domain, then B might stay the same. But if we add a new object that is A and
insist on the premise, then indeed, we have also increased the number of B’s.15

So, there are options for taking proposed inferences in a dynamic setting.16

Also, the status of the inclusion premise needs attention. We demonstrate
this with our next example. Perhaps most centrally, while classical monotonicity
inference focuses on what is the case, the dynamic counterpart verb is “become”.
Inferences with all of these expressions seem to involve intensional phenomena.

Monotonicity Inference and Intensionality. Consider this inference:

(5a) Prime ministers of India are male.
Indira Gandhi became PM of India.

(5b) Indira Gandhi became male.

This is obviously incorrect. Indira Gandhi’s election falsified the generaliza-
tion expressed in the first premise. The point is that the premise is sensitive
to moments in time, and can change its truth value as events happen.

We are in familiar more general territory now, monotonicity inference in
intensional contexts and modal logics. These generally require modified inclusion
statements, modalized to the right degree. Something that would work in all cases
is a modalized “strong inclusion” true in all worlds, but the inclusion may also be
more specific to the intended conclusion. If prime ministers of India were granted
legal emergency powers just before Indira Gandhi’s election, then we would be
justified in concluding that she acquired such powers, even if that inclusion was
not always the case in history. For more on monotonicity inference in the setting
of modal logic, we refer to (Aloni 2005) and (Yan and Liu 2020).17, 18

These two brief examples may have shown how technical dynamic logics of
change connect naturally with linguistic phenomena, in particular, the mono-

15 (Liu and Sun 2020) discuss such inference patterns in the ancient Chinese language.
16 With this richer linguistic vocabulary in monotonicity reasoning, the more general

orderings of Footnote 7 may also come to the fore. Thomas Icard (p.c.) gives the
nice example of “The tree is tall. The tree grows. Therefore, the tree is still tall.”.

17 The difference between inclusions locally true in the actual world and inclusions
true also in other worlds remains somewhat hidden in common phrasings of upward
monotonicity inference as a pattern “from ϕ(P ) to ϕ(P ∨ Q)”. The inclusion from
P to P ∨ Q is universally valid, so usable anywhere.

18 There are many further intensional aspect to monotonicity inference that we can-
not address here. For instance, such inferences seem sensitive to description. In the
ancient Mohist example that “Your sister is a woman. But loving your sister is not
loving a woman”, the issue may be under which description we are viewing the loving
(‘as a relative’ vs. ‘romantically’). This distinction is widespread. Oedipus killed a
man on the road, but did not realize that the man was his father. Did he kill his
father? Under one description: yes, under another: no. For many further instances of
the role of description in intensional contexts, see (Aloni 2001), (Holliday and Perry
2015). Should we consider a more refined notion of monotonicity inference where
inference can take place at either the level of denotations, or that of descriptions?.
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tonicity inferences long studied in formal semantics. Once we take this perspec-
tive, many further connections suggest themselves. Here is a last illustration.

Monotonicity Inference as Topic Dynamics. In line with dynamic views of
natural language use, we can also view drawing an inference itself as a dynamic
activity (van Benthem 2011). A conclusion is often not something that just
passively ‘follows’ (from) the premises. In addition, it can also be an active
means of changing, or at least modifying the topic of discussion or investigation.
In this sense, a monotonicity inference from p to p ∨ q is not just a ‘weakening’,
or a form of non-relevant reasoning to be banned, but the introduction of a new
topic. Indeed, topic change is again a general phenomenon for which dynamic
modal logics exist, so then we have closed a circle in our considerations.

5 Conclusion

We have identified three different intuitive senses of monotonicity inference. In
standard generalized quantifier theory these largely amount to the same thing.
However, once we drop the usual GQT assumption of Extension, differences
between the various senses emerge, including new forms of monotonicity. These
came out clearly in systems that describe counting and logical inference on a
par. After all, intuitively, quantifiers seem a place where logic meets quantita-
tive reasoning. Next, when embedding quantifiers in richer languages, our three
senses came apart in classical first-order logic, and yielded a number of interest-
ing issues, including interpolation and completeness for generalized semantics.
Going to less familiar settings, monotonicity also connected in interesting ways
with new (modal) logics of model change, leading to an array of new questions.
Finally, we have suggested that all this technical development may be taken
back to natural language, suggesting a fresh look at the interplay of monotonic-
ity inference with the rich linguistic vocabulary for expressing change.
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Abstract. I describe the expression of free choice in Tibetan, which
involves the combination of a wh-word, copula, conditional morphology,
and a scalar ‘even’ particle. I demonstrate that the conventional seman-
tics of these ingredients successfully combine to derive universal free
choice meaning. This motivates a new approach to the compositional
semantics of universal free choice, which does not prescribe its univer-
sal force. This quantificational force is parasitic on the modal/temporal
operator which is restricted by the conditional; the scalar ‘even’ particle
then ensures that the conditional restricts a necessity modal.

Keywords: Free choice · wh · Copula · Conditionals · even · Tibetan

1 Introduction

This paper has two complementary goals. The first is to report on the expression
of free choice in Tibetan, based on original fieldwork.1 Universal free choice items
in Tibetan are a combination of a wh-word and the particle yin.na’ang, optionally
preceded by a nominal domain.2

1 The original data here reflect the grammars of three speakers of the Tibetan diaspora
community in Dharamsala, India. One was born in Tibet and moved to India early
in life; the other two were born in India. All grew up in the diaspora community
with Tibetan as their first language. The data here was collected in Dharamsala in
the summers of 2018 and 2019, and through some further correspondence.

2 Abbreviations: aux = auxiliary, cond = conditional, cop = copula, impf = imper-
fective, neg = negation; dat = dative, erg = ergative, gen = genitive. I employ
Wylie romanization here, with periods indicating syllable boundaries where there is
no morpheme boundary, as in Garrett 2001 (see note on p. 12).
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(1) Nor.bu
Norbu

[(kha.lag)
food

ga.re
what

yin.na’ang]
yin.na’ang

za-gi-red.
eat-impf-aux

‘Norbu eats anything / any food.’

Example (1) describes someone who is not picky about their food. Dumplings?
Norbu eats them. Frog? He eats that too. Whatever the food, Norbu eats it.

The second goal is to motivate a new compositional semantics for universal
free choice based on the overt morphosyntax of these Tibetan FCIs. Yin.na’ang
is quite transparently the combination of the copular verb yin,3 conditional suffix
na, and scalar focus particle yang ‘even’ (2). The combination may indeed appear
transparently as yin.na.yang, but is commonly contracted to yin.na’ang in both
writing and speech, and may further reduce to yin.na’i in casual speech.4 Gold-
stein 2001 lists all three forms (p. 1000), but identifies yin.na’ang as the canonical
form. I follow this convention here and report all examples with yin.na’ang.

(2) yin
copula

+ na
cond

+ yang
even

= yin.na.yang > yin.na’ang > yin.na’i

In addition to forming wh-FCIs, yin.na’ang has two other uses, as a counterex-
pectational discourse particle—i.e. the translation equivalent for English ‘but’
and ‘however’—and as a concessive scalar particle. I discuss these uses and their
compositional semantics in Erlewine 2020.

Here I pursue the null hypothesis, that yin.na’ang in the expression of free
choice indeed decomposes into the ingredients in (2). The structure in (1) is
thus literally as in (3). Wh-yin.na’ang is a concessive conditional (i.e. even if ;
see e.g. König 1986) containing a copular description with a wh-word.

(3) Norbu eats [even if {it/the food} is what].
My core analytic contribution in this paper will be to show how these ingre-

dients in (3) together give rise to the expression’s behavior as a universal FCI,
without stipulating universal quantificational force. Previous work has discussed
both empirical and analytic connections between universal free choice and (con-
cessive) conditionals, as well as to ever free relatives and so-called uncondi-
tionals (see e.g. Gawron 2001; Rawlins 2008a,b, 2013; Szabolcsi 2019; Balusu
2019, 2020). Existing analyses which take the connection between these con-
structions seriously either stipulate a covert universal quantifier in these con-
structions (Menéndez-Benito 2005, 2010; Rawlins 2008a,b, 2013) or propose to
derive universal force from a strengthening process (Chierchia 2013; Szabolcsi
2019). I argue that universal quantificational force is instead simply a necessary

3 Tibetan also has another copular form, red, with the choice of yin vs red expressing an
evidential distinction (Garrett 2001; Tournadre 2008). However, in non-root contexts
where evidential distinctions are not expressed, the copula is uniformly yin; most
importantly for our purposes, yin is the expected copular form in conditionals (see
e.g. Garrett 2001: 254).

4 This reduction to yin.na’i /yin.nε/ follows the common contraction of the scalar
particle yang to ya’i /yε/, common in speech (Tournadre and Sangda Dorje 2003:
409).
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consequence of the semantics of conditionals, the scalar particle ‘even,’ and the
wh-phrase interpreted as a kind of indefinite, in combination.

2 An Approach to wh-quantification

I begin by introducing my assumptions regarding the compositional semantics
of wh-phrases and their interaction with focus particles such as even. Studies
of the semantics of wh-questions and focus association have both motivated the
idea that natural language meanings may make reference to sets of alternative
denotations that vary in a systematic way. In a larger project in progress (see
e.g. Erlewine 2019, in prep.), I pursue the hypothesis that these two forms of
“alternatives” in grammar can be productively integrated, with the result being
a compositional semantics for a wide range of non-interrogative uses of wh-
words, i.e. wh-quantification. I present the core of this approach here, illustrating
through its application to wh-even NPIs in Tibetan (Erlewine and Kotek 2016).

I begin with a brief sketch of the compositional semantics of focus association
in the framework of Alternative Semantics (Rooth 1985, 1992). Consider the
interpretation of the English example (4) with the focus particle even.

(4) Even Tashi came to the party.

Following Karttunen and Peters 1979, the addition of even here introduces a
requirement that the possibility of Tashi coming to the party is somehow partic-
ularly unlikely, compared to the possibility of other people coming to the party.5

Let us see how this meaning can be computed compositionally. We annotate
the position of focus in a sentence with ...F (Jackendoff 1972). As Jackendoff
discusses, with even in pre-subject position in English, focus must be on the
subject or a subpart thereof. We therefore take the LF structure for (4) to be
as in (5a). In Alternative Semantics, each syntactic object α has two different
corresponding meanings: its ordinary semantic value, [[α]]o, and a set of alter-
native denotations of equal semantic type, [[α]]alt. The alternative set (5c) is a
set of propositions that includes the prejacent proposition (5b), as well as other
contextually restricted alternative propositions that vary in the focused position.
Even introduces the inference in (5d), requiring that the prejacent proposition
[[α]]o (that Tashi came) be the least likely among the alternatives [[α]]alt.

5 This scalar requirement is frequently described as a presupposition, but Karttunen
and Peters 1979 and Kay 1990 characterize it as a conventional implicature. Here
I will simply refer to it as the “scalar inference” and not comment on its precise
status, except that it is not at-issue. Karttunen and Peters 1979 also describes an
additional, additive inference of even: a requirement that someone else in addition
to Tashi came to the party. Here I concentrate on the scalar part of even.
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(5) a. LF: even [α [Tashi]F came to the party ]

b. [[α]]o = ∧Tashi came to the party

c. [[α]]alt = {∧Tashi came..., ∧Sonam came..., ∧Migmar came..., ...}
d. [even α] � (∧Tashi came...) < likely (∧Sonam came...) ∧

(∧Tashi came...) < likely (∧Migmar came...) ...

The general recipe for this scalar inference of even is given in (6a). Even
simply passes up the ordinary value of its complement (6b); thus in (5), the
at-issue content is the prejacent proposition, ‘that Tashi came to the party.’

(6) The contribution of even:

a. [even α] � ∀q ∈ [[α]]alt [q �= [[α]]o → [[α]]o < likely q]

b. [[even α]]o = [[α]]o

c. [[even α]]alt = {[[α]]o}
Finally, even also has the function of “resetting” the alternative set to be the
singleton set of the ordinary value (6c).

Let’s now step back and discuss the computation of ordinary and alterna-
tive set denotations. Just as ordinary denotations of complex expressions are
determined by the denotations of their subparts (7a), where ◦ is the appropriate
mode of composition (e.g. functional application), Alternative Semantics pro-
vides a procedure for calculating the alternative set denotation for a complex
expression, in (7b).

(7) For node α with two daughters, β and γ:

a. [[α]]o ≡ [[β]]o ◦ [[γ]]o

b. [[α]]alt ≡ {
b ◦ c | b ∈ [[β]]alt, c ∈ [[γ]]alt

}

In words, for α with two daughters β and γ, each alternative denotation for β is
composed with each alternative denotation for γ; the collection of such results
is the alternative set denotation for α.

This method for the computation of sets of alternatives in (7b) is also useful
for the interpretation of in-situ wh-phrases, as was proposed earlier in Hamblin
1973. Wh-phrases have the denotation of a set of alternatives, which then com-
pose pointwise with other material to yield the denotation of a question as a
set of alternative propositions, corresponding to possible answers. I follow Ram-
chand 1996, 1997, Beck 2006, and Kotek 2014, 2019, in casting this Hamblinian
system of wh-alternatives within the Roothian two-dimensional semantic system
just presented. Wh-phrases have an alternative set denotation corresponding to
its Hamblin alternatives, but no defined ordinary semantic value. See for example
the denotation of who in (8); its alternative set (8b) is the set of contextually-
determined animate individuals which may count as short answers to who.

(8) a. [[who]]o undefined

b. [[who]]alt = {Tashi,Sonam,Migmar, ...}
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Consider now the interpretation of the Tibetan wh-containing clause in (9)
below. This example must be interpreted as a wh-question, even without the
final question marker gas. Tibetan is a wh-in-situ language and does not have
bare wh-indefinites.

(9) Tibetan wh-question:
[TP Thugs.spro-la

party-dat
su
who

slebs-song]
arrive-aux

(-gas?)
-Q

‘Who came to the party?’ / *‘Someone came to the party.’

Composing ‘who’ (8) with the rest of the clause, we yield (10):

(10) a. [[TP]]o undefined

b. [[TP]]alt = {∧Tashi came..., ∧Sonam came..., ∧Migmar came, ...}
To grammatically interpret (10) as a question, the alternatives that have been

calculated as an alternative set ([[TP]]alt) must be made the ordinary semantic
value, which is the denotation that is ultimately interpreted. This is accomplished
by the interrogative complementizer (Beck 2006) or by a dedicated adjoined
operator, AltShift (Kotek 2019). See especially Kotek 2019 for more on the
use of this framework for the interpretation of wh-questions.

Our interest, however, is in the non-interrogative use of wh-phrases, especially
in concert with focus particles. In addition to wh-yin.na’ang FCIs, Tibetan forms
NPIs through the combination of a wh-phrase and the scalar particle yang ‘even’
(Erlewine and Kotek 2016), as in (11):

(11) Wh-even NPI:
Thugs.spro-la
party-dat

su-yang
who-even

slebs-*(ma)-song.
arrive-neg-aux

‘No one came to the party.’

Let’s consider the interpretation of the grammatical (with negation) and
ungrammatical (negation-less) variants of (11) in turn. Following Erlewine and
Kotek 2016, I take the focus particle yang to correspond to a unary even opera-
tor taking propositional scope at LF, as schematized in (12).6 When we attempt
to compute the even in this structure, however, we run into a problem. The
semantics for the scalar inference of even (6a) requires that its sister have a
defined ordinary value, but the sister of even in (12) is a wh-containing clause,
as in (10), and therefore does not have a defined ordinary value.

6 See also Branan and Erlewine 2020 for further discussion of this approach to con-
stituent focus particles, as well as a supporting data point from Tibetan.
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(12) LF: even [ neg [ who came to the party ] ]

To avoid this issue, I propose the adjunction of a covert operator ∃ (13) that
defines an ordinary value that is the disjunction of its sister’s alternative set,
and simply passes up its sister’s alternative set as its own.7,8

(13) a. [[∃ α]]o =
∨

[[α]]alt

b. [[∃ α]]alt = [[α]]alt

The full LF for (11) is thus as follows in (14). The denotation for 1© is
as in (10), which has no defined ordinary value. The application of ∃ in 2©
results in (14a). Negation applies pointwise in 3© (14b). Now notice that [[ 3©]]o

asymmetrically entails every alternative in [[ 3©]]alt. This ensures that the scalar
inference of even (14c) will always be true. The end result will be equivalent to
the proposition ‘that no one came to the party,’ as desired.

(14) LF: even [ 3© neg [ 2© ∃ [ 1© who came to the party ] ] ]

a. i. [[ 2©]]o = ∧Tashi or Sonam or Migmar... came to the party
= ∧someone came to the party

ii. [[ 2©]]alt = [[ 1©]]alt = {∧T came..., ∧S came..., ∧M came..., ...}
b. i. [[ 3©]]o = neg(∧someone came to the party)

= ∧no one came to the party
ii. [[ 3©]]alt = {∧T didn’t come..., ∧S didn’t come..., ∧M didn’t..., ...}

c. [even 3©] � (∧no one came...) < likely (∧T didn’t come...) ∧
(∧no one came...) < likely (∧S didn’t come...) ∧
(∧no one came...) < likely (∧M didn’t come...) ... ©

Now consider the variant of this structure without negation. (15) gives the
scalar inference predicted by even applying directly to 2© in (14a):

(15) [even 2©] � (∧someone came...) < likely (∧Tashi came...) ∧
(∧someone came...) < likely (∧Sonam came...) ∧
(∧someone came...) < likely (∧Migmar came...) ... ×

Because the prejacent ‘that someone came to the party’ [[ 2©]]o is asymmetrically
entailed by each alternative in [[ 2©]]alt, this requirement in (15) is a contradiction.
This scalar inference of even can never be satisfied. Following Lahiri 1998, this

7 For Erlewine and Kotek 2016, this function is served by the additive component of
even, in lieu of this covert ∃ operator. In Erlewine 2019, in prep., I argue for the
use of this ∃ operator for wh-quantification in a range of languages and contexts,
beyond those with additive particles.

8 This ∃ operator stands in contrast to the existential closure operator of e.g. Kratzer
and Shimoyama 2002, which also has the effect of collapsing or “resetting” the set
of alternatives, leading to the predicted availability of bare wh indefinites, contrary
to fact; see (9). In contrast, the ∃ operator defined here in (13) results in a structure
that necessitates association with a higher operator which will “reset” the alternative
set. See Erlewine 2019, in prep. for further discussion.
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fatal requirement of even in (15) leads to the ungrammaticality of the wh-even
expression without a licensing negation.9

In this way, the Hamblin semantics of wh-phrases can be productively com-
bined with the Roothian semantics of focus, for example giving us a composi-
tional semantics for wh-even NPIs in Tibetan. With this background on the
compositional semantics of wh-phrases and their interaction with focus particles
in place, we are now in a position to turn to the compositional semantics of
wh-yin.na’ang FCIs.

3 On the Syntax of wh-yin.na’ang

Next I address the syntax of wh-yin.na’ang FCIs. I first address its external
syntax—how the wh-yin.na’ang expression relates to its containing clause—and
then its internal syntax—i.e. the nature of the copular relation.

Taking its morphology at face value, wh-yin.na’ang is a wh-containing condi-
tional clause, to which the scalar focus particle yang has adjoined, and I propose
that it is interpreted as such. However, there is evidence that this whole FCI
structure may actually occupy a nominal argument position. Consider example
(16). Here the wh-yin.na’ang FCI hosts the dative case marker -la:

(16) Wh-yin.na’ang FCI with dative case:
Pad.ma
Pema

[(phru.gu) su yin.na’ang]-la
child who yin.na’ang-dat

skad.cha
speech

bshad-kyi-red.
talk-impf-aux

‘Pema talks to anyone / any child.’

The wh-yin.na’ang FCI is a clause in an argument position which describes that
argument, and thus in broad strokes resembles a head-internal relative clause or
a so-called amalgam structure (Lakoff 1974; also Kluck 2011), as in (17):

(17) John is going to I think it’s Chicago on Saturday. (Lakoff 1974: 324)

Here I propose to follow an intuition developed by Shimoyama (1999) for the
interpretation of Japanese head-internal relatives, and independently by Hirsch
(2016) for English ever free relatives. This idea is that the embedded clause is
interpreted higher at LF, as adjoined to the embedding clause, and that the
argument position is then interpreted as a pronoun anaphoric to an individual
described in the clause.10 As a concrete example, then, assuming a surface struc-
ture for (16) roughly isomorphic to (18a) below, the corresponding LF for its
interpretation will resemble (18b).

9 Erlewine and Kotek 2016 shows that wh-even NPIs in Tibetan must be licensed
by clause-mate negation. This is explained by the interpreted LF position of even
needing to be in the same clause as the pronounced position of yang. See Erlewine
and Kotek 2016: 149 for discussion.

10 The informal coindexation in (18) will be formalized in terms of equality of nominal
descriptions in Sect. 4 below.
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(18) The structure of wh-yin.na’ang :

a. Literal (16): Pema talks to [even if {it/the child} is who] ⇒
b. LF: [even if {it/the child}′

is who], Pema talks to them i ⇒
even [if {it/the child}′

is who, Pema talks to them i]

I model the scalar particle yang as a unary even operator at LF (Erlewine and
Kotek 2016; see footnote 6), taking the entire conditional structure, with its
consequent clause, as its complement. This is reflected in (18b) above.

Next, we turn to the internal syntax of wh-yin.na’ang. Again, following the
overt morphology, I take the antecedent of the conditional to be a copular
description involving a wh-phrase. I will suggest here that, within the Higgins
1973 classification of copular clauses, this is (in many cases) a specificational
copular clause. Specificational copular clauses are distinguished through their
information structure and use as well as in their syntax; for instance, pronomi-
nal reference to specificational subjects involve the neuter pronoun, as in (19a):

(19) a. Specificational copular clause: (Mikkelsen 2005: 72)
The tallest girl in the class is Molly, isn’t it/*she?

b. Predicational copular clause:
The tallest girl in the class is Swedish, isn’t she/*it?

Mikkelsen and subsequent authors have taken such facts to reflect that the sub-
ject of a specificational copular clause is not a referential expression of type
e. In particular, Romero 2005 proposes that (definite) specificational subjects
are individual concepts (functions from worlds to individuals); see also Arregi,
Francez, and Martinovic to appear for recent support. As individual concepts,
(definite) specificational subjects will not impose a uniqueness requirement for
the nominal restriction on the evaluation world, although they will impose a
uniqueness requirement on the referent given a particular evaluation world or
situation. We will return to this detail, as well as discussion of indefinite speci-
ficational subjects, in Sect. 5.3.

In cases such as (16) with explicit nominal domain phru.gu ‘child’ or (1)
above with kha.lag ‘food,’ I take these nominals to be the first argument, or the
“subject,” of the specificational copula. In the absence of such a nominal, I posit
a corresponding null nominal (pro) as the first argument. The second argument
of the copula is the wh-word whose alternative set ranges over individuals of
type e, de re.11 This discussion thus motivates the informal, literal translation
of the specificational copular clauses using the English ‘{it/the child} is who’ in
(18b) or ‘{it/the food} is what’ for (1).

An alternative analysis would be for these nominals to form a constituent
with the wh-word to form a complex wh-phrase. However, complex wh-phrases
in Tibetan are headed by postnominal ga.gi ‘which’ and wh-yin.na’ang FCIs
cannot be built from such which-phrases:

11 I limit the discussion here to the wh-words su ‘who’ and ga.re ‘what’ and leave
discussion of other wh-words in FCIs for future work.
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(20) Wh-yin.na’ang does not take which-phrases:

a. *[kha.lag
food

ga.gi ]
which

yin.na’ang
yin.na’ang

‘any (of the) food’

b. *[phru.gu
child

ga.gi ]
which

yin.na’ang
yin.na’ang

‘any child / of the children’

Therefore, I argue that the copular verb takes the noun phrase—or if absent, a
corresponding null nominal—and the wh-word as two separate arguments.

4 Interpreting wh-yin.na’ang

With these preliminaries in place, we now turn to the compositional semantics
of wh-yin.na’ang. As discussed above, yin.na’ang is a transparent combination
of the copular verb yin, conditional suffix na, and scalar particle yang ‘even,’
in an amalgam-like argument position. In this section, I will show how these
ingredients (even without considering ‘even’) together in the examples presented
above yield a universal free choice expression. In particular, my approach does
not need to stipulate the universal force for these expressions as in Menéndez-
Benito 2005, 2010 or Rawlins 2008a,b, 2013, nor derive universal force from a
secondary strengthening process as in Chierchia 2013 and Szabolcsi 2019.

Once we have established how universal force comes about in these gram-
matical examples, in Sect. 5, I show how this construction enforces universal
force. There, yang ‘even’ will play a star role. Just as association with ‘even’ can
build NPIs from indefinites (Lee and Horn 1995; Lahiri 1998), as we also saw
in Tibetan in Sect. 2, the logical properties of ‘even’ will serve to ensure that
wh-yin.na’ang be interpreted as a universal FCI.

Recall that Tibetan wh-yin.na’ang FCIs may be in argument positions.12 I
proposed in Sect. 3 above that a FCI in argument position is interpreted at LF as
a conditional clause adjoined to the containing clause, with unary even taking
the entire conditional structure as its sister.

(21) The structure of wh-yin.na’ang in (16): based on (18)

a. Surface stucture: Pema talks to [even if {pro/the child} is who] ⇒
b. LF: even [ if [φ ∃ [ {pro/the child}i is who ] ],

[ψ impf [ Pema talks to proi ] ] ]

The ∃ operator in (21b) is the covert operator discussed in Sect. 2 above.
Note that φ is a wh-containing clause, and thus without the insertion of ∃, the
sister of even would have no defined ordinary value (prejacent) and thus the
result would be uninterpretable at LF.

As discussed in Sect. 3 above, the antecedent of the conditional φ is a spec-
ificational copular clause. I adopt the view that the subjects of specificational
12 I suspect that they are always in argument positions, but in the absence of overt case

markers or postpositions as in (16), it is difficult to be certain. For examples without
such clues, it is possible that wh-yin.na’ang is overtly in its clausal adjunct position,
as in (21b), with the corresponding pronoun in the consequent clause simply being
null. Note that Tibetan is descriptively pro-drop.



22 M. Y. Erlewine

copular clauses are individual concepts (Romero 2005). Individual concepts are
functions of type 〈s, e〉 from worlds or situations to individuals. Situations are
subparts of possible worlds, which may be thought of as limited to particular
times or places (see e.g. Kratzer 1989; Heim 1990). The type s is used for all
situations, including worlds, which are simply maximal situations.

Concretely, I assume that these specificational subjects as in (21b) involve a
definite determiner as in (22), taken from Elbourne’s work on definite descrip-
tions in situation semantics. As Tibetan is an article-less language, I assume that
the is unpronounced. Composing the with a nominal property such as ‘child’
in (23) yields the individual concept denotation in (24) of type 〈s, e〉.
(22) [[the]] = λP〈e,〈s,t〉〉.λs : ∃!x[P (x)(s)].ιx[P (x)(s)] (Elbourne 2013: 35)

(23) [[child]] = λx.λss.x is a child in s

(24) [[the child]] = λs : ∃!x[x child in s].ιx[x child in s]

Individual concepts of this form will be undefined for world/situations where the
property’s extension is not unique.

In cases with no nominal restrictor, I assume a corresponding null nominal
(indicated as pro in (21b) above) which refers to a contextually salient property
P , and which we can informally describe as “the P .” Below, I will refer to this
salient property as P in the general case, whether pronounced or not.

(25) [[the P ]] = λss : ∃!x[P (x)(s)].ιx[P (x)(s)]

As proposed in Sect. 3, in LFs for wh-yin.na’ang FCIs, there is a pronoun in
FCI’s surface argument position which is related to the subject of the conditional
clause in some way. I used co-indexation above as in “proi ... proi” as a notational
device to highlight the link between these two nominals, but we are now in
a position to specify this relationship. Specifically, I propose that these two
positions refer to the same individual concept: “the P .” In the antecedent clause
φ, “the P” is the specificational subject. In the consequent clause ψ, “the P”
is evaluated with respect to ψ’s situation or world of evaluation. We can restate
the structure in (21b) in these terms as follows:

(26) LF for (16): (revised from (21b))
even [ if [φ ∃ [ the P is who ] ], [ψ impf [ Pema talks to the P ] ] ]

I now turn to the compositional semantics of this LF, beginning with the
antecedent of the conditional, φ. Given the semantics for ‘who’ (8) and ∃ (13)
above, we yield the following two-dimensional denotation for φ in (26):

(27) φφφ in (26):

a. [[φ]]o = λss : ∃!x[P (x)(s)]
.ιx[P (x)(s)] = Tashi ∨ ιx[P (x)(s)] = Sonam ∨ ...

b. [[φ]]alt =
{

λss : ∃!x[P (x)(s)].ιx[P (x)(s)] = Tashi,
λss : ∃!x[P (x)(s)].ιx[P (x)(s)] = Sonam, ...

}

The ordinary value of φ (27a) is a proposition—a predicate of situations—which
presupposes that there is a unique P -individual in its argument situation s and
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will return true if that individual is Tashi or Sonam or Migmar, etc.; e.g. in
the domain of ‘who.’ The individual alternatives in [[φ]]alt (27b) each similarly
presuppose a unique P -individual in the situation, but then return true when it
is a particular individual in the domain.

We now turn to the interpretation of the conditional and its consequent ψ. I
adopt the now standard approach to conditionals as restricting the domain of a
modal or temporal operator in the consequent clause (Lewis 1975; Kratzer 1979,
1986; von Fintel 1994). The modal/temporal operator in the consequent ψ (the
overt main clause) in both examples that we have seen so far (in (1) and (16)) is
the imperfective aspect with generic/habitual interpretation. Following Arregui,
Rivero, and Salanova 2014 and citations there, I model the imperfective as a type
of universal modal that quantifies over a particular set of situations. In particular,
for generic or habitual imperfectives, in turn following Cipria and Roberts 2000,
the relevant set of situations will be “normal or usual” sub-situations of the topic
situation, formally described as “characteristic” (Cipria and Roberts 2000: 325).
I write s′ ≤ ch s to indicate that s′ is a characteristic sub-situation of s.

I spell out the interpretation of ψ with its imperfective quantification in (28).
As ψ does not contain any alternative-generating (e.g. focused or wh) expression,
[[ψ]]alt = {[[ψ]]o}.

(28) ψψψ in (26):
[[ψ]]o = impfhabitual ([[Pema talks to the P ]]o)

= λss.∀s′[s′ ≤ ch s → Pema talks to the P in s′]
= λss.∀s′[s′ ≤ ch s ∧ ∃!x[P (x)(s′)] → Pema talks to ιx[P (x)(s′)] in s′]

Note that, in the third line in (28), I have unpacked the definedness requirement
of “the P” and allowed this condition to restrict the set of relevant sub-situations
s′. For example, if P is ‘child,’ we are allowing ourselves to look at only those
characteristic sub-situations where there is a unique child to refer to.13 In all
such situations, Pema talks to that child.

We now can calculate our full conditional clause, “if φ, ψ.” Recall that the
conditional clause φ acts as a restrictor on the modal base of the ψ’s modal
quantification. The two-dimensional denotation for “if φ, ψ” is thus as in (29).
The effects of this conditional restriction are boxed here for presentation:

(29) “If φφφ, ψψψ” in (26):

a. [[if φ, ψ]]o = λss.∀s′
[

s′ ≤ ch s ∧ ∃!x[P (x)(s′)]

∧ [[φ]]o(s′)
→ Pema talks to

ιx[P (x)(s′)] in s′

]

= λss.∀s′

⎡
⎢⎣

s′ ≤ ch s ∧ ∃!x[P (x)(s′)]

∧
(

ιx[P (x)(s′)] = T ∨
ιx[P (x)(s′)] = S ∨ ...

) → Pema talks to
ιx[P (x)(s′)] in s′

⎤
⎥⎦

13 A reviewer raises a concern about this presupposition in the modal prejacent affect-
ing the set of situations that we quantify over. This can be thought of as a more
general effect, where the description in the modal prejacent affects the domain of
quantification chosen, as discussed by Arregui et al. (2014: 318).
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b. [[if φ, ψ]]alt =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

λss.∀s′
[

s′ ≤ ch s ∧ ∃!x[P (x)(s′)]

∧ ιx[P (x)(s′)] = Tashi
→ Pema talks to

ιx[P (x)(s′)] in s′

]
,

λss.∀s′
[

s′ ≤ ch s ∧ ∃!x[P (x)(s′)]

∧ ιx[P (x)(s′)] = Sonam
→ Pema talks to

ιx[P (x)(s′)]in s′

]
,

...

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

The final ingredient in the wh-yin.na’ang LF in (26) is even. As even does
not change the at-issue (asserted) content, our work in interpreting example
(16) is now done, in (29a). (I discuss the contribution of even in the following
section.) What does this result in (29a) express? It claims that, in all charac-
teristic sub-situations s′ of the topic situation s where (a) there is a unique P
(e.g. ‘child’) in s′ and (b) that unique P is Tashi or Sonam or Migmar, etc.—e.g.,
an individual in the domain of ‘who’—Pema talks to that unique P .

Let’s restate this again in slightly more informal terms, to build an intuition
for the claim. Concretely, let our salient property P be ‘child,’ and assume that
all individuals that satisfy ‘child’ are in the domain of ‘who.’ Then, (29a) conveys
the following:

(30) In any and all “normal or usual” sub-parts of the current situation/world
with a unique child, Pema talks to that child.

Note that (30) does not require Pema to have actually spoken with any or all of
these children. Instead, it uses the modal semantics of the imperfective to allow
ourselves to consider different “characteristic” situations with different children
present. What about a situation with Tashi? Pema talks to him. How about
Sonam? Pema talks to her too. Pema talks to any child. We have successfully
derived the expression of universal free choice.

How did we do this? In particular, where did the universal force of the FCI
come from? The universal quantificational force of wh-yin.na’ang in this exam-
ple is that of the imperfective modal/temporal operator, whose modal base was
restricted by the conditional. The imperfective introduces universal quantifi-
cation over situations (see e.g. Arregui et al. 2014), with a shared individual
concept evaluated in both the conditional and its prejacent, allowing us to indi-
rectly universally quantify over different individuals in different situations.14 On
this approach, this universal force need not be stipulated as in Menéndez-Benito
2005, 2010 or Rawlins 2008a,b, 2013, nor does it need to be derived using a
strengthening procedure as in Chierchia 2013 and Szabolcsi 2019. Instead, it is
simply a reflection of an ingredient that is already there: the modal/temporal
operator restricted by the conditional.

14 There are a number of precursors to this idea—see for example Giannakidou 2001:
665–666 and citations there—although the implementation here using situation-
binding in conditionals is to my knowledge new. In addition, the idea that ‘even’
plays a critical role in enforcing universal force, which I develop in the next section,
is also new.
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5 Restricting the Distribution of wh-yin.na’ang

In the previous section, we saw how the wh-yin.na’ang FCI derives the effect
of universal quantification over a set of individuals, parasitic on a universal
modal/temporal quantifier in the sentence. In this section, I discuss two prin-
cipled ways in which the use and interpretation of wh-yin.na’ang is restricted.
First, I discuss the role of the scalar particle yang ‘even’ in ensuring the FCI’s
universal quantificational force. Second, I discuss the incompatibility of wh-
yin.na’ang in necessity statements and episodic descriptions, and offer a new
intuition for the nature of so-called subtrigging effects (LeGrand 1975).

5.1 Enforcing Universal Force

I begin by discussing the role of yang ‘even’ in enforcing the universal quantifi-
cational force of wh-yin.na’ang. First, we consider the effect of even in example
(16), which applies last in its LF (26). I repeat the two-dimensional denotation
of even’s sister, “if φ, ψ,” here blurring out the material that is common to all
propositions, so we can more easily see their interrelationships.

(31) “If φφφ, ψψψ” from (29), schematically:

a. [[if φ, ψ]]o = λss.∀s′
[
... ∧

(
ιx[P (x)(s′)] = Tashi ∨
ιx[P (x)(s′)] = Sonam ∨ ...

)
→ ...

]

b. [[if φ, ψ]]alt =
{

λss.∀s′ [... ∧ ιx[P (x)(s′)] = Tashi → ...] ,
λss.∀s′ [... ∧ ιx[P (x)(s′)] = Sonam → ...] , ...

}

We observe that the ordinary value [[if φ, ψ]]o (31a) asymmetrically entails each
of the alternatives in [[if φ, ψ]]alt (31b): If “in every situation where the unique
P is Tashi or Sonam or ..., blah is true,” then it follows that “in every situation
where the unique P is Tashi, blah,” and “in every situation where the unique P
is Sonam, blah,” etc., but not vice versa. The prejacent proposition of even is
necessarily less likely than all of its alternatives, so the scalar inference of [even
[if φ, ψ]] will always be true. The addition of even is felicitous here.15

What happens if the conditional instead restricts an existential
modal/temporal quantifier, e.g. a possibility modal, instead of the universal
imperfective operator of the examples above? Schematically again, we can expect
to yield denotations for “if φ, ψ” of the form in (32). The salient change from
(31) is boxed.

15 This appears to make the addition of yang in wh-yin.na’ang systematically vacuous.
In Erlewine 2019, in prep., I suggest that this is not entirely so: The addition of an
overt focus particle necessitates its sister to have a defined ordinary value, which
licenses insertion of the ∃ operator (13), whose insertion is otherwise marked.
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(32) “If φφφ, ψψψ” with φφφ restricting a possibility modal in ψψψ:

a. [[if φ, ψ]]o = λss. ∃s′
[
... ∧

(
ιx[P (x)(s′)] = Tashi ∨
ιx[P (x)(s′)] = Sonam ∨ ...

)
∧ ...

]

b. [[if φ, ψ]]alt =

{
λss. ∃s′ [... ∧ ιx[P (x)(s′)] = Tashi ∧ ...] ,

λss. ∃s′ [... ∧ ιx[P (x)(s′)] = Sonam ∧ ...] , ...

}

Here, with existential quantification over situations, the entailment relationships
between the prejacent and its alternatives have reversed. Each alternative in
[[if φ, ψ]]alt (32b) now asymmetrically entails the prejacent [[if φ, ψ]]o (32a): If
any proposition of the form “there is a situation where the unique P is Tashi,
and blah is true” or “there is a situation where the unique P is Sonam, and
blah is true” etc. is true, it follows that “there is a situation where the unique
P is Tashi or Sonam or... and blah is true” will necessarily be true. In this case,
the prejacent is logically weaker than its alternatives. even applied to “if φ, ψ”
with a possibility modal will thus lead to a systematically unsatisfiable scalar
inference, resulting in ungrammaticality.

The scalar particle yang ‘even’ in Tibetan wh-yin.na’ang FCIs thus plays
a crucial role in ensuring that wh-yin.na’ang always expresses universal free
choice, just as it may serve a crucial role in explaining the distribution of NPIs
(see e.g. Lee and Horn 1995; Lahiri 1998; Erlewine and Kotek 2016). The logical
requirements of even—quantifying over the prejacent and its alternatives using
the independently motivated semantics of wh-alternatives and their disjunction
by ∃, introduced in Sect. 2—ensures that the conditional clause of wh-yin.na’ang
restricts a universal modal/temporal operator, and therefore that wh-yin.na’ang
itself will always have universal force.

Practically, wh-yin.na’ang does cooccur with possibility modals, as in exam-
ple (33) below. The verb form in this example differs from (1) in the addition of
the deontic possibility modal chog, and is also grammatical. The interpretation
of wh-yin.na’ang here is again a universal FCI.

(33) Wh-yin.na’ang FCI with deontic possibility modal:
Nga-’i
1sg-gen

khyi
dog

[(kha.lag)
food

ga.re
what

yin.na’ang]
yin.na’ang

za-chog-gi-red.
eat-allowed-impf-aux

‘My dog is allowed to eat anything / any food.’

In such examples, there is in principle a choice as to which modal/temporal oper-
ator the conditional clause restricts. If the conditional of wh-yin.na’ang restricts
the ability modal, we yield prejacent and alternative set denotations of the form
in (32), leading to ungrammaticality due to an unsatisfiable scalar inference of
even. Instead, the conditional clause must be construed as restricting the modal
base of the higher imperfective operator, leading to the attested meaning where
universal free choice takes scope over the possibility modal.
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5.2 On the Granularity of Modal Quantification

The approach to universal free choice presented here may at first glance lead us
to predict the availability of wh-yin.na’ang FCIs in sentences with any universal
modal/temporal operator, whereas in reality its distribution is further restricted.
For example, the use of wh-yin.na’ang with the deontic necessity modal dgos is
judged as highly marked, just as its intended translation in English is as well.

(34) Wh-yin.na’ang unavailable in necessity statements:
??Khyed.rang

2sg
[sman
medicine

ga.re
what

yin.na’ang]
yin.na’ang

za-dgos-red.
eat-must-aux

Intended: ≈ ‘You must take any medicine.’

Following the presentation in Sect. 4 above, we predict (34) to have an LF
representation as in (35) below. In every deontically best accessible world, where
the unique medicine is x, you take x.

(35) LF for (34):
even [ if [ ∃ [ the medicine is what ] ], must [ you eat the medicine ] ]

The problem with (34/35), I suggest, is a conflict between the granularity of the
modal quantification and the uniqueness requirement of the definite individual
concept “the medicine.” Specifically, I take the modal must here to quantify
over possible worlds that are best according to an ordering source. The ordering
source introduces considerations of what ought to be done in particular cases,
but it does not change facts of the world, such as the uniqueness of medicine. In
each world of evaluation, the uniqueness requirement is not satisfied, and thus the
sentence cannot be evaluated.16 In contrast, in the grammatical examples above,
the conditional in wh-yin.na’ang restricted the domain of quantification over a
set of situations which could be granular enough to be restricted to situations
with unique P -individuals.

A similar analysis applies to episodic descriptions, which is another context
where wh-yin.na’ang FCIs are unavailable. See example (36) and a grammatical,
FCI-less baseline in (37).

(36) Wh-yin.na’ang ungrammatical in episodic descriptions:
*bKra.shis
Tashi

da.lta
now

[(kha.lag)
food

ga.re
what

yin.na’ang]
yin.na’ang

bzas-tshar-song.
eat-finish-aux

Intended: ≈ ‘Tashi finished eating any food now.’

(37) bKra.shis
Tashi

da.lta
now

(kha.lag)
food

bzas-tshar-song.
eat-finish-aux

‘Tashi just finished eating right now.’

Episodic descriptions simply claim the existence of a particular type of event:
here, (37) asserts that there was a completion of an eating event, in the past,17

16 Alternatively, if worlds where the uniqueness requirement is not met are filtered out
of the base of modal quantification, as discussed above in footnote 13 above, the
modal quantification becomes vacuous.

17 The auxiliary song expresses both past tense and direct evidentiality (Garrett 2001).
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in the halo of the speech time ‘now.’ There is no overt modal/temporal operator.
Let us assume, following Kratzer 1986, that the conditional in wh-yin.na’ang in
such a case will restrict the modal base of a high, covert epistemic necessity
modal.18 Assuming that such a covert epistemic necessity modal quantifies over
doxastically accessible worlds, we will again run into problems satisfying the
uniqueness requirement of the specificational subject.

5.3 Subtrigging

As with FCIs in other languages, though, the restrictions on the distribution of
wh-yin.na’ang may not be absolute bans. Specifically, the restriction due to issues
with the granularity of modal quantification just introduced above only holds in
so far as the subject of the specificational clause is definite; see (35). Instead,
if the content of the conditional clause in wh-yin.na’ang takes an indefinite
specificational subject, as schematized in (38), this problem could be avoided.19

(38) Alternative LF for (34) with indefinite specificational subject:
even [ if [ ∃ [ a medicine is what ] ], [ must [ you eat it ] ] ]

In particular, the structure of the form in (38) will not require the worlds (or
situations) that are quantified over to have a unique individual that satisfies the
property ‘medicine,’ which I claim led to the unavailability of the wh-yin.na’ang
FCI in example (34). In reality, example (34) is judged as unacceptable, so this
alternate parse in (38) with an indefinite specificational subject must not be
available in example (34), if it is indeed ever available.

I propose that parses for wh-yin.na’ang with indefinite specificational sub-
jects, as sketched in (38) above, are in principle available, and that this option
holds the key to understanding another aspect of the distribution of FCIs. Specif-
ically, I predict that the availability of the indefinite subject parse as in (38)—
which predicts the availability of the FCI without quantification over granular
situations, and thus in a wider range of contexts—should only be as good as the
general availability of specificational copular clauses with indefinite subjects.

It has been independently observed that subjects of specificational copular
clauses are generally definite, but tolerate certain exceptions:

18 Alternatively, there simply is no universal modal/temporal operator in (36) for the
conditional to restrict. Under this approach, there is no way for the scalar inference
of wh-yin.na’ang ’s even to be satisfied.

19 Here I use a pronoun it in the consequent clause, in the position corresponding to
the surface position of wh-yin.na’ang. It cannot be a (simple) definite description
(“the P”) as in (35) above, as the relevant individual (concept) is not unique in
the antecedent clause situation, which is also the situation of evaluation for the
consequent clause. What is needed here instead is a donkey pronoun or similar,
which will pick out the particular individual (concept) witness of the indefinite in
the conditional antecedent.
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(39) Indefinite specificational subjects improve with modification:

a. *A doctor is John. (Heycock and Kroch 1999: 379)

b. � One person who might help you is Mary. (Higgins 1973: 270)

In particular, modification—especially by relative clauses—seems to lead to
acceptability. See e.g. See e.g. Mikkelsen 2005: ch. 8, Heycock 2012, Comorovski
2007, and more recently Milway 2020 for discussion.

I suggest that this restricted acceptability of indefinite specificational subjects
and its amelioration as in (39) is in turn responsible for the similar amelioration
of FCIs in some environments when modified, dubbed “subtrigging” by LeGrand
(1975). Tibetan exhibits this subtrigging effect as well: Example (40) differs from
the unacceptable (34) in the addition of a relative clause on the nominal domain
and is judged as perfectly acceptable.

(40) Wh-yin.na’ang in (34) improves with modification:
[[RC Sman.pa

doctor
sprad-pa-’i]
give-rel-gen

sman
medicine

ga.re
what

yin.na’ang]
yin.na’ang

za-dgos-red.
eat-must-aux

‘[You] must take any medicine [RC that the doctor gives [you]].’

Again, taking the morphology of the FCI seriously—in this case, that wh-
yin.na’ang involves a copular description—led to this novel connection between
the behavior of FCIs and specificational copular clauses. I will leave a further
understanding of the nature of this effect itself for future work.

Finally, we should also wonder whether the explanation for FCI subtrigging
effects that I suggest here can or should be extended to account for apparently
parallel subtrigging contrasts in languages such as English (41), where FCIs do
not obviously reflect the involvement of a specificational copula. I will also leave
the exploration of this question for future work.

(41) Parallel subtrigging with English any :

a. ??You must take any medicine.

b. � You must take any medicine that the doctor gives you.

6 Summary and Outlook

This paper develops a new compositional semantics for universal free choice, from
the predictable interactions of a number of ingredients. A specificational copu-
lar conditional clause describes an individual concept which the consequent then
makes reference to. The conditional restricts the modal base of a modal/temporal
operator in the sentence. And finally, the scalar particle even associating with
a wh-indefinite, enforces that the modified modal/temporal operator be a uni-
versal quantifier over situations. This leads indirectly to a kind of universal
quantification over individuals in the domain of the FCI. The end result is a new
approach to the universal force of universal FCIs, without directly prescribing
or deriving this force. Furthermore, we have seen that this approach offers a
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new analytic possibility for reducing so-called “subtrigging” effects to an inde-
pendently observed constraint on indefinite subjects in specificational copular
clauses.

Most importantly, this proposal is not a hypothetical proof-of-concept. The
expression of universal free choice in Tibetan, documented here, transparently
involves these ingredients: a concessive conditional clause (even if ) with a copu-
lar description, ranging over different possible individual referents in the domain
of a wh-word.

If this analytic approach for universal free choice is truly successful, we might
imagine that other languages would also express universal free choice claims in
this way. There is recent work suggesting exactly this. For example, Rahul Balusu
(2019; 2020) has investigated different uses of concessive conditional expressions
in a range of Dravidian languages; one such use is the formation of FCIs with
exactly the same surface morphological makeup as in Tibetan: a wh-word with
a copula and concessive conditional ending. Balusu also describes these copular
descriptions as specificational.

(42) Morphologically parallel FCIs in Dravidian languages:

a. Een-aad-ar-uu
what-cop-cond-even

tinnutteene.
eat.will

‘I’ll eat anything.’ Kannada (Balusu 2020)

b. Ravi
Ravi

eed-ai-naa
what-cop-cond.even

tinTaaDu.
eat.will

‘Ravi will eat anything / something or other.’
Telugu (Balusu 2019: 46)

There are, however, some subtle differences in these constructions amongst dif-
ferent Dravidian languages, and between them and Tibetan. For example, Telugu
wh-ai-naa FCIs allow both universal ‘anything’ as well as existential ‘something
or other’ readings, although Kannada and Tibetan do not have such existential
readings. See Balusu 2019, 2020 for discussion.

Additional evidence comes from the form of universal FCIs in Japanese,
which appear to be formed of a wh-phrase with a particle demo, as in (43a). On
the identity of this particle demo, Nakanishi (2006: 141) states, “-Demo can be
morphologically decomposed into the copular verb -de followed by -mo [even].
However, it is not clear whether this decomposition is necessary.” In recent
work, however, Hiraiwa and Nakanishi (to appear) push the decompositional
hypothesis a step further, specifically proposing that Japanese wh-demo FCIs
have the underlying structure in (43b), with a type of ellipsis obscuring the
conditional morphology.20

20 The copula in Japanese involves the copular marker de as well as the existential verb
ar-, making de ar-te in (43) the expected verb form for a copular conditional. See
e.g. Nishiyama 1999.
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(43) Morphologically similar FCI in Japanese:

a. →Nan-demo
what-demo

tabemasu.
eat.will

‘I will eat anything.’

b. nan(i)
what

de
cop

ar-te
exist-cond

mo
even

(Hiraiwa and Nakanishi, to appear)

Whether expressions with demo indeed always reflect the structure in (43b)
in the synchronic grammar of Japanese—or if the hypothesized structure in
(43b) is better thought of as the diachronic source for what is now a single
grammaticalized particle, demo—in my opinion warrants further debate. Still,
the parallel as in (43) is additional fodder for the broad cross-linguistic viability
of the decompositional approach to universal free choice developed here. See
also Haspelmath 1997: 135–140 for discussion of indefinite expressions in many
other languages which also exhibit morphological traces of copulas and concessive
conditional morphology, some of which are still clearly FCIs, whereas others have
extended to other indefinite types (pp. 149–150).

Furthermore, each of these concessive copular conditional expressions in both
Dravidian languages and Japanese have a number of additional uses, which in
fact largely overlap with the range of uses for Tibetan yin.na’ang (Erlewine
2020). The clear parallels in both the morphosyntactic composition and inter-
pretational range of these expressions, across these genetically unrelated lan-
guages, further strengthens the motivation to take the decompositional approach
to these expressions seriously, as well as to better document and understand the
microvariation observed in their fine-grained behavior.
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Abstract. Extending previous work on monotonicity in morphology
and morphosyntax, I argue that some of the most important constraints
in syntax can be analyzed in terms of monotonic functions that map spe-
cific kinds of syntactic representations to fixed, universal hierarchies. I
cover the Ban Against Improper Movement, the Williams Cycle, the Ban
Against Improper Case, and omnivorous number. The general method
of analysis is remarkably similar across all phenomena, which suggests
that monotonicity provides a unified perspective on a wide range of phe-
nomena in syntax as well as morphology and morphosyntax. I also argue
that syntax, thanks to extensive work in computational syntax, provides
a unique opportunity to probe whether the prevalence of monotonicity
principles in natural language is due to computational complexity con-
siderations. Not only, then, is it possible to extend the purview of mono-
tonicity from semantics to syntax, doing so might yield new insights into
monotonicity that would not be obtainable otherwise.

Keywords: Monotonicity · Syntax · Typology · Ban against improper
movement · Dependent case · Omnivorous number

There has been plenty of research on monotonicity in semantics, but much less
on its role in phonology, morphology, and syntax. One could construe this as
strong evidence that monotonicity is mostly a semantic phenomenon, but in this
paper I will argue for the very opposite position: not only are there syntactic
phenomena that can be insightfully analyzed in terms of monotonicity, syntax
may be the key to understanding why monotonicity should have any role to play
in language, be it in semantics or any other subdomain.

I will investigate a number of phenomena that have been discussed in the
generative literature: the Ban Against Improper Movement, the Williams Cycle
[36,37], the Ban Against Improper Case [28], and omnivorous number [25]. While
these phenomena are widely regarded as unrelated, I show that they can all be
unified under the umbrella of a single monotonicity requirement. I do so build-
ing on an approach first presented in [11] for morphology and morphosyntax. In
this approach, universal grammar is assumed to furnish specific linguistic hierar-
chies, e.g. for person or number. Linguistic phenomena are analyzed as mappings
operating on these linguistic hierarchies, and the typologically attested patterns
turn out to be exactly those that can be represented as monotonically increasing
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D. Deng et al. (Eds.): TLLM 2020, LNCS 12564, pp. 35–53, 2020.
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mappings between two structures. The very same idea can be applied to syntax,
given suitable partial orders and linguistic hierarchies.

The paper thus makes several contributions. First, it unifies a number of
seemingly unrelated syntactic phenomena. Second, it connects these phenomena
to others in morphology and morphosyntax that have been previously analyzed
in terms of monotonicity. Finally, the paper shows that there is merit to push-
ing the study of monotonicity beyond semantics. Moreover, the fact that the
computational properties of syntax are better understood than those of seman-
tics means that syntax is a better choice for exploring the connections between
monotonicity and computation.

I will proceed as follows: I start out with a general description of monotonicity
and how it is applied to morphology and morphosyntax in [11]. Section 2 then
discusses one of the most robust constraints on syntactic movement, namely
the Ban Against Improper Movement. This section also derives a Ban Against
Improper Selection, another constraint that is widely attested but to the best of
my knowledge does not have a standardized name. It also discusses the Williams
Cycle, a generalized version of the Ban Against Improper Movement, and the
recently proposed Ban Against Improper Case [28]. After that, in Sect. 3, I turn
to a very different phenomenon known as omnivorous number, and I show that
it, too, is an instance of monotonicity in syntax. Finally, Sect. 4 addresses the
question why syntax should be sensitive to monotonicity. While I cannot offer a
conclusive answer at this point, I argue that this is just a special case of a more
general issue: why should any aspect of language care about monotonicity? This
is a fundamental question that all research on monotonicity has to tackle, and I
conjecture that there might be a link between monotonicity and computation. If
this is the case, then syntax is better suited to exploring this connection because
the computational properties of semantics are not as well-understood as those
of syntax.

1 Background and Prior Work

In [11], a specific approach is presented for explaining typological gaps in mor-
phology and morphosyntax in terms of mappings from underlying algebras to
surface forms. It is this approach that will form the conceptual backbone of this
paper.

Let us look at adjectival gradation as a concrete example. Each adjective has
three forms: positive, comparative, and superlative. In many cases all three forms
share the same stem, e.g. hard -harder -hardest. But there is also good -better -best,
and its Latin counterpart bonus-melior -optimus. In the former, only the compar-
ative and the superlative have similar stems, while in the latter each form uses
a distinct stem. Abstracting away from these specific adjectives, we may refer to
these three patterns as AAA, ABB, and ABC. Curiously absent is the pattern
ABA, which would correspond to something like good -better -goodest. This gap
exists across a variety of paradigms beyond adjectival gradation, suggesting a
general ban against ABA patterns [3].
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As shown in [11], this ban against ABA patterns can be construed as an
instance of monotonicity. Consider once more the case of adjectival gradation.
The three adjectival forms can be arranged according to their denotational
semantics, yielding the adjectival gradation hierarchy

positive < comparative < superlative

Now assume that we take A, B, and C as arbitrary placeholders for surface
forms and put them in an arbitrary order. For the sake of exposition, let’s say
that this order is

A < B < C

Patterns AAA and ABC can be viewed as mappings from the adjectival grada-
tion hierarchy into this hierarchy of output forms. For instance, AAA arises when
f(positive) = f(comparative) = f(superlative) = A (note that AAA, BBB, and
CCC all describe the same pattern as the important issue is which forms share
stems, not whether we denote this stem as A, B, or C). The mappings corre-
sponding to AAA, ABB, ABC, and ABA are depicted in Fig. 1. Since we are
dealing with two linear orders, we may also view them as axes of a diagram in
which we plot each pattern (Fig. 2).
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Fig. 1. Pictorial representation of mappings yielding AAA, ABB, ABC, and ABA
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Fig. 2. Diagrammatic representation of the mappings for AAA, ABB, ABC, and ABA



38 T. Graf

Notice how the unattested ABA pattern differs from the attested ones in that
i) it involves two crossing branches in Fig. 1, and ii) it is the only pattern to
change direction in Fig. 2. Hence we can explain the absence of ABA patterns in
terms of some principle that does not allow functions to behave this way. That
is exactly what one gets from the familiar notion of monotonicity.

Definition 1. Let A := 〈A,≤A〉 and B := 〈B,≤B〉 be two partially ordered sets.
Then a mapping f from A to B is

– monotonically increasing iff x ≤A y implies f(x) ≤B f(y),
– monotonically decreasing iff x ≤A y implies f(y) ≤B f(x).

Throughout the paper, I will use the terms monotonic and monotonically
increasing interchangeably. According to the definition above, the ABA pat-
tern for adjectival gradation is not monotonic because we have f(positive) =
f(superlative) = A < B = f(comparative), yet comparative < superlative.
Hence the ban against ABA patterns follows from the assumption that map-
pings must be monotonic and the adjectival gradation forms are ordered such
that positive < comparative < superlative.

In isolation, this is not particularly remarkable. But as shown in [11], the idea
can be extended to a large number of phenomena in morphology and morphosyn-
tax: personal pronoun syncretism, case allomorphy, noun stem allomorphy, the
Person Case Constraint, and the Gender Case Constraint. In some cases, the
linguistic hierarchy is not a linear order but a partial one, so that some elements
are unordered with respect to each other. Monotonicity generalizes immediately
to these partial orders, too, and thus it provides a uniform explanation for a
large number of seemingly unrelated typological gaps.

As I will show in the next two sections, the same is true for syntax. I start with
a discussion of the Ban Against Improper Movement, which involves hierarchies
that are linear orders. In Sect. 3, I then show how the typology of omnivorous
number can be explained via monotonicity over a partial order.

Before moving on, though, I have to remark on the general methodology of
this approach. The line of research pursued in this paper differs from typical
work on monotonicity in that the functions under discussion have fairly small
domains and co-domains. Whereas work on monotonicity in semantics often
assumes infinite (co-)domains, the most complex function in [11] has a domain of
size 16 and a co-domain of size 2. With such small numbers, it is to be expected
that most phenomena allow us to order the elements they involve in such a
manner that the mapping turns out to be monotonic. This is why it is important
that the posited orders be linguistically plausible. Sometimes, multiple orders
could be motivated on linguistic grounds—for instance, one may posit a number
hierarchy singular < dual < plural on semantic grounds, or instead go with
singular < plural < dual due to the typological implication that if a language
has a dual, it most likely also has a plural. In this case, there is no a priori reason
to prefer one order over the other, and the decision is made based on whichever
order offers a better fit for the available data. But once the decision has been
made, the same hierarchy must be used uniformly across all relevant phenomena;
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one cannot use one number hierarchy for phenomenon X and a different number
hierarchy for phenomenon Y, as this would only lead to circular reasoning. This
paper marks the first foray into syntax for the monotonicity approach, and thus
the posited hierarchies are still limited to a few phenomena. Nonetheless, they
already succeed at unifying distinct phenomena (for example, Sect. 3 ties the
existence of omnivorous number directly to the existence of resolved agreement).
While the findings are still limited in scope, they provide a fertile starting point.

2 Restrictions on Movement Types

Generative syntacticians make a distinction between at least three types of syn-
tactic dependencies: selection, A-movement, and A′-movement. These depen-
dencies are subject to a fundamental syntactic law, the Ban Against Improper
Movement. These syntactic ideas will be explained in a moment. For now, the
key issue is that it is still unclear why natural languages uniformly obey this law.
Syntactic formalisms usually have to stipulate it instead of deriving it from inde-
pendently motivated aspects of syntax. I show that the Ban Against Improper
Movement can be reduced to a general monotonicity requirement. The reduc-
tion is straight-forward, but it requires us to establish a bit of linguistic back-
ground first. Readers who are already familiar with selection, A-movement, and
A’-movement can skip ahead to the very last paragraph of Sect. 2.1, which cov-
ers everything that is needed to derive the Ban Against Improper Movement
(Sect. 2.2). I then argue that the same idea can also account for generalized
versions of this ban, such as the Williams Cycle and the Ban Against Improper
Case (Sect. 2.3).

2.1 Selection, A-Movement, and A′-Movement

Selection combines a head with its arguments. It is the basic mechanism for
establishing head-argument dependencies. There are many ways to handle selec-
tion in the grammar. GSPG and HPSG use subcategorization frames [7,27], Tree
Adjoining Grammar encodes selectional requirements directly in its elementary
trees [19,20], and Minimalist Grammars (which are inspired by Chomsky’s Min-
imalist Program [5]) annotate each lexical item with category and selector fea-
tures to control the structure-building operation Merge [33,34]. For the purposes
of this paper, we can completely abstract away from these technical details. It
only matters that there is a broad consensus that syntax involves combining
heads with their arguments, and that this phenomenon is what we refer to as
selection.

There is also a broad consensus that selection is maximally local. That is to
say, selection cannot target a phrase that is embedded inside another phrase:
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(1) a. John cut [DP the carrot].
b. * John cut [VP bought [DP the carrot]].

While the verb cut can select the DP the carrot in (1a) , it cannot do so in (1b)
where the carrot is embedded inside a VP.

An anonymous reviewer points out that this claim is at odds with the fact
that John greeted [[DP whoever] Mary invited] is well-formed, whereas the min-
imally different John greeted [[DP whatever] Mary invited] is not. This suggests
that the verb selects for the wh-phrase inside the complement clause. There are
many ways this could be addressed. One might say that the second sentence
is in fact syntactically well-formed and that its reduced acceptability is due to
semantics. Other analyses allow the features that distinguish whoever from what-
ever to pass from the DP onto the head of the clausal complement, maintaining
the locality of selection. The monotonicity approach can remain agnostic about
this—the precise degree of locality of selection is immaterial as long as selection
is less local than A-movement and A′-movement, which are discussed next.

A-movement and A′-movement both establish long-distance dependencies
between a phrase and some other position in the sentence. A-movement, which
is short for argument movement, targets positions that are in some way tied
to a fixed grammatical function (the precise definition of A-movement is hotly
debated, see [29] for an accessible overview). For instance, the promotion of an
object to subject position in a passive sentence is commonly regarded as an
instance of A-movement, and so is subject raising. Both are illustrated below,
with t indicating the position that the phrase John is related to via A-movement.

(2) a. John was attacked t. Passive
b. John seems t to have cut the carrot. Subject raising

In (2a), John appears in the subject position but is interpreted as the object
of attacked. In (2b), John is pronounced in the subject position of the matrix
clause but is interpreted as the subject of the embedded verb cut. In both (2a)
and (2b), we are dealing with A-movement because John appears in an argument
position—a subject position, in this case—but the sentence is interpreted as if
John resided in some other position.

Some readers may be puzzled that I describe A-movement as a dependency
between positions and not as an operation. Admittedly the term originates from
Transformational Grammar, where movement is construed as an operation that
targets a phrase and puts it in a different position in the phrase structure tree.
But just like selection can be implemented in many different ways, there are
numerous ways of handling A-movement, many of which do not involve any
kind of displacement. In fact, it is even possible to have a dedicated movement
operation yet do not use it for A-movement [22]. Just as with selection, the perti-
nent point here is that syntax involves a cluster of phenomena that is subsumed
under A-movement, not what specific mechanisms are the driving force behind
these phenomena.

This leaves us with A′-movement, or non-argument movement. As the full
name indicates, A′-movement establishes a dependency between positions that
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are not targeted by A-movement. This includes question formation and topical-
ization, among others. Neither construction involves a position that is tied to a
specific grammatical function like subject or object.

(3) a. Who did Mary attack t. Question formation
b. John, Mary attacked t. Topicalization

A-movement and A′-movement differ in several respects, e.g. how they interact
with semantic scope. But once again these details are largely immaterial for this
paper, except that A-movement is more local than A′-movement; for example,
only the latter can operate across finite clauses.

(4) a. * John said that Mary attacked t. A-movement of object
b. * John seems that t attacked Mary. A-movement of subject
c. John seems to have t attacked Mary. infinitival A-movement
d. Who did John say that Mary attacked t. A′-movement

Here (4a) is illicit under the intended reading that John said that Mary attacked
him. We cannot establish an A-movement dependency between John and the
object position of attacked because this dependency would span across the
boundary of a finite clause. Similarly, (4b) is not well-formed as the A-movement
dependency between John and the embedded subject would cross a finite clause
boundary. Example (4c) shows that the problem is indeed the finiteness of the
clause, as the same A-movement dependency can hold across an infinitival clause
boundary. Finally, we see that the A′-movement dependency in (4d) is well-
formed even though it holds across a finite clause boundary.

Depending on their theoretic priors, readers may object that the contrasts
above can be explained on independent grounds that do not require A-movement
to be more local than A′-movement (for instance the Case filter of Government-
and-Binding theory). But this objection is based on construing the term “A-
movement” as referring to a specific mechanism of the grammar, rather than a
cluster of empirical phenomena. The claim is not that A-movement is intrinsically
limited to be more local than A′-movement, but that syntax as a whole causes
A-movement phenomena to be more limited than A′-movement phenomena. The
source of this discrepancy and its causal mechanisms are deliberately abstracted
away from, just like the monotonicity analysis in [11] posits a person hierarchy
of 1 < 2 < 3 while remaining agnostic about how (and even whether) person is
represented in the grammar or what specific grammatical principles give rise to
this order.

To sum up, there are three distinct types of syntactic phenomena that are
commonly thought of in mechanical terms as selection, A-movement, and A′-
movement. They differ in their locality, with selection as the most local option
and A′-movement the least local one. I encode this fact in terms of a general
locality hierarchy:

selection < A-movement < A′-movement



42 T. Graf

In the remainder of this section, I will refer to this hierarchy as the linear order
L := 〈{selection,A-movement,A′-movement}, <〉. In conjunction with mono-
tonicity, L derives the Ban Against Improper Movement and several generaliza-
tions of this ban.

2.2 The Ban Against Improper Movement

The (simplified) examples in Sect. 2.1 may give the impression that a phrase
participates in at most one instance of A-movement or at most one instance
of A’-movement. But this is not the case. Quite often, a phrase participates
in multiple instances of movement, and the manner in which it may do so is
regulated by the Ban Against Improper Movement.

Let us consider a concrete example.

(5) [Which boy] does John think t impressed everyone?

Here the phrase which boy originated from the subject position of the embedded
clause. Depending on one’s analysis, though, many movement steps are involved
in this. For the sake of exposition, I will present a Minimalist analysis of (5).
In Minimalism, movement is indeed interpreted as an operation that displaces
subtrees, and there are a few additional movement steps that are motivated
by theoretical considerations. Consider, then, the sequence of steps that results
in (5): First, which boy is selected by the verb impressed and undergoes A-
movement to the embedded subject position. From there, it moves to the left
edge of its clause, which is an instance of A′-movement. This is followed by
another instance of A′-movement to the left edge of the matrix clause. The
resulting phrase structure tree is depicted on the left of Fig. 3 (which also shows
the A-movement of John to the matrix subject position).

Now contrast the well-formed (5) against the illicit (6).

(6) ∗[Which boy] does t think t impressed everyone?

The intended reading for this sentence is which boy is such that he thinks that he
impressed everyone, but not only is this reading unavailable, the whole sentence
is illicit. When we compare the phrase structure tree for (6) on the left of Fig. 3
to the one for (5) on the right, we can see that they differ in what types of
movement take place.

In (6), which boy is once again selected by impressed and then undergoes
A-movement to the embedded subject position and A′-movement to the left
edge of the embedded clause. But then (5) and (6) diverge. Whereas (5) contin-
ues with A′-movement, (6) instead has which boy switch back to A-movement.
Considered in isolation, this A-movement should be licit as it does not cross
a clause boundary—the movement past the complementizer was an instance of
A′-movement. Without further assumptions, then, there is no reason for (6) to
be ill-formed.

Syntacticians have argued for a long time that the source of ill-formedness
is the switch from A′-movement back to A-movement; this is what is commonly
referred to as the Ban Against Improper Movement:
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Fig. 3. Minimalist analyses of the licit (5) on the left and the illicit (6) on the right;
only the latter intersperses A-movement and A′-movement.

(7) Ban Against Improper Movement (standard version)
A phrase that has already undergone A′-movement can no longer undergo
A-movement.

Note that the Ban Against Improper Movement allows A-movement to take place
after A′-movement as long as it is not the same phrase that undergoes both steps.
In (5), for instance, John is allowed to participate in A-movement even though
which boy has already A′-moved. In (6), on the other hand, the very same phrase
which boy is supposed to A-move after it has already A′-moved. This violates
the Ban Against Improper Movement, and hence (6) is ill-formed.

But the Ban Against Improper Movement is a stipulation, it cannot be natu-
rally derived from other syntactic mechanisms (but see [24] for a recent attempt
to do so). We can improve on this by reducing the ban to an instance of mono-
tonicity, which is already known to be an important factor in semantics, mor-
phology, and morphosyntax. To this end, let us consider the locality hiearchy L,
repeated here with the shorter names used in Fig. 3.

Select < A-Move < A′-Move
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The Ban Against Improper Movement is, essentially, a requirement that the
mapping from a phrase’s sequence of operations into L be monotonic.

Let us look at this in detail. For any given phrase, we may record the sequence
of operations it participates in. For example, which boy in (5) would have the
sequence

Select < A-Move < A′-Move < A′-Move

while which boy in (6) would get the sequence

Select < A-Move < A′-Move < A-Move < A′-Move.

Note that we can also view these sequences as mappings from natural numbers
into L, where the natural number n denotes the n-th element of the sequence of
operations. For example, the sequence for which boy in (5) above is equivalent
to a mapping with 1 �→ Select, 2 �→ A-Move, 3 �→ A′-Move, and 4 �→ A′-Move.
The Ban Against Improper Movement requires that the sequences, when viewed
as such mappings, must obey the order of L.

(8) Ban Against Improper Movement (monotonicity version)
Given some phrase p in some syntactic structure t, let f be a function
from natural numbers into L such that f encodes the sequence of oper-
ations that applied to p in t. Then f must be monotonically increasing.

The function f for which boy in the illicit (6) violates this requirement: clearly
3 < 4, yet f(3) = A′-Move > A-Move = f(4).

In fact, the monotonicity version of the Ban Against Improper Movement
also makes an additional prediction: once a phrase has undergone A-movement
or A′-movement, it can no longer participate in selection. This is indeed the
case. A phrase that has started moving can no longer select any arguments,
nor can it be selected by anything else.1 Syntacticians treat that as yet another
law of syntax, whereas the monotonicity version of the Ban Against Improper
Movement already rules out this kind of Improper Selection. Not only then can
the Ban Against Improper Movement be related to monotonicity, doing so allows
us to subsume another important constraint as just another special case.

2.3 Generalized Versions of the Ban Against Improper Movement

The Ban Against Improper Movement has been modified and generalized in sev-
eral ways, and these generalizations also fit under the umbrella of monotonicity.

Perhaps the best-known generalization is the Williams Cycle [36,37]. It starts
with the assumption of some linear order of all positions that a phrase can
move from or into. In Minimalist syntax, for instance, a simplified version of
this hierarchy could be VP < vP < TP < CP (the vP position was skipped

1 This of course depends on how one analyzes cases such as John greeted whoever Mary
invited, which was discussed in Sect. 2.1. In addition, there have been proposals in
the Minimalist literature that a mover can undergo Late Merge with some of its
arguments [35].
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in all phrase structure trees so far, but I include it here as it will matter in
the discussion of case later on). The Williams Cycle then states that a phrase
p cannot move into a position that is less prominent than the position that
p currently resides in. For example, if p currently resides in CP, then it cannot
move into a VP- or TP-position, but it could still move into another CP position.
The Williams Cycle thus derives the ungrammaticality of (6) because, as we saw
in Fig. 3, the phrase which boy moves from a CP position into a TP position.
The minimally different (5), on the other hand, is correctly predicted to be well-
formed as which boy moves from a VP-position to a TP-position, from there to
a CP-position, and from there to another CP-position. The Williams Cycle thus
constitutes a more fine-grained version of the Ban Against Improper Movement.

It should be readily apparent, though, that the Williams Cycle can be ana-
lyzed in exactly the same fashion as the Ban Against Improper Movement. Once
again we keep a record of the relevant syntactic steps for each phrase. But now
this record is no longer a sequence that lists the relevant operation/dependency
(Select, A-Move, A′-Move). Instead, it lists the kind of position that the phrase
resided in (VP, TP, CP, and so on). The Williams Cycle requires that this
sequence must be a monotonic mapping from natural numbers into the hier-
archy VP < TP < CP (or an extended version thereof with additional types
of positions). Hence the sequence VP < CP < TP < CP for (6) is forbidden
because f(2) = CP > f(3) = TP yet 2 < 3. If anything, the Williams Cycle
reveals the monotonic nature of the Ban Against Improper Movement even more
clearly.

The Williams Cycle also provides the motivation for a recently proposed
Ban Against Improper Case [28]. This principle starts with a specific analysis of
how noun phrases receive morphological case, known as Dependent Case Theory
(see [30] for a recent overview and a discussion of structural and lexical case in
this theory). Dependent Case Theory posits that the case on one noun phrase
can determine the case on another noun phrase. For example, direct objects
typically receive accusative because of the nominative case on the subject, and
indirect objects receive dative because of the accusative case on the direct object.
Intuitively, there is a case hierarchy Nom < Acc < Dat < · · · and each noun
phrase gets the next case that has not yet been claimed by a more prominent
noun phrase. However, this kind of dependent case is not unrestricted. It is
usually assumed to be clause bounded, so that the subject of the matrix clause
cannot cause the subject of an embedded clause to receive accusative. The Ban
Against Improper Case takes this idea and refines it in very much the same
fashion that the Williams Cycle refines the Ban Against Improper Movement.

(9) Ban Against Improper Case (paraphrased from [28])
Assume that there is some ordering < of syntactic positions. Then a noun
phrase in position X cannot license dependent case on a noun phrase Y
if there is some position Z between X and Y such that X < Z.

As a concrete example, consider the following sentence:

(10) [TP He [vP told [VP her [CP that [TP it had been stolen]]]]].
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English still displays remnants of case in its pronoun system. Here we see that the
subjects he and it carry nominative, whereas the object her carries accusative
case. The accusative case on the object her has to be licensed by the nominative
on the subject he. Objects reside in VP-positions, and subjects in TP-positions.
The only position between the two is vP . If we assume, as before, a hierarchy
of the form VP < vP < TP < CP, then the presence of this vP does not violate
the Ban Against Improper Case because it is not the case that vP > TP.

Now let us turn to the nominative case on the embedded subject it.
Given what I said before about Dependent Case Theory, one might expect the
accusative on the object her to cause it to receive dative case. That does not
happen because of the Ban Against Improper Case. The subject it resides in
a TP-position, and the object her in a VP-position. Between the two is a CP-
position. Since TP < CP, the accusative on her cannot affect the case of it
without triggering a violation of the Ban Against Improper Case. Hence the
pronoun it appears with nominative case, effectively starting a new chain of
dependent case licensing that is separate from whatever happened in the matrix
clause.

The astute reader has probably figured out already how the Ban Against
Improper Case reduces to monotonicity. For each phrase with licensed case, we
look at the path of positions that starts right above said phrase and extends all
the way up to its case licensor. When viewed as a mapping from natural numbers
into the hierarchy of positions, the mapping must be monotonic. For the example
above, the sequence for her is vP < TP, which is monotonically increasing. If
it were to stand in a dependent case relation with her, then the corresponding
sequence would be CP < VP, which is not monotonically increasing. For the
same reason, Bill cannot stand in a case relation with he either, as this would
yield the non-monotonic sequence CP < VP < vP < TP. When applied to such
“case licensing paths”, monotonicity does exactly the same work as the Ban
Against Improper Case.

Overall, then, monotonicity can be regarded as the driving force behind the
Ban Against Improper Movement/Williams Cycle, the Ban Against Improper
Selection, and the Ban Against Improper Case. The treatment here is far from
exhaustive. For example, I have said nothing about how head movement or
sidewards movement [26] fit into this picture. Still, this is a promising start, and
monotonicity can be pushed even farther.

3 Omnivorous Number

All the cases discussed so far involved a linear hierarchy. But the notion of mono-
tonicity also applies to partial orders, and this, too, finds application in syntax.
One concrete example comes from omnivorous number [25], to be discussed next
(Sect. 3.1). The analysis of omnivorous number will also highlight some impor-
tant methodological aspects of the monotonicity approach (Sect. 3.2).
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3.1 Proposed Analysis

Omnivorous number is a rare phenomenon that only occurs in languages where
verbal agreement is contingent on both the subject and the object. In languages
with omnivorous number, a transitive verb displays plural agreement unless both
its subject and its object are singular. In other words, once at least one argument
of the verb is plural, the verb display plural agreement. This is illustrated by the
following example from Georgian [25, p. 950].

(11) g-
2ndObj-

xedav-
saw-

t
pl

This utterance is highly ambiguous as it could mean “I saw you.pl”, “We saw
you.sg”, and “We saw you.pl”, among other options. All of these are potential
readings because each one contains at least one plural argument that could be
the source of the plural agreement on the verb.

Curiously, no known language displays the opposite system where verbal
agreement depends on multiple arguments yet is singular if at least one argument
is singular. The absence of this pattern is striking. One major goal of syntactic
theories is to allow for the vast range of cross-linguistic variation while provid-
ing an explanation as to why some logically conceivable patterns never seem to
occur. Ideally, the explanation for these typological gaps is simple and not spe-
cific to just a few phenomena. Both desiderata are met by a monotonicity-based
analysis of omnivorous number—the analysis is simple, and it treats omnivo-
rous number as yet another expression of a general monotonicity principle that
also drives the Ban Against Improper Movement and many other syntactic con-
straints. As with all the constraints seen in Sect. 2, the monotonicity account of
omnivorous number will restrict the mapping from some syntactic ordering to a
fixed universal hierarchy. The major innovation of omnivorous number, though,
is that the syntactic ordering is no longer linear, but a partial order.

First, let us assume a universal number hierarchy such that sg < pl. This
hierarchy is intuitively plausible in the sense that it replicates the ordering of
quantities—a plural refers to more entities than a singular. There have been
arguments in the literature that plural should be considered a semantic default
from which the singular meaning is derived [31], but these do not necessarily
conflict with the hierarchy above. These arguments make claims about how one
meaning is derived from another, whereas the hierarchy I propose orders singular
and plural in terms of their semantic extension. Moreover, we will see at the end
of the section that the key insight of the monotonicity account is preserved even
if one uses a hierarchy of the form pl < sg.

The hierarchy sg < pl gives us one ordering for monotonicity, but we still have
to define a second ordering that represents the syntactic agreement mechanism
that produces omnivorous number. Omnivorous number only arises in languages
where the verb V agrees with both its subject S and its object O, and we will
only consider such languages here (so English, for instance, would require a
different model that omits O). Crucially, the number values of V , S, and O are
not completely independent of each other. The number value of V depends on
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its two arguments S and O, but number values of S and O do not depend on
each other. We can regard this as a partial order such that S < V and O < V ,
but S and O are unordered with respect to each other.

We thus arrive at the two structures depicted below.

V

S O

pl

sg

We can now ask what kind of mapping f can be defined from the partially ordered
set on the left to the linear order on the right. Under the assumption that f must
be total, there are 8 options, which are listed in Table 1. There are only three
unattested patterns, all of which involve the verb displaying singular agreement
even though at least one of its arguments is plural. These are exactly the cases
that are ruled out if the mapping f must be monotonically increasing. Consider,
for example, the case where f(S) = f(V ) = sg < pl = f(O). This contradicts
O < V and is hence ruled out. Minor variations of this equation show that the
other unattested forms are not monotonic mappings either, whereas the attested
patterns are.

Table 1. Potential agreement types in a language where verbs agree with subjects and
objects in number

f(S) f(O) f(V ) Attested?

sg sg sg yes (uniform agreement)

sg sg pl yes (resolved agreement)

sg pl sg no

sg pl pl yes (omnivorous number)

pl sg sg no

pl sg pl yes (omnivorous number)

pl pl sg no

pl pl pl yes (uniform agreement)

We see then that monotonicity—when combined with intuitively plausible
hierarchies that encode, respectively, the relation of singular and plural and how
the value of the verb depends on its argument—is fully sufficient to derive the
attested typology of verbal agreement systems with two arguments.

3.2 Addressing a Potential Objection

The reader might object that my account relies on two stipulations: i) the func-
tion must be monotonically increasing rather than monotonically decreasing,
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and ii) the number hierarchy is sg < pl rather than pl < sg. It is instructive to
fully explore this issue as it highlights in what ways the monotonicity approach
to syntax can(not) enhance our linguistic understanding.

First, note that assumptions i and ii are interlinked. If we alter both, we
get exactly the same system because “monotonically increasing” is the dual of
“monotonically decreasing”, and sg < pl is the dual of pl < sg; the two duals
cancel each other out. Suppose, then, that we alter only one of the two. No matter
which one of the two assumptions we replace with its dual, we get the predictions
in Table 2. These predictions do not line up with the typological landscape.
Crucially, we do not just replace omnivorous number with its counterpart, we
also predict that resolved agreement is impossible. Resolved agreement occurs
when two singular arguments yield a single plural agreement marker, and this
behavior is attested. Under the analysis proposed in Sect. 3.1, the existence of
resolved agreement predicts the existence of omnivorous number (and the other
way round).

Table 2. Predicted typology if either sg < pl or the mapping must be monotonically
decreasing

f(S) f(O) f(V ) Attested? Predicted to exist?

sg sg sg yes (uniform agreement) yes

sg sg pl yes (resolved agreement) no

sg pl sg no yes

sg pl pl yes (omnivorous number) no

pl sg sg no yes

pl sg pl yes (omnivorous number) no

pl pl sg no yes

pl pl pl yes (uniform agreement) yes

This kind of unification is the principal driver of the monotonicity approach,
which otherwise could quickly devolve into arbitrariness. The approach relies
on domain-specific hierarchies, but since hierarchies are an abstract encoding of
linguistic substance, which is not nearly as well understood as linguistic form,
they are necessarily tentative. Each hierarchy has to be motivated by indepen-
dent considerations, e.g. locality or semantics, among others, but that is a soft
constraint at best. However, one and the same hierarchy may affect many differ-
ent phenomena, and thus linguistic typology acts as a much stronger constraint
on the shape of hierarchies. The monotonicity perspective deliberately abstracts
away from details of the grammar in order to maximize the impact of typol-
ogy. If two phenomena revolve around, say, person, then they should both be
describable in terms of the same person hierarchy, even if they involve vastly
different mechanisms in the grammar. This way, the hierarchies can be put on a
firm empirical foundation that minimizes arbitrariness.
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We have seen several concrete instances of this principle throughout the
paper. The analysis above combines resolved agreement and omnivorous number
into a single package: if one can occur in some natural language, the other can
occur in some (other) natural language. In the discussion of movement types
(Sect. 2.2), the monotonicity analysis of the Ban Against Improper Movement
also subsumes a Ban Against Improper Selection, and the Ban Against Improper
Case uses the same hierarchy as the Williams Cycle. This is the ideal scenario:
a hierarchy that is motivated by independent considerations can be combined
with monotonicity to explain not just one specific phenomenon, but an array of
phenomena.

4 Why Monotonicity?

By now, the reader is hopefully convinced that a number of syntactic phenomena
can be insightfully analyzed in terms of monotonicity. This raises the question,
though, why monotonicity should play a role in syntax.

The apparent importance of monotonicity is particularly puzzling because
there seems to be no natural way to encode monotonicity in common syntactic
formalisms such as Minimalism, HPSG, LFG, or TAG. This paper deliberately
analyzed syntax at a high level of abstraction that completely factors out how
the relevant orders and properties may be inferred by the syntactic machinery
(or how said machinery could give rise to the observed orders). But this is in fact
a common strategy in syntax. For example, syntactic accounts of NPI licensing
frequently gloss over how syntax determines whether a phrase is an NPI-licensor.
Sometimes the issue is sidestepped via lexicalization, e.g. via a specific feature,
or by assuming that there is a finite list of NPI-licensors that can be queried by
syntax. But this is just one specific way of syntacticizing a more abstract concept.
Similarly, there is extensive work on island constraints, yet very little on how one
encodes whether a specific phrase is an island or not—attempts to do so often
require unusual encoding tricks (cf. [1]). Implementation details can obfuscate
more than they illuminate, and syntacticians frequently do not provide formal
implementations when there is reason to believe that the implementation would
not yield novel insights. I have taken the same stance here with monotonicity,
implicitly assuming that the issue of how monotonocity could be recast in terms
of syntactic machinery would not help us understand the role of monotonicity in
syntax. Seeing how some of the most fundamental aspects of syntax are rarely
encoded directly in the syntactic formalism, it is not too troubling that the same
holds of monotonicity and the proposed orders and hierarchies.

One should also keep in mind the following: while it is surprising for syntax to
be sensitive to monotonicity, it would be even more surprising if syntax did not
care about monotonicity at all. Monotonicity is already a major factor in seman-
tics, and the work that this paper builds on suggests that monotonicity matters
in morphology, too [11]. In addition, linguists have often noted the importance
of structure-preservation principles, which can be regarded as an instance of
monotonicity. And finally, work on grammatical inference points towards mono-
tonicity greatly simplifying the learning problem (see [17]). Monotonicity has a
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role to play in many aspects of language, and it would be surprising for syntax
to be exempt from that.

In the future, it will be interesting to see if broadening the scope of research
on monotonicity from semantics to all linguistic domains yields a unifying cause
for the prevalence of monotonicity in language. The answer may lie in learnability
and grammatical inference, but I conjecture that computational complexity is
also an important factor. The work that this paper builds on [11] grew out of [9],
where typological gaps are explained in terms of how specific linguistic graph
structures can and cannot be rewritten if the rewriting mechanism must fit a
particular notion of subregular complexity. Subregular linguistics is concerned
with the application of very restricted subclasses of finite-state machinery to
natural language. There has been a flurry of promising results in computational
phonology, morphology, syntax, and even semantics (see, among others, [2,4,6,
10,12–16,18,23,32]). Monotonicity might be an elegant approximation of a more
fine-grained, but also less intuitive notion of subregular complexity.

Syntax is the ideal candidate for probing the connection between mono-
tonicity and computation. Monotonicity has been studied most extensively with
respect to semantics, but this paper and related work show that morphology and
syntax also seem to be exquisitely sensitive to monotonicity. Between morphol-
ogy and syntax, the latter has seen a lot more work on its subregular complexity.
Consequently, syntax is the only area of language right now that provides a fer-
tile ground for both monotonicity and subregular complexity. If there is some
connection between monotonicity and subregular complexity, some computa-
tional driver towards monotonicity, it should be easier to find in syntax than in
phonology, morphology, or semantics.

5 Conclusion

I have presented several syntactic phenomena that can be analyzed in terms of
monotonicity: the Ban Against Improper Movement, the Williams Cycle, the Ban
Against Improper Case, and omnivorous number. Due to space constraints, many
others had to be omitted, such as the Keenan-Comrie hierarchy [21]. There is also
a plethora of work on 3/4-splits in typology, where only 3 out of 4 conceivable
options ever show up in natural language. These can be regarded as monotonic
maps from an order with two elements into another order with two elements. In
addition, existing work such as the algebraic account of adjunct islands in [8]
implicitly use monotonicity. A large number of seemingly unrelated phenomena
thus fall under the purview of the same universal principle. They all can be
explained in terms of monotonic mappings from some kind of abstract syntactic
representation to a universal hierarchy.

That said, the work reported here is but a starting point. The posited hierar-
chies require a more rigorous and insightful motivation, and it will be important
to also identify phenomena that do not obey monotonicity. This will give us a
deeper understanding of the place of monotonicity in natural language, and may
ultimately answer the question why any aspect of language, be it semantics,
syntax, or something else, should care about monotonicity in the first place.
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Abstract. This paper investigates the interpretation of measure phrases (MPs) in
attributive constructions in Mandarin. Contra Schwarzschild [1], we argue that
the attributive position is not bound to a non-monotonic reading for MPs, and
that Mandarin attributive MPs are subject to both monotonic and non-monotonic
readings, which are to be recast as a contrast between object-level and kind-level
readings. The alleged non-monotonic reading for attributive MPs is argued to be
a result of the distributivity effect [2, 3]. It is observed in Mandarin that attribu-
tive MPs always have a distributive reading on monotonic and non-monotonic
readings, which originate from two different sources. We propose that on the
monotonic reading, the attributive MP distributes over the predicate Classifier-
Noun, which denotes a set of non-overlapping individuals, and that the apparent
non-monotonic reading is a consequence of the (sub)kind reading, such that the
property expressed by MP is distributive over the instantiation set of the relevant
(sub)kind. As far as their semantics is concerned, we claim that attributive MPs
on the non-monotonic reading are intersective adjectives, which compose with
NPs via Heim and Kratzer’s [4] rule of Predicate Modification, but attributive
MPs on the monotonic reading compose with NPs with functional application, as
induced by the predicativizer de, whereby they denote degrees serving to satu-
rate the degree argument associated with the semantics of dimensional adjectives,
which is at type <d, et>.

Keywords: Measure phrase · Monotonicity · Attributive constructions ·
(Sub)kind · Distributivity
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1 The Issue: The Syntactic Dependence of Measure Predicates
on Monotonicity

Measure predicates (MPs hereafter), consisting of a numeral followed by a measure
word likemeter, denote degrees of entities along a certain dimension associated with the
measure word. MPs are available in a wide range of syntactic contexts, and two of such
contexts are pseudopartitives and attributive constructions, as exemplified by (1) and (2)
respectively [1, 5, 6]. In pseudopartitives, the MP is realized as a part of the extended
functional projection above NP, such as the QP or NumP; in attributive constructions,
the MP functions as an attributive modifier to the head noun.

(1) a. two inches of cable    (pseudopartitives)
b. three pounds of beef  
c. six ounces of gold  

(2) a. two-inch cable    (attributive constructions)
b. 100 degree water  
c. 18 carat gold  

According to Schwarzschild [1], monotonicity plays a crucial role in nominal syntax
withMPs. It is argued that syntactic positions ofMPs determine their interpretationswith
respect to (non-)monotonicity. Specifically, pseudopartitives are syntactically projected
into a Monotonic Phrase (MonP), where the preposition of is realized as the head Mon0

and theMP is surfaced as its specifier.MPs in attributive constructions are realized below
theMonP and become part of noun compounds. According to Schwarzschild [1], MPs in
pseudopartitives are interpreted with a monotonic reading, whereas those in attributives
are read with a non-monotonic reading only. The structural ambiguity of the MP two
inch(es) is illustrated by the syntactic trees in (3).

(3) a. MonP b. N0

QP Mon’ N0 N0

Num Q0 Mon0 NP two-inch cable

two inches of cable

P M

M N

0 N

Q

The notions of monotonic and non-monotonic predicates can be defined as in (4) and
(5) in a simplified way [1, 2, 7, 8]. Accordingly, theMP two inches in the pseudopartitive
construction two inches of cable measures the length of the cable, which tracks a part-
whole relation of entities denoted by NP, so two inches of cable plus two inches of cable
would be four inches in total. In contrast, the MP two-inch in the expression two-inch
cable specifies the diameter of the cable, which remains constant and non-monotonic.
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One of the advantages of this account is that it successfully captures that measure
words like inch,meter and kilo are different from those like carat for purity and degree for
temperature. The former are called ‘extensive’ measures and the latter ‘non-extensive’
measures [8]. For Schwarzschild, extensive measures are subject to both monotonic and
non-monotonic readings, but non-extensive ones can only have a non-monotonic reading.
As shown in (6), extensive measures like inch are available in both pseudopartitives and
attributive constructions, but non-extensive measures like degree and carat are only
permitted in attributives but not in pseudopartitives.

(6) a. two inches of cable  a’. two-inch cable  
b.* fifty degrees of water  b’. fifty-degree water
c.*18 carats of gold   c’. 18-carat gold  

Nevertheless, it is highly controversial whether monotonicity is the decisive factor
responsible for the above contrast. The first issue arising is concerned with whether
attributive MPs are allowed for a non-monotonic reading only. This problem is partic-
ularly prominent for extensive measure words. Can extensive MPs retain their default
monotonic function in attributive positions? For instance, Kennedy [9] points out that
attributive MPs do not seem to require non-monotonicity in all the cases. The MP 60
min in the attributive position in (7b) has a similar monotonic reading as the one in (7a),
both of which denote the actual duration of the analysis.

(7) a. 60 minutes of analysis  
b. a 60 minute (long) analysis

Second, what is the correlation between non-monotonicity and distributivity for
attributiveMPs, if there is any? It is noted inSchwarzschild [1] that the property expressed
an attributiveMP is always distributive, such that it distributes either over atomic entities
consisting the relevant plural entity or over the parts of an entity denoted by a mass noun
(recall the examples in the second column in (6)). To rule out the monotonic reading
for attributive MPs, Schwarzschild [1] claims that non-monotonic MPs entails distribu-
tivity but monotonic MPs fail to pass the test of distributivity. In contrast, Rothstein
[10], McKinney-Bock and Pancheva [3] both argue for the opposite position that non-
monotonicity for attributive MPs is independently determined by distributivity of such
predicates.

This study addresses these two controversies by focusing on the usages of MPs in
attributive constructions inMandarin.We confine ourselves to the expression “Numeral-
Classifier-MP-de-Noun”, in which theMP followed by themodificationmarker de occu-
pies the adnominal position and then is preceded by a true numeral and a true classifier,
as illustrated in (8).
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(8) a. ta  ji-le    yi  tong   1.5-sheng  de  niunai.     
he  squeeze-PFV  one  CLbucket  1.5 liter   Mod milk    
‘He milked a bucket of milk, which measures 1.5 liters.’   (Non-monotonic)

b. ta  mai-le    yi   ping  1.5  sheng de  niunai.     
he   buy-PFV   one  CLbottle 1.5  liter  Mod milk    
‘I bought a 1.5-liter bottle of milk.’       (Non-monotonic)

Aswill be argued, attributiveMPs, such as 1.5-sheng ‘1.5-liter’ in (8), are potentially
ambiguous between monotonic and non-monotonic readings. Hence, our answer to the
first question is opposed to Schwarzschild’s syntactically motivated proposal. We claim
that the syntactic position of MPs does not always decide their readings to be monotonic
or non-monotonic, and that the attributive position is not reserved for non-monotonic
MPs.

Concerning the second question, we argue that the apparent ambiguity between
monotonic and non-monotonic readings for MPs should be recast as the distinction
between object-level and kind-level readings in Mandarin. In these two contexts, the
effect of distributivity on attributive MPs has its roots in two sources: the apparent
non-monotonic reading is a consequence of the (sub)kind reading in that the property
expressed byMPs is distributive over the instantiation set of the relevant subkind, and on
themonotonic reading, the attributiveMPs distributes over the predicateClassifier-Noun,
which denotes a set of non-overlapping individuals.

The remainder of the article is organized as follows. Section 2 offers a brief review
on two semantic accounts of (non-)monotoicity of MPs in attributive constructions,
namely, Rothstein [2] and McKinney-Bock and Pancheva [3]. In Sect. 3, we examine
the usages ofMPs in attributive constructions inMandarin, which are shown to be subject
to both monotonic and non-monotonic readings. The semantics of monotonic and non-
monotonic MPs in attributives are worked out in Sects. 4 and 5 respectively. The article
is wrapped up in Sect. 6 by summarizing the main arguments made in the paper.

2 Two Semantic Accounts for (Non-)Monotonicity of MPs

This section reviews twoexisting accountswhich challenge thenon-monotonicity restric-
tion of MPs in attributive constructions. Contra Schwarzschild [1], Rothstein [2] argues
that the projection of the so-called MonP is not syntactically but semantically deter-
mined by the availability of ‘extensive’ measure function for measure words [8]. One
of the consequences is that it is actually possible for attributive MPs to receive both a
monotonic reading and a non-monotonic reading. McKinney-Bock and Pancheva [3]
also argue that attributive position is not reserved for non-monotonic readings by exam-
ining behaviors of various types of adjectives. It is concluded that non-monotonicity of
attributive MPs follows from the effect of distributivity, but not vice versa.

2.1 (Non-)extensive Measure Functions

According to Schwarzschild [1], as indicated by the structure (3a), it is the head of in
Monotonic Phrases that is responsible for assigning the quantity property expressed by
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the MP to individuals in the denotation of nouns. This syntactically motivated approach
to monotonicity tried to account for the following two relevant facts. First, measures
like karat and degree fail to be licensed in pseudopartitives, and they are restricted
in attributive constructions; second, measures like inch or kilo exhibit the same non-
monotonicity property as karat and degree, when they are used as attributive modifiers.
The two facts are exemplified by (9) and (10) respectively.

(9) a. 18-karat gold        a ’.* 18-karat of gold
b. 20 C° degree water    b ’.* 20 C° degree of water

(10) a. two inches of wire   a’. the two-inch wire  
b. three pounds of cherries   b’. the three-pound cherries

It is assumed that the dimension associated with the measure karat is not monotonic
with the stuff gold, because the PURITY of any proper part of it will always remain the
same. The unacceptability of (9b’) also reflects the fact that temperature is notmonotonic
with respect to water. If the 5 ounces of water in the bottle measures 20°, then its subparts
will also measure 20°. Similarly, the measure inch in the pseudopartitive construction
tracks the monotonic dimension of length, as in (10a), but it measures the diameter
of wire in the attributive construction in (10a’), where it does not track a part-whole
relation to wire. The properties denoted by non-monotonic MPs are distributive over
parts of entities in the NP denotation. For plural entities, each singular atom consisting
the plural entity shares the same property denoted by the MP, and for mass nouns, the
property holds of any subpart of the relevant entity. For Schwarzschild, the distributivity
effect observed is due to the monotonic interpretation of the MPs.

However, Champollion [11] showed that the same measure word degree for temper-
ature is fairly acceptable in pseudopartitives as in the example (11), where the relevant
measure function, e.g. temperature-increasing, maps any warming event to the number
of degrees of warming that it causes. Nouns like global warming can be categorized as
‘scalar nominals’ in the sense of Kennedy [9], which are compatible with the alleged
‘lexically’ non-monotonic MPs.

(11) a. The scientists from Princeton and Harvard universities say just two degrees Celsius of global
warming, which is widely expected to occur in coming decades, could be enough to inundate the
planet.        [11]  
b. 6 degrees of separation   [9] 

We learn from the examples in (11) that the alleged intrinsically non-monotonic
measure words can, in fact, be licensed in monotonic constructions, when some contexts
are construed in an appropriate way. This suggests that the monotonic or non-monotonic
measure function cannot be lexically determined by the measure words themselves. It
is less likely to be syntactically determined either. If it were the case, some independent
mechanism is still called for to explain how the same measure word degree is analyzed
with different syntactic status in these two situations. As far as the monotonic reading
is concerned, Ladusaw [12] suggests that the partitive of , as in ‘some of the students’,
denotes the function from a divisible entity, i.e. an entity that has part structure, to a
property that is true of parts of that entity, as formalized in (12). However, Schwarzschild
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assumes that the monotonic of in pseudopartitives is distinct from the partitive of . It is
thus ruled out the possibility that it is the preposition of that is responsible for assigning
a part-whole structure onto the noun denotation in pseudopartitives.

The strict mapping of attributive MPs onto a non-monotonic reading was criticized
in Rothstein [2], who suggested that it is the semantics of the MP that determines its
property of being monotonic or non-monotonic. It is proposed that it is the availability
of extensive measure function of measure words that makes them possible in pseudopar-
titives. The contrast between inch and degree is suggested to be a distinction between
extensive and non-extensive measure functions in the sense of Krifka [8]. The mea-
sure word inch denotes an extensive measure operation, and length, the dimension on
which inch operates, is extensive, whereas degree which maps an entity onto a degree
of heat is not extensive, and temperature is a non-extensive dimension. Accordingly,
non-extensive measure words in (9a-b) are disallowed in pseudopatitives due to the
lack of extensive measure functions. However, as shown in (11), it is possible for the
alleged non-monotonic measures like degree to be used in monotonic constructions. The
measure word degree in examples of (11) is assumed to denote an extensive measure
function then. This further supports that the monotonicity function is neither lexically
nor syntactically specified but semantically dependent.

Rothstein [2] argues against the syntactic account that (non-)monotonicity ofmeasure
predicates is determined by their syntactic positions, and propose that non-monotonicity
is a consequence of the distributive interpretation of MPs. We already know that the MP
two pound in two-pound apples distributes over atomic apples and has a two-pound-
per-apple reading. But in this case, “non-monotonicity is met trivially, since atoms in
the denotations of count nouns are assumed to have no parts” (ibid: 12). The difference
of MPs like two pound(s) in pseudopartitives and attributives is more illustrative in
cumulative contexts, where they differ in cumulative entailments.

TheMP two pounds of apples denotes the set of pluralities of apples in the denotation
of apples which weigh two pounds, as in (14a). Obviously two such quantities cannot
together weigh two pounds, thus the cumulative entailment in (13a) holds. In (13b), the
attributive MP two-pound distributes over atomic apples in the denotation of the count
noun apples and gives us the set of atomic apples which each weigh two pounds, as in
(14b).1 Therefore, it is not surprising that the increasing of the quantity of apples in the
denotation of two-pound apples does not affect the measure value of each apple in the
set.

1 The semantics in (14b) was simplified by getting rid of the derivation from the root meaning of
nouns to a set of atomic individuals.
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The account of (non-)extensive measure function predicts that the monotonic inter-
pretation is not ruled out at all in attributive constructions. The monotonic reading of
attributive MPs in English is supported by the evidence given below (adapted from
Rothstein 2019).

First, additive attributive measures decrease incrementally. If the attributive were a
non-monotonic predicate, (15) would be unexpected.

(15) If A is a two-pound apple, then half of A weighs one pound.

Second, we can see the effects of monotonicity in attributive predicates in
accumulation entailments. Accumulation entailments are entailments of the form in
(16).

(16) a. Three two-pound apples is six pounds of apples.      TRUE
b. Three 500 meters skeins yarn is 1500 meters of yarn.    TRUE
c. Three ten dollar tanks of gas is thirty dollars-worth of gas.   TRUE

Attributive MPs discussed here are clearly monotonic, because they contribute the
measures thoughwhich themeasure of the overall quantity is computed. Non-monotonic
MPs do not show any of these effects.

2.2 Deriving Non-monotonicity from Distributivity

McKinney-Bock and Pancheva [3] also cast doubt onto the non-monotonicity constraint
ofMPs in attributive constructions. By examining the behaviors of adjectives, they reach
the same conclusion that attributivemodifiers are not bound to having the non-monotonic
reading and its apparent non-monotonicity is attributed to distributivity.

Schwarzschild [1] suggests that when a MP combines with a substance noun in
attributives, they express (possibly complex) non-monotonic dimensions, which are
understood as properties distributive over atomic individuals, such as weight or price
per (standard) unit, as exemplified by (17).

(17) a. 3 pound cherries:   WEIGHT PER CHHEEY
b. 20 pound paper:    WEIGHT PER STANDARD UNIT
c. $72 oil:     PRICE PER STANDARD UNIT

For Schwarzschild [1], the non-monotonic reading of attributive MPs entails the dis-
tributivity effect, but McKinney-Bock and Pancheva [3] suggest that non-monotonicity
follows from the independently determined distributivity of the relevant predicates. But
McKinney-Bock and Pancheva’s [3] arguments are mainly built upon the properties of
adnominal adjectives in attributive constructions.

When the dimensional adjective heavy is used in the predicate position (18a), it has
either a collective reading or a distributive reading, whichmeans that the boxes are heavy
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as a group or each box is heavy. But, in the case of (18b), the attributive heavy passes
the non-monotonicity requirement: the weight of individual boxes does not track the
part-whole relation among boxes. The attributive heavy is obligatorily interpreted with
a distributive reading. It is called a ‘stubbornly distributive’ adjective in Schwarzschild
[1].

(18) a. The boxes are heavy.     [collective or distributive]
b. The heavy boxes sat in a corner.   [distributive]  

McKinney-Bock and Pancheva [3] propose that the distributive reading and the
collective reading of gradable adjectives can be differentiated by different comparison
classes to be chosen in the context. On the distributive reading, (19) has the meaning
that ‘boxes that are heavy for a prototypical box’, which can be represented as a covert
pronominal element C, as sketched in (19b). In addition to the distributive reading
(20b), the predicative heavy also has the collective reading, which is understood as ‘the
weight of the pile of boxes is compared to contextually relevant prototypical entities’,
as illustrated by (20c).

If the property of (non-)monotonicity is determined syntactically, it is expected that
adjectives or other forms of predicates are expected to have a non-monotonic reading only
when occurring in attributive constructions. This prediction is falsified by the following
facts (adapted from McKinney-Bock and Pancheva [3]).

First,when the adjectiveheavymodifies collectivemass nouns like traffic and jewelry,
it is interpreted collectively. Heavy in (21a) measures the density of vehicles, and the
most prominent reading of (21b) is that the overall quantity of jewelry is heavy. These
examples clearly pose a problem for the link between attributive syntax and the semantics
of non-monotonicity.

(21) a. The heavy traffic was unbearable.  
b. The heavy jewelry weighed down the bride.

Second, in addition to the distributive adjective heavy, collective adjectives like
numerous,plentiful, and sparse, can also be used attributively. The semantics ofnumerous
requires a pluralitymeasured along a cardinality dimension that is not necessarily precise.
The example (20) only requires the cardinality of protesters to be large enough, but it is
not expected to know the exact number of protesters.
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(22) The numerous protesters overwhelmed the counter-protesters.

Unfortunately,McKinney-Bock and Pancheva [3] only discussed (non)monotonicity
of adjectives, and left untouched the property of MPs in attributive constructions. It is
dubious whether these two types of phrases, i.e. attributive APs and MPs, are supposed
to have the same behavior with respect to monotonicity. At least, as far as attributive
QAs (Quantity Adjectives) are concerned, such as many and much, they are monotonic
in a way that does not seem tied to their syntax [13].2 We will explore in the following
sections whether attributive MPs are constantly distributive.

In sum, this section offers an overview of Rothstein’s [2] and McKinney-Bock and
Pancheva’s [3] accounts on (non-)monotonicity of attributive modifiers, which examine
the behaviors of MPs and adnominal adjectives respectively. According to Rothstein
[2], the monotonic reading of MPs is determined by the extensive function denoted by
measures, which is available both in pseudopartitives and attributive constructions. The
crucial argument made inMcKinney-Bock and Pancheva [3] is that non-monotonicity of
attributive adjectives like heavy follows as a consequence of distributivity. Both accounts
are in favor of the view that modifiers in the attributive position receive a monotonic
reading or a non-monotonic reading: the former depends on the measure function to be
extensive or non-extensive, and the latter on the adjective to be distributive or collective.

3 (Non-)Monotonic MPs in Mandarin: the Facts

This section first shows how pseudopartitives and attributive constructions are realized
in a classifier language like Mandarin. It will then be followed by the discussion on the
ambiguity of attributive MPs with respect to monotonicity in this language. A caution is
in place here that we will be focusing only on the use of extensive measure words like
meter and pound in attributive positions in this study.

3.1 MP-de-N as Pseudopartitives or Attributive Constructions

In Mandarin, measure predicates can directly merge with a noun to generate pseudopar-
titive constructions, such as MP-N in (23). Besides, the modification marker de can also
intervene betweenMP andN,which results in the expressionMP-de-N.3 The phraseMP-
de-N is structurally ambiguous between pseudopartitives and attributive constructions,
as exemplified by (24) [14–16].

(23) ta mai-le liang bang rou.
she buy-PFV two pound meat
‘She bought two pounds of meat.’ [pseudopartitive construction]

2 Schwarzschild (2006) treats such QAs as many and much to be realized high in some functional
projection, e.g. at or above MonP.

3 The modification marker de is able to turn any phrasal elements into attributive modifiers, which
is schematized as “XP-de-NP”.
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(24) ta  mai-le    liang  bang  de   rou. 
she buy-PFV  two   pound  Mod  meat    
a. ‘She bought two pounds of meat.’    [pseudopartitive construction]
b. ‘She bought some two-pound meat.’     [attributive construction]

Under the pseudopartitive reading, the MP liang-bang in (23) and (24a) measures
the overall weight of meat to be two pounds, regardless of whether de is present or
absent. On the attributive reading, in (24b) liang bang specifies the meat to be the one
that comes in the unit of two pounds, or “the meat that is sorted in accordance with two
pounds” in Tang’s [14] terms.

According to Tang [14] and Jiang [15], MP-de-N in (25) is associated with two
distinct syntactic structures under pseudopartitive and attributive readings: the former
has the structure of [MeasP Num-Meas (de) [NP N]] and the latter [NP [MeasP Num-
Meas de] N]. This structural difference predicts that MP-de-N can be embedded in a
canonical classifier phrase, i.e. Num-Cl-MP-de-N, only when the MP is interpreted with
an attributive reading. The presence of Num-Cl before theMP impedes the availability of
the monotonic reading for MP-de. It follows that MPs sanbang-de in (25a) and wubang-
de in (25b) are attributive modifiers and are interpreted non-monotonically.

(25) a. liu ge  san-bang   de    yingtao      [15] 
six  CL three-pound  Mod  cherry  
‘six cherries, each of which weigh three pounds’ 

b. ta  mai-le   liang bao   wu-bang   de   rou.    [14] 
she buy-PFV two  CLparcel five-pound  Mod  meat 
‘She bought two parcels of meat that were sorted in accordance with five pounds.’

According toTang [14] and Jiang [15],when theMP is used as an attributivemodifier,
it behaves like a ‘classifying’ adjective, which expresses properties that are able to
establish subtypes of entities. Jiang [15] suggests that san bang de yingtao ‘three-pound
cherry’ in (25a) refers to ‘a complex kind or concept’, but, unfortunately, this was not
reflected in the English translation. Example (25a) is supposed to mean ‘the three-pound
cherry’. The term used by Tang ‘sorted in accordance with’ has the same effect as Jiang’s
[15] ‘complex kind or concept’ in that (25b) refers to a certain type of meat available on
the market.

In this study, we will leave aside the pseudopartitive construction and focus solely on
the attributive use of measure phrases, i.e. the MP in the construction “Num-Cl-MP-de-
N”. We refer readers to Li and Rothstein [17] for the discussions on the pseudopartitive
expression “MP-de-N” in detail.Wewill address the following two questions concerning
attributiveMPs inMandarin: (i) how canwe relate the subkind reading discussed in Tang
[14] and Jiang [15] to the non-monotonic reading proposed in Schwarzschild [1]? (ii) is
it possible for theMP inMP-de-N to have a monotonic reading? If the answer is positive,
how are the two monotonic readings in attributives and pseudopartitives distinguished
from each other?
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3.2 Ambiguity of Attributive MPs in Mandarin

In this subsection, we defend the view that the attributive position is not reserved for
non-monotonicMPs inMandarin. Aswill be shown, attributiveMPs, as the one in [Num-
Cl-[[MP-de]N]], are ambiguous between monotonic and non-monotonic readings. We
propose that the ambiguity of attributive MPs between monotonic and non-monotonic
readings should be recast a contrast between object-level and subkind-level readings in
Mandarin. As a result, the apparent ‘non-monotonic’ reading is a consequence of the
kind reading in Mandarin, whereas monotonic MPs in attributives express properties
distributive over the atomic set denoted by Cl-N.

InEnglish, attributiveMPs can optionally co-occurwith dimensional adjectives, such
as two meter (tall) in (26a). This suggests that attributiveMPs are not adjectives, but they
are rather the degree arguments of (possibly implicit) adjectival or measure functional
heads [9]. It is also suggested that attributive MPs, along with the dimensional adjective
followed, have the same analysis they would have in predicative positions, where they
denote properties of individuals, as in (26b).

(26) a. a two-meter (tall) man       
b. ||two-meter tall|| = λx. tall (x)=2m

If this analysis in (26) is on the right track, there is no reason to believe that attributive
MPs are required to be interpreted with a non-monotonic reading. As shown in (27), the
MP 60 min can be used for the noun analysis either on its mass use or its count use,
which leads to pseudopartitives and attributive constructions [9]. What’s important here
is that the same MP receives a monotonic reading in both constructions, which means
that the duration of analysis lasts 60 min.

(27) a. 60 minutes of analysis        
b. a 60-minute (long) analysis    [9]

We now show that monotonic and non-monotonic readings are equally available for
attributive MPs in Mandarin. The example (28) with the MP 100 haosheng ‘100 ml’ in
an attributive position has two possible readings. On the monotonic reading in (28a),
it means that the actual volume of milk that was drunk amounts to 100 mls, and this
sentence is true only when the whole glass of milk is finished up. On the non-monotonic
reading in (28b), it means that themilk that he drankwas poured out of the 100-ml bottled
ones, where the property denoted by theMP ‘100ml’ does not track a part-whole relation
over the quantity of milk.

(28) ta  he-le     yi   bei  [[yibai-haosheng  de]   niunai].  
he  drink-PFV one  Clglass 100-ml    Mod  milk 
a. ‘He drank a glass of milk, which measures to be 100 mls.’  [Monotonic]  
b. ‘He drank a glass of the 100-ml milk.’     [Non-monotonic]

It is more difficult for attributive MPs to obtain a monotonic reading than a non-
monotonic one in some cases. But the monotonic reading becomes available, once the
contexts are appropriately construed. Twoextra examples are provided in (29) to show the



Attributive Measure Phrases in Mandarin: Monotonicity and Distributivity 65

availability of the monotonic reading in attributive constructions, but the non-monotonic
reading is not excluded here.

(29) a. Tian laohan jianshang bei-zhe yi dai 30 gongjin de dami.
Old Tian shoulder.on carry-Dur one Clsack 30 KG Mod rice
‘Old Tian carried a sack of 30-KG rice on his shoulders.’
Literal: ‘Old Tian carried a sack of rice on his shoulder, which was 30 KGs.’

b. tamen zao-le yi dong sanbai mi de dalou.
they build-PFV one CL three hundred meter Mod building
‘They built a 300-meter (tall) building.’
Literal: ‘They built a building, which was 300 meters tall.’

We hypothesize that the contrast of attributive MPs between monotonic and non-
monotonic readings should be recast as the distinction between object-level and kind-
level predicates in Mandarin. The semantics of MPs under these two readings can be
tentatively sketched in (30a–b). We suggest that the attributive MP in (30a) expresses a
property of weight that is predicated of entities denoted by the noun, and that the MP in
(30b) does not express a measure function of milk but a property that helps to establish
a subtype of milk, e.g. the 100-ml type of milk (also see [14, 15]). In this case, the MP
does not express the actual amount of milk to be taken.

The posited object/kind-level ambiguity, which underscores the monotonic and non-
monotonic readings associated with attributive MPs, can be justified in the following
contexts in Mandarin.

First, the object-level/kind-level readings of the attributive MP affect the truth
conditions of sentences. Consider the examples in (31).

(31) ta   mai-le  wu  zhi  [si-liang  de   pangxie],  
he buy-Asp  five  CL  200-gram  Mod crab  
zong  zhongliang  liang  jin  budao  yidianr.   
total  weight     two   pound less.than  a bit  
‘She bought five 200-gram crabs, but the overall weight is a bit less than 2 pounds.’

Under both monotonic and non-monotonic readings, attributive MPs without any
approximators is expected to express exact measurement of entities in the case of English
(recall Rothstein’s examples from (13) to (16)). However, in Mandarin, it is possible for
attributives to have inexact measurements. As shown in (31), it only requires each crab
to be close enough to 200 g. We suggest that the statement of (31) is judged to be true
only when the MP is interpreted with a kind reading. If the sentence is interpreted with
an object reading or the so-called monotonic reading, each crab has to weigh exactly
200 g and the overall weight should be two pounds in an exact sense. In this context, the
sentence (31) is then judged to be false. But if ‘200 g crab’ is a general name of crabs
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of a certain subtype, in which the MP 200-g denotes a classifying property to classify
crabs, then the approximate interpretation is expected. It is a common practice in the
Yangtze Delta area that crabs are sorted into the 100 g type, the 200 g type etc., and
the larger they are, the more expensive they become. In this context, it only requires the
actual weight of each crab to be close enough to 200 g to instantiate the relevant kind,
so the overall weight can be around 2 pounds. Thus the same sentence (31) becomes
true in this context. As for the question of how close it is to 200 g, it depends on how
fine/coarse-grained the scale it is. We take this evidence in support of the claim that
the apparent non-monotonic reading of attributive MPs should be treated as a (sub)kind
reading.

The second context to distinguish between the object-level reading and the kind-
level reading is concerned with the availability of dimensional adjectives after MPs.
The expression “Num-Cl-MP-de-N” is ambiguous between an object-level reading and
a kind reading, but ‘Num-Cl-MP-Adj-de-N’ has an unambiguous object-level reading
and the kind reading is suppressed, when theMP is followed by a dimensional adjective,
such as chang ‘long’, kuan ‘wide’, gao ‘high’, zhong ‘heavy’ and shen ‘deep’.

(32) Scenario A:  
[[liang-mi chang de]   hongbu]  

Xiaowang   buy-PFV one  CLpiece  two meter long  Mod  red cloth  
he  yi   kuai [[san   mi   chang  de]   baibu].  
and one  CLpiece   three meter long   Mod  white cloth  
‘Xiaowang bought an item of 2-meter long red cloth and another item of 3-meter long white cloth

Xiaowang mai-le yi kuai 

.’

(33) Scenario B:  
le yi   kuai  [[liang-mi  de]   hongbu]

 Xiaowang  buy-PFV  one CLpiece  two meter Mod  red cloth  
he yi   kuai   [[san-mi    de]  baibu].       
and one CLpiece   three-meter Mod  white cloth  
‘Xiaowang bought an item of 2-meter red cloth and another item of 3-

Xiaowang mai-

meter white cloth.’

TheMPs in (32) are followed by the dimensional adjective chang ‘long’, but those in
(33) are not. In the context depicted by (32), the overall length of cloth that was bought
is 5 m, a sum of 2 m and 3 m. In contrast, in the context of (33), the overall length of
cloth is either five meters or uncertain. The length of cloth becomes uncertain when the
MPs are kind-level predicates, since in this context they simply specify which type of
cloth and give no information on the actual length that was bought.

The insertion of dimensional adjectives after MPs in Mandarin is different from
what’s observed in English. As shown in (26) and (27), the insertion of adjectives after
MPs does not result in any interpretational differences of theMP inEnglish. ForKennedy
[9], they are “much synonymous”. Some more examples are provided in (34).

(34) a. a three-meter (long) rope 
b. two 1.8 meter (tall) students

Third, object-levelMPs in attributive positions differ fromkind-level ones in that they
allow adverbial modification, such as duo ‘more’, budao ‘less than’ and ganghao ‘just’.
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MPs with approximative modifiers in (35) can only be interpreted with a monotonic
reading.

(35) a. yi gen [[san mi duo de] dianxian]
one CL three meter more Mod wire
Possible reading: ‘a stretch of wire, which is more than three meters’
Impossible reading: a kind of wire, which is more than three meters’

b. yi gen [[san mi budao de] dianxian]
one CL three meter less Mod wire
Possible reading: ‘a stretch of wire, which is less than three meters’
Impossible reading: a kind of wire, which is less than three meters’

c. yi gen [[ganghao san mi de] dianxian]
one CL just three meter Mod wire
Possible reading: ‘a stretch of wire, which is exactly three meters’
Impossible reading: a kind of wire, which is exactly three meters’

Last but not least, these two types of attributiveMPs are confined to someword order
restriction. They must co-occur in the order of “MPObject level - MPKind level -NP”, not
the other way round. Example (36) means that the watermelon belongs to the five-kilo
type and that the overall quantity of each sack measures fifty kilos.

(36) ta  mai-le liang madai [wushi gongjin de]Monotonic[wu gongjin de]Nonmonotonic xigua.  
she  buy-PFV two CLsack  fifty   kilo  Mod     five kilo Mod       watermelon
‘She bought two fifty-kilo sacks of five-kilo type watermelons.’ 

Adopting our second diagnostic that dimensional adjectives can only follow the
object-level MPs, it follows that only the first MP that follows the classifier can be
followed by dimensional adjectives, and the one immediately preceding the noun cannot.

(37) a. ta   mai-le liang madai [wushi gongjin zhong de] [wu gongjin de] xigua.  
she  buy-PFV two  CLsack fifty  kilo   heavy Mod five kilo Mod watermelon  
‘She bought two fifty-kilo sacks of five-kilo type watermelons.’ 

b.?ta  mai-le   liang madai [wushi gongjin de] [wu gongjin zhong  de]  xigua.  
she  buy-PFV  two  CLsack fifty  kilo   Mod five kilo   heavy  Mod watermelon  
‘She bought two fifty-kilo sacks of five-kilo type watermelons.’ 

c.*ta  mai-le  liang madai [wushi gongjin de  zhong] [wu gongjin zhong de] xigua.  
  she  buy-PFV  two  CLsack  fifty  kilo Mod heavy  five kilo  heavy Mod watermelon

‘She bought two fifty-kilo sacks of five-kilo type watermelons.’

The co-occurrence of the two types of attributive MPs in Mandarin suggests that
they are possibly realized in two distinct syntactic positions. We assume that the MP
close to NP functions as adnominal adjectives and the one close to the classifier act as
“pre-classifier” modifiers in terms of the scope of modification. The underlying struc-
tural relation of these two MPs in classifier phrases can be represented as: [NumP Num
[ClP MP1 [ClP CL [NP MP2 [NP N]]]]], where MP1 and MP2 act as ClP adjunct and NP
adjunct respectively. The reason whyMP1 follows the classifier but does not precede it is
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probably due to phonological reasons. It was discussed in Li [18] that only a limited set
of dimensional adjectives are allowed to appear between numeral and classifier, which
are required to be used in bare forms, namely, neither degree modifiers nor the modifi-
cation marker de is allowed. Compared with those bare adjectives, MPs are structurally
more complex and phonologically heavier. This might well be the reason for their right
dislocation.

The scopal difference between these two types of attributive MPs is also illustrated
by the English translation, where monotonic attributive MPs modify the classifier, and
non-monotonic ones modify the noun. A similar pattern is also observed in English in
Rothstein [2]. But it should be noted that the adnominal MP does not have a kind reading
at least in the context of (38).

(38) a. I bought a two-kilo bag of flour.     
b. I bought two two-kilo crates of two-kilo watermelons.

To sum up, in contrast with Schwarzschild [1], we claim that the attributive position
is not reserved for non-monotonic readings for MPs. Relying on the four diagnostics
shown above, we suggest that attributive MPs can be interpreted either with an object-
level reading or a kind level reading, which appears parallel to a monotonic or a non-
monotonic reading in a loose sense. What is more important is that subkind-level and
object-level MPs appear to take two distinct syntactic positions, although in Mandarin
they appear linearly in the sequence of Num-Cl-MP-de-N. As will be argued later,
monotonic and subkind-levelMPs at the attributive positionmodify two types of nominal
phrases, namely, NP or ClP/NumP. They are either adnominal modifiers or pre-classifier
modifiers.

4 Deriving the Monotonic Reading of Attributive MPs

The task of this section is to work out the compositional semantics of the object-level
reading of MPs in attributive positions, i.e. being monotonic. We propose that on the
object-level reading, MPs are projected as part of the functional phrase DegP, distinct
from its projection into AP on the kind-level reading. This is empirically motivated by
the fact that the presence of dimensional adjectives after MPs triggers an unambiguous
object-level reading. The relevant examples are repeated in (39).

(39) a. yi  kuai  san-mi    de   bu 
one  CL   three-meter  Mod  cloth  
‘a piece of three-meter cloth’

OR ‘a piece of cloth, which measures three meters’ 

one  CL   three-meter  long  Mod  cloth  
‘a piece of cloth, which measures three meters’ 

[kind-level: non-monotonic]
[object-level: monotonic]

b. yi kuai san-mi chang de bu

[object-level: monotonic]

In the post-Abenian generative syntax, it has become a standard assumption that
there is the functional projection DegP above the lexical projection of Adjective Phrases
[19–21]. This articulated structure can accommodate the fact that either degree words or
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MPs can appear before adjectives. As shown in (40), degree words are realized as Deg0,
and MPs fall in the specifier position of DegP [21].

(40) a. John is [DegP [Deg quite [AP tall]]].           
b. John is [DegP [MP 1.80 meters] [Deg [AP tall]]].

Following the degree-based analysis of adjectives pioneered inCresswell [22], adjec-
tives are argued to denote the function from degrees to properties. They are of the seman-
tic type<d, et>. The expressionMP-Adj is suggested to denote a degree predicate,which
relates an individual x to x’s degree along a certain dimension (see Kennedy 1997 for the
“measure function” account as an alternative). As a first approximation, the semantics
of degree phrase “MP-Adj” can be represented in (41).

Next we extend the semantics of the degree phrase in (41) to attributive MPs on the
monotonic reading. We suggest that the degree phrase MP-Adj at the predicate position
can be converted into an attributive modifier by the modification marker de, which
denotes the function from properties to property modifiers. As will be argued later on,
in the shifting process, the effect of distributivity can be captured by assuming that the
property denoted by attributive modifiers intersects with the comparison class provided
in the context, i.e. a set of atomic individuals denoted by Classifier-Noun in our case.

Monotonic MPs can be composed in complex ways by introducing various range
adverbials or approximatives, such as duo ‘more’, budao ‘less’, ganghao ‘exactly’ and
zuoyou ‘approximately’. Note that such modifiers either precede or follow the MP
linearly, and their positional difference does not concern us too much.

(42) a. yi kuai ganghao/budao san mi chang de bu.
one CL exactly/less than three meter long Mod cloth
‘a piece of cloth, which measures exactly/less than three meters’

b. yi kuai san mi duo/zuoyou chang de bu.
one CL three meter more/approximately long Mod cloth
‘a piece of cloth, which measures more than/about three meters.’

Landman [23] argues that numeral expressions like the n noun can be represented
as the r n noun in its complete form, where n is a number expression and r is an
expression denoting numeral relations likemore than, less than, at least etc. On Barwise
and Cooper’s [24] analysis, the r n is analyzed as a partial determiner (of generalized
quantifier type). In contrast, Landman [23] suggests that the constituent structure of the
r n noun should be [[Det the][NP r n noun]], and not [[Det the r n][NP noun]], where the
numeral expression n is analyzed as an intersective adjective. And the relation between
r and n can be represented as follows:

the set of sums whose cardinality stands in relation r to number n.
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We, following Landman [23], propose that attributive MPs denote properties of
degrees equal to the value specified by MP on the monotonic reading, and that approxi-
matives denote a degree relation like =,>,<, ≈. Complex MPs like those in (42) are of
the type<d, t> as well, if we consider approximatives or hedges as predicate modifiers.

We take the predicative meaning of MPs as its default, whereby they denote a set
of degrees along a certain dimension. Following Partee’s [25] type-shifting principles,
we suggest that the predicative reading of MPs can be mapped onto arguments either
by lifting them into GQs, i.e. at type <<d,t>, t> or lowering them into degree terms at
type d. The implementation of the shifting of MP from <d,t> to type d is suggested in
Kotek [26] and Grosu and Landman [27], who suggest that a maximality operator, such
as the definite article the, is able to pick out the unique degree from the degree set in the
relevant context.

In the case of attributive MPs on a monotonic reading, we suggest that the MP be
interpreted as a name for a degree at type d, such that it serves to saturate the degree
argument of the adjective and turns it into a predicate of individuals. It is thus proposed
that a nominalization operator NOM, as notated ˆ, is employed to shift the degree predi-
cate to a degree name, as in (46). This operator is comparable to Chierchia’s [28] DOWN
operator ∩.

The second step is to turn the measure predicate into a predicate modifier, which is
achieved obligatorily by the modification marker de. Heim and Kratzer [4] propose that
noun phrases modified by restrictive modifiers are composed by the rule of ‘Predicate
Modification’, which intersects the properties denoted by themodifier and the head noun.
However, when attributive MPs are interpreted with a monotonic/object-level reading,
they compose with nouns by the rule of functional application. We suggest that the
marker de undertakes the role of being a type-shifter coercing properties into a function
of properties. This implies that attributive MPs are derived from their predicative uses,
when they are interpreted with an object-level reading or a monotonic reading.
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According to Schwarzschild [1], attributive MPs are interpreted with a non-
monotonic reading only, which gives rise to the distributive reading of the nominal
phrase. However, the distributivity constraint is also observed for attributive MPs on
the monotonic reading. It will be argued that the effect of distributivity is derived by
two independent mechanisms in these two contexts. As argued earlier, attributive MPs
precede the head noun at the surface structure on both monotonic and non-monotonic
readings, they are realized in syntactically different ways. Attributive MPs are adnomi-
nal modifiers on the non-monotonic reading, but they are pre-classifier modifiers on the
monotonic reading. In the latter case, attributive MPs scope over Cl-N but not over NP,
which denotes a set of entities that do not overlap with each other. This is exactly the
source of distributivity for attributive MPs on the monotonic reading.

It is suggested that attributiveMPs express measure properties over atomic entities in
the denotation of Cl-N on the monotonic reading. This is evidenced by the examples in
(48). When the attributive MP is embedded in a standard classifier phrase headed by the
classifiermadai ‘sack’ (48a) or ke ‘classifier for plants’ (48b), the properties denoted by
the monotonic MPs, such as ‘fifty kilo’ and ‘30 meter’ are predicated of the constituent
Cl-N. This guarantees the distributive reading of the MP, such that members in the set
of atomic individuals denoted by madai xigua ‘sack of watermelon’ or ke shu ‘Cl tree’
are supposed to have the property of being 50 kilos and 30 m respectively.

The reason why Mandarin resorts to classifiers to derive an atomic set is suggested
to be due to its noun semantics. Mandarin nouns are different from English counterparts
in that the former has mass denotations and the latter makes a mass/count distinction.
Following Chierchia [28], we assume that classifiers are argued to be type-shifters from
kind denotations to sets of atomic individuals, where the atomic structure of entities is
spelled out explicitly by classifiers, as in (49b). As a consequence, the property expressed
by MP-Adj-de is predicated of Cl-N, which denotes a set of entities intersecting with
atomic units, as in (49c).
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The denotation of Cl-N in Mandarin is analogous to count nouns in English, both of
which denote sets of atomic individuals. Borer [29] proposes that Mandarin classifiers
are realized in the same syntactic position as the plural marker -s in English, both of
which are realized as the Dividing head. It thus follows that the properties denoted
by MPs operate below the projection of NumP, e.g. below the number morphology in
English.

(50) a. two [tall student]s 
b. two [1.8 meter student]s

Li [18] proposes that classifiers either denote the function of counting or measuring
entities, and they are associated with two distinct syntactic structures. It is suggested
that counting classifiers have a counting structure: [NumP [ClP [NP]]], where they
stand in a head-complement relation cyclically, whereas measuring classifiers have the
measure structure: [Num-Meas [NP]], where the numeral and the measure word forms a
constituent first, before merging with the noun. Our semantics in (49) correctly predicts
that the monotonic reading is not available for attributive MPs when they are embedded
in a true measure phrase (distinct from true classifier phrases in structures). It goes for
the structure: [[Num-Meas [MP-NP]], where the classifier forms a constituent with the
numeral, and the measure word in Num-Meas is resistant to being scoped over the MP.
This prediction is born out by the example in (51), where the classifier position is filled
in by measure words like kilo, and MPs are restricted to a non-monotonic reading. We
suggest that measure words are not endowed with an individuation function and they do
not denote sets of atoms in any case and there are no atomic entities available, to which
the attributive MP can apply, to yield a monotonic reading at the object level.

(51) ta  mai le   liang gongjin  [wu  gongjin  de]   xigua. 
he  buy PFV  two  kilo     five  kilo    Mod   watermelon 
a. ‘He bought two kilos of the five-kilo type watermelon.’ 
b. Impossible: ‘He bought two kilos of watermelon, which measures five kilos.’

To wrap up, in Mandarin, MPs appearing in adnominal positions can have a mono-
tonic reading, which is seen as an object-level interpretation in a more precise sense.
Although MPs appear before nouns, they scope over the constituent of Cl-N in terms
of their modification relation, which results in the effect of distributivity. It is suggested
that attributive MPs on the monotonic reading are part of the DegP and they serve to
saturate the degree argument associated with the semantics of dimensional adjectives,
which is at type <d, et>.

5 Non-monotonic Reading of Attributive MPs as a Subkind
Reading

Non-monotonic MPs are adnominal modifiers, which directly modify the noun that
follows. The crucial question to be asked is whether the non-monotonic reading can be
treated as a subkind reading. Our answer is that Mandarin and English show parametric
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differences in that the alleged monotonic reading should be considered as a subkind
reading in Mandarin but not in English, which underscores the difference of their noun
semantics. In other words, we argue that the contrast between monotonic and non-
monotonic readings should be recast as an ambiguity between object-level and kind-level
denotations in Mandarin.

5.1 Non-monotonic MPs as Classifying Adjectives

Adjectival modification comes into two types in Mandarin. It is either the case that
adjectives can be juxtaposed to the head noun, i.e. ‘Adj-N’ or that themodificationmarker
de intervenes between the adjective and the head noun, as in the form of Adj-de-N, as
shown in (52) [30].

(52) a. baiyun    a’. jiebai-de   yun  
cloud    white-Mod   cloud ‘white cloud’

b. xiaomao b’. xiao-de   mao  
kitten    small-Mod   cat  ‘small cats’

It has been assumed by many [31–33] that the de-less Adj-N expressions are com-
pounds and Adj-de-N are analyzed as phrases or relative clauses. If de insertion can
be taken as diagnostic for the phrasehood of the nominal expression, then MP-de-N is
definitely a phrase but not a compound.

One of the evidence in support of the phrasal status of MP-de-NP is concerned
with NP ellipsis. As shown in (53), MP-de-NP always allows NP ellipsis, regardless of
whether the MP is interpreted monotonically or non-monotonically. This suggests that
the head noun has to be a maximal projection, e.g. being NP in our case [34].

(53) Pangxie, ta mai-le   liang zhi [si-liang  de ]  he yi   zhi  [liu-liang  de]].  
crab    he buy-PFV two CL 200-gram Mod  and  one  CL  300-gram Mod  

‘As for crabs, she bought two 200-gram ones and a 300-gram one.’ 
OR ‘As for carbs, she bought two weighing 200 grams each and one weighing 300 grams.’

OR ‘As for carbs, she bought two weighing 200 g each and one weighing 300 g.’
Landman [23] suggests that numerals like three can have an adjective use, under

which it expresses the cardinality property of being three. Being a numerical adjective,
three can alternate its position with other adjectives, as exemplified in (54).

(54) a. Fifty ferocious lions were shipped to Artis.
b. Ferocious fifty lions were shipped to Artis.

As shown in (55), non-monotonic MPs can also flip-flop its positions with other
attributive modifiers. We thus assume that MPs can be treated as an adjectival modifier
in a similar way as the English three, which denote properties true of the individuals in
the denotation of the head noun.
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(55) a. yi bu 64G-de xinkuan shouji
one CL 64G-Mod new cellphone

b. yi bu xinkuan 64G-de shouji
one CL new 64G-Mod cellphone

The facts exhibited by (53) and (55) suggest that attributiveMPs on a non-monotonic
reading are syntactically analogous to attributive adjectives. In contrast with monotonic
attributive MPs, we claim that non-monotonic attributive MPs are subject to a sub-kind
reading but not to an object-level reading. In other words, the distinction of attribu-
tive MPs between monotonic and non-monotonic readings is constrained by the sortal
distinction between kinds and objects in the denotation of Ns.

It has been claimed since Zhu [35] that there are two different de’s involved in the
sequence of Modifier-de-Modifiee, namely, the predicativizer de and the nominalizer de
(also see [36] for a recent account). According to Huang [37], the former only marks
expressions of type<e, t> and the latter denotes the function from an expression of type
<e, t> to an individual-denoting expression at type e. We suggest that the particle de
following attributive MPs, as in MP-de-NP, are of different status under the monotonic
and non-monotonic readings. Specifically, the marker de following the monotonic MP
is a predicativizer, as defined in Sect. 4, and the one following the non-monotonic MP
is a nominalizer.

It is not our primary task to offer a detailed syntactic analysis to tease apart these two
de’s in the expression MP-de-NP. We simply show that monotonic and non-monotonic
MPs show different requirements on the presence of de in their predicative uses, if we
assume that the attributive uses of MPs are derived from their predicative uses in both
cases. In themonotonic context of (56), themarker de is needed only in attributives and it
is not allowed in predicative positions; in the non-monotonic context of (57), the marker
de is needed obligatorily both in predicative positions and attributive constructions.

(56) a. yi  kuai   san  mi   chang  *(de)  bu.      
one  CL    three  meter  long  DE  cloth  
‘a three-meter piece of cloth wire.’

kuai bu   you  san  mi   chang (*de).
this  CL   cloth  have three meter  long DE
‘This piece of cloth reaches three meters long.’ 

[attributive MP: monotonic]
b. zhe

[predicative MP: monotonic]

(57) a. zhe  kun  san-haomi  *(de)  dianxian  shi wo-de.      
this  Clroll 3-millimeter  DE   wire   be  mine   
‘This roll of 3-mm wire is mine.’      [attributive MP: non-monotonic] 

b. zhe  kun  dianxian  shi   san-haomi  *(de).   
this  Clroll  wire  be  3-millimeter  DE    
‘This roll of wire is of 3-mm.’       [predicative MP: non-monotonic]

According to Zhu [38] andHuang [37], it is the signature property for the nominalizer
de to appear in both predicative and attributive positions. Non-monotonic MPs behave
in the same way as non-gradable adjectives, such as golden, male, true regarding the
obligatory presence of de. Compare (57) with (58).
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(58) a. na ge xingzhe-de/nan-de haizi milu le.
that CL awake-DE/male-DE child lost PRF
‘That child awake/ the male student got lost.’

b. na ge haizi shi xingzhe-de/nan-de .
that CL child be awake-DE/male-DE
‘That child is awake/ is male.’

The contrast between (56) and (57) strongly suggests that for monotonic MPs, the
marker de comes into play only when the MP is required to be shifted as an attributive
modifier, but the one after non-monotonic MPs is persistently present, regardless of
its syntactic positions. This difference is sufficient for us to treating these two de’s
differently. In view of its similarity with non-gradable adjectives, we propose that non-
monotonicMPs in predicative positions denote functions from individuals to truth values,
and they have the semantics of intersective adjectives in attributive constructions, where
they intersect with nouns (see Landman’s 2004 semantics of numerals).

It was argued earlier that on the monotonic reading, attributive MPs are composed
with the head noun by the rule of functional application, where the marker de is claimed
to be the functor of type<et,<et,et>>. As for non-monotonicMPs,we suggest that they
compose with the head noun byHeim andKratzer’s [4] rule of PredicateModification by
conjoining two entities of the type e (or k for kinds). In particular, we adopt Huang’s [37]
proposal that nominal modification is a case of conjunction/intersection, which requires
sameness of types, which is generalized to the conjunction of nominalized properties:
if the head noun (the modifiee) is of type e, the modifier must also be of type e. Its
definition is illustrated by (59).

One of main motivations for Huang [37] to treat both attributive modifiers and the
head noun to be of type e is attributed to Chierchia’s [28] claim that bare nouns in
Mandarin are kind terms. We, following Huang [37], suggest that the semantics of
attributive MPs on a non-monotonic reading be tentatively represented in (61), where
non-monotonic MPs in attributives are assumed to be classifying modifiers operating at
the kind level. The details will be worked out in Sect. 5.2.

5.2 Non-intersective MPs as Kind Modifiers

This subsection attempts to justify non-monotonic MPs in attributives to be a kind
modifier inMandarin.Wewill also discuss the parametric differences betweenMandarin
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and English. We claim that NPs with non-monotonic MPs are kind terms in Mandarin,
and the counterparts in English are property-denoting, unless its bare nouns are in plural
forms.

Schwarzschild [1] argues that attributive MPs cannot be interpreted as picking out
a kind. At least, this is claimed to be the case in English. Schwarzschild claims that “if
by ‘kind’ we mean ‘natural kind’ then 200 lb polar bear should be unacceptable, since
this is no such species. If on the other hand, we mean by ‘kind’ something more general,
something akin to ‘property’, then it’s hard to understand why 20 lb honey cannot pick
out portions of honey that have the property of weighing 20 pounds.”

It is suggested in Chierchia [28] that “kinds are generally seen as regularities that
occur in nature”. The tern ‘kinds’ not only refers to biological ones and well-established
ones, but also to artifacts and complex things, as long as we can “impute to them a
sufficiently regular behavior” (ibid). We argue that in English, attributive MPs do not
express natural kinds or well-established kinds, but they can express ad hoc kinds. This
is reminiscent of the contrast between the coke bottle and the blue bottlemade in Krifka
[39]. In appropriate contexts depicted in (61), complex NPs with attributive MPs can
be construed as kind expressions, which are expressed by the syntactic forms of bare
plurals or definite singulars.

(61) a. 200 lb polar bears have a lower risk of heart attack.
b. The 20 lb honey sells better than the 10 lb one.   

On the basis of the intuition in (60), we propose that non-monotonic attributive MPs
in Mandarin express classifying properties that help to establish subkinds. Recall the
examples in (25). Jiang [15] suggests that san bang de yingtao ‘three-pound cherry’ in
(25a) refers to “a complex kind or concept”, which is expressed as “sorted in accor-
dance with…” in Tang’s [14] terms. The same MP-de-N can be preceded either by the
demonstrative phrase na zhong ‘that kind’ (62a) or na-gen ‘that individual’ (62b). In the
former, the MP san haomi ‘3 mm’ specifies the property that defines a subkind of wire,
which most naturally refers non-monotonically to the diameter of the wire to be 3 mm;
in the latter, the same MP describes the property of the that particular stretch of wire,
which is intended to refer to its length in a monotonic sense.

(62) a. na zhong san haomi de dianxian
that kind three-millimeter Mod wire
‘that 3-mm kind of wire’

b. na gen san haomi de dianxian
that CL three-millimeter Mod wire
‘that 3-mm wire’

Paul (2005, 2010) argues that a modifier without the subordinator de is interpreted
as a defining property, whereas a modifier with de expresses an accessory property.
According to Paul [40], “with the de-less modification structure, a new subcategory is
established, which must present a natural, plausible class in the sense of Bolinger [41].”
In the modification structure with de, a property is encoded as an accessory one, in the
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sense that this property is presented as not instrumental in establishing a new subcategory
of N.

We propose that both de-less and de-marked adjectives can help to establish kinds,
but two different sorts of kind entities are involved: de-less adjectives help to establish
well-established kinds and it happens at the N0 level, whereas de-marked adjectives
can establish ad hoc kinds (or not so well-established kinds), namely, kinds based on
contextually given properties and it happens at the NP level.

In Mandarin, well-established kinds and ad hoc kinds can be distinguished by dif-
ferent question types employed. Carlson [42] suggests that what N asks for the identity
of subkind entities and it serves as the same function as which kind of N. However, in
Mandarin, which kind of N can be answered by both well-established and ad hoc kinds,
but what N can be answered by well-established kinds only.

(63) A: ni mai-le nazhong pingguo? B: Fushi pingguo /zuotian de pingguo.
you buy-PFV which kind apple Fuji apple /yesterday Mod apple
‘Which kind of apple did you buy?’ ‘Fuji apples’. / ‘Yesterday’s apples.’

(64) A: ni mai-le shenme pingguo? B: Fushi pingguo /#zuotian de pingguo.
you buy-PFV what apple Fuji apple /#yesterday Mod apple
What apples did you buy?’ ‘Fuji apples. /‘#Yesterday’s apples.’

As shown in (65), MP-de-N can only serve an answer to the question imposed by na
zhong ‘which kind’ but not by shenme ‘what’.

(65) A: ni  mai-le  na zhong / #shenme pingguo?  B: er-liang de pingguo. 
you  buy-PFV which kind/ what  apple  100-gram Mod apple 
‘Which kind of apple do you buy?’    ‘The 100-gram apple.’

TheMandarin expressionMP-de-N is analogous to the big bottle discussed in Krifka
[39]. We thus suggest that MP-de-N denote ad hoc kinds, but not well-established kinds.
“What counts as kind is not set by grammar, but by the shared knowledge of a community
of speakers” [28]. Roughly, we suggest that ad hoc kinds can be modeled as a set of
entities in the intersection of nouns and attributive modifiers, which are characterized
with “a sufficiently regular behavior” in the relevant context (ibid).

An extra piece of evidence in support of the correlation of the presence/absence of
de with the distinction between well-established and ad hoc kinds is substantiated by
the following fact exemplified by (66). The marker de after the MP can sometimes be
omitted under a non-monotonic reading, which would possible lead to a compound, but
the omission of de after the MP is never possible under a monotonic reading. In other
words, ad hoc kinds can well be turned into established kinds, which are accompanied
by the omission of the marker de after the MP at the syntactic level.
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Before working out the semantics of non-monotonic MPs, we adopt Chierchia’s
[28] semantics on Mandarin nouns. He claims that Mandarin is an argumental language
and its bare nouns are born as arguments by making reference to kinds, and that the
corresponding predicative meaning can be derived from the kind term, i.e. a process of
predicativization. The kind reading and the predicative reading of the bare noun dianxian
‘wire’ can be represented as in (68).

We now propose that attributive MPs can directly modify such NPs by ascribing
kind-level properties to the kind entity, from which we derive a set of subkind entities.
In particular, we adopt Huang’s [37] ‘conjunctive composition’ on complex NPs in
Chinese (Heim and Angelika 1998: predicate modification).

6 Conclusions

This paper challenges Schwarzschild’s [1] claim that the attributive position is reserved
for non-monotonic readings of measure predicates. It was shown that attributive MPs
in Mandarin are potentially ambiguous between monotonic and non-monotonic read-
ings. We propose that the apparent monotonic and non-monotonic readings in Mandarin
should be recast a distinction between object and kind readings in Mandarin, but such
a correlation cannot be established in English. In the case of Mandarin, attributive MPs
modify ClPs on the monotonic reading but modify NPs on the non-monotonic reading,
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which serve as different sources for the distributivity effect observed in these two con-
texts. This suggests that distributivity and (non-)monotonicity are independent of each
other. It is also suggested that attributive MPs on the monotonic reading denote degrees,
and they are part of a DegP, but those on the non-monotonic reading are attributive
adjectives and they compose with NPs via Heim and Kratzer’s [4] rule of PM [37].
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Abstract. Mandarin universal terms such as mei-NPs in preverbal posi-
tions usually require the presence of dou ‘all/even’. This motivates the
widely accepted idea from Lin (1998) that Mandarin does not have gen-
uine (distributive) universal quantifiers, and mei-NPs are disguised plu-
ral definites, which thus need dou – a distributive operator (or an adver-
bial universal quantifier in Lee 1986, Pan 2006) – to form a universal
statement. This paper defends the opposite view that mei-NPs are true
universal quantifiers while dou is not. Dou is truth-conditionally vacu-
ous but carries a presupposition that its prejacent is the strongest among
its alternatives (Liu 2017). The extra presupposition triggers Maximize
Presupposition (Heim 1991), which dictates that [dou S] blocks [S] when-
ever dou’s presupposition is satisfied. This explains the mei-dou co-
occurrence, if mei-NPs are universal quantifiers normally triggering indi-
vidual alternatives (thus stronger than all the other alternatives). The
proposal finally predicts a more nuanced distribution of obligatory-dou,
sensitive to discourse contexts.

Keywords: Universal quantifiers · Alternatives · even

1 The Puzzle and Lin’s Decompositional Solution

Mandarin universal terms such as mei/suoyou-NPs in preverbal positions have
to co-occur with the famous multi-functional adverb dou, usually glossed as ‘all’
in this context, as in (1a). This is puzzling, since if mei/suoyou-NPs are ∀-
quantifiers like English every/all -NPs, it is unclear why an additional “all” is
required (or even possible); after all, English every/all -NPs are not compatible
with another all, as in (1b)1.
1 Two notes on glossing. First, when mei takes a NP complement, a classifier is

required between the two such as the ge in (1a). This paper discusses the mean-
ing of mei-NP as a whole and thus largely ignores its internal composition and the
role of classifiers. Correspondingly, mei ge xuesheng ‘every cl student’ is written
and glossed as mei.ge xuesheng ‘every student’. Second, a numeral yi ‘one’ is also
possible between mei and the classifier; that is, mei.ge xuesheng can also be written
as mei.yi.ge xuesheng.
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(1) a. Obligatory-douMei.ge/Suoyou
every/all

san.nianji
third.grade

xuesheng
student

∗(dou)
dou

lai.le.
come

“Every/all third-grade student(s) came”.
b. No additional allEvery/all third-grade student(s) (∗all) came.

A well-known solution proposed in Lin (1998) and recently advocated by
Zhang and Pan (2019) denies the status of mei/suoyou-NPs as genuine distribu-
tive universal quantifiers (of type 〈et, t〉), and takes them to be referential (of
type e), synonymous with plural definites. Concretely, mei.ge san.nianji xuesh-
eng2 according to Lin (1998) denotes

⊕
third.grade.student—the maximal

mereological sum of all entities in the third.grade.student set, and mei is
essentially a (generalized) sum operator. To illustrate, in context c1 with exactly
three third-grade students Zhangsan, Lisi and Wangwu, mei.ge san.nianji xuesh-
eng and the plural definite zhexie san.nianji xuesheng ‘these third-year students’
have the same denotation, both referring to zs ⊕ ls ⊕ ww.

(2) a. �mei.ge san.nianji xuesheng� =
⊕

third.grade.student

b. �mei� =
⊕

c. �mei.ge san.nianji xuesheng�c1=�zhexie san.nianji xuesheng�c1=zs ⊕
ls ⊕ ww

Next, Lin (1998) takes dou to be a distributive operator (3), similar to English
each, citing (4) as evidence where dou forces a distributive reading.

(3) �douLin� = λPλx∀y[y ≤atom x → P (y)] (cf. 1987)

(4) (dou forces dist-reading)Zhangsan
Zhangsan

he
and

Lisi
Lisi

dou
dou

hua.le
draw.asp

liang.fu
two.cl

hua.
pictures

“Zhangsan and Lisi each drew two pictures”.

When combined with a mei -NP, dou thus universally quantifies over the
atomic parts of the maximal sum referred to by the former, and together they
deliver (5) as the meaning of (1a). The result is equivalent to a universal
statement.

(5) ∀y[y ≤atom

⊕
third.grade.student → came(y)] (Meaning of (1a))

≡ ∀y[third.grade.student(y) → came(y)]

Since mei -NP’s are non-quantificational, they need the aid of dou – a quan-
tificational element – to express a quantificational meaning, and hence the two
are compatible and their co-occurrence expected.

2 The current paper focuses on mei-NPs, and a detailed discussion of suoyou-NPs
(similar to English all-NPs) and a comparison between mei and suoyou is left to
another occasion.
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Lin’s (1998) analysis is decompositional, in the sense that universal quantifi-
cation is decomposed into maximization over the NP and distributivity over the
VP. However, since there is no inherent connection between the two operations,
assigning mei -NPs a plural definite semantics (maximization) does not really
explain why dou (distributivity) is needed: there is no principled semantic reason
why

⊕
third.grade.student (of type e) cannot combine with λx.came(x) (a

et predicate). Lin (1998) is aware of this problem and offers a syntactic solution.
Following Beghelli and Stowell (1997), he proposes that dou syntactically is the
overt head of a Distributive Phrase (DistP), and universal DPs such as mei -NPs
must move to the specifier position of DistP. The syntactic requirement accounts
for the obligatory mei -dou co-occurrence.

This paper (focusing on mei -NPs) discusses two types of problems for this line
of analysis. First, there is ample evidence that mei -NPs are genuine distributive
universal quantifiers (some of which is discussed in Liu 2017) and thus cannot
be treated as plural definites. Second, explaining the mei -dou co-occurrence as
a syntactic-semantic requirement of mei -NPs is both too strong and too weak.
It is too strong since many occurrences of mei -NPs in preverbal positions do
not need (or even cannot have) dou (Huang 1996, Liu 2019), suggesting that
the co-occurrence might not be due to a strict grammatical requirement. It is
also too weak because the phenomenon of obligatory-dou goes beyond mei -NPs:
if the context is right, conjunctions of proper names also require the obligatory
presence of dou. Crucially, this shows that obligatory-dou is sensitive to discourse
contexts, a fact overlooked in the previous literature.

The rest of the paper is structured as follows. Section 2 offers evidence that
mei -NPs are true universal quantifiers. This has the implication that dou is
better not to be treated as a quantificational element (cf. the double quantifi-
cation/requantification problem discussed in Yuan 2012, Xu 2014, Wu 2019).
Section 3 discusses the non-quantificational analysis of dou in Liu (2017).
Section 4 first introduces Maximize Presupposition and demonstrates how it can
be used to capture a large of array of obligatory presupposition effects, including
the obligatory requirement of dou with mei -NPs. It then shows how the expla-
nation leads to the prediction that obligatory-dou is not limited to mei -NPs and
sensitive to discourse contexts. Finally, Sect. 5 concludes.

2 Mei -NPs are Quantificational

The section compares mei -NPs with plural definites. It shows that whether dou
is present or not (e.g. no dou for post-verbal mei -NPs), the two are significantly
different.

2.1 Mei-NPs Without dou in Post-verbal Positions

Non-homogeneous and Maximal. First, post-verbal mei -NPs do not need
dou, for the syntactic reason that dou is a VP-external adverb that associates
only to its left (see Sect. 4.3 for a more detailed discussion). The fact can be
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used to test whether mei -NPs indeed have a plural-definite semantics as Lin
(1998) proposes, by comparing mei -NPs and real plural definties in post-verbal
positions. Since dou is absent in both cases, if the two show divergences, they
must be attributed to inherent difference between the two, perhaps suggesting
mei -NPs cannot be reduced to plural definites.

Consider (6). (6a) shows a mei -NP without dou under negation retains its
universal force, and thus the most salient reading (and the only reading for most
speakers) of (6a) is ¬ > ∀. By contrast, plural definites such as the demonstrative
phrase in (6b) are interpreted existentially under negation, due to a well-known
property of plural definites—homogeneity (Löbner 2000, a.o.). In other words,
(6a) is true as long as there was one third-grade student to whom the speaker
did not tell the news, while (6b) can only be true when the news was told to
none (≈ not any, any being existential) of the students.

(6) a. Wo
I

meiyou
not

ba
ba

zhe.jian.shi
this.thing

gaosu
tell

mei.yi.ge
every

san.nianji
third.grade

xuesheng.
student

“I didn’t tell this to every third-grade student”. ¬ > ∀
b. Wo

I
meiyou
not

ba
ba

zhe.jian.shi
this.thing

gaosu
tell

zhe.xie
these

san.nianji
third.grade

xuesheng.
student

“I didn’t tell this to these third-grade students”.
≈ I didn’t tell this to any of these third-grade students. ¬ > ∃

The contrast clearly shows that mei -NPs are not plural definites, as they do
not exhibit homogeneity and behave like English every-NPs even without dou,
suggesting they are universal quantifiers by themselves.

This contrast is fully general. (7) shows it under nobody. In a context where
everyone will invite some but not all third-grade students, (7a) is true while (7b)
false.

(7) a. Meiyou.ren
no.body

hui
will

qing
invite

mei.yi.ge
every

san.nianji
third.grade

xuesheng.
student

“Nobody will invite every third-grade student”. nobody > ∀
b. Meiyou.ren

no.body
hui
will

qing
invite

zhe.xie
these

san.nianji
third.grade

xuesheng.
student

“Nobody will invite these third-grade students”.
≈ Nobody will invite any of these third-grade students. nobody > ∃

Next, non-maximality is another property of predication with plural definites
(Brisson 1998, Malamud 2012, Križ 2016). In a context where the speaker is
pointing at all the third-grade students and uses zhe.xie san.nianjie xuesheng
‘these third-grade students’ to refer to them, (8b) can still be true if some of
the students being referred to were not invited by Lisi. That is, predication
with plural definties allow for exceptions. This is impossible for the mei -NP in
(8a). For (8a) to be true, Lisi had to invite every third-grade student, without
exceptions.
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(8) a. Lisi
Lisi

qing.le
invite.asp

mei.yi.ge
every

san.nianji
third.grade

xuesheng.
student

“Lisi invited every third-grade student(s)”. (Maximal only)

b. Lisi
Lisi

qing.le
invite.asp

zhe.xie
these

san.nianji
third.grade

xuesheng.
student

“Lisi invited these third-grade students”. (Non-maximal allowed)

To summarize the empirical picture presented so far, a comparison between
mei -NPs and plural definties in post-verbal positions, where dou is absent, sug-
gests the two are very different. mei -NPs do not exhibit homogeneity and non-
maximality, two well-known properties of plural definties across many languages,
and they always retain their maximal universal quantificational force, in both
positive and negative contexts, just like their English counterparts every-NPs.

Quantifier-Sensitive Expressions. There are quantifier-sensitive expressions
that require the presence of a quantificational element in their host sentence,
for instance exceptives but/except (von Fintel 1993) and approximatives almost
(Penka 2006), both of which have been used as tests for quantificational status
of DPs (Carlson 1981 Kadmon 1993). In (9), an English every-NP is compatible
with but and almost, while a plural definite is not, precisely because the former
is quantificational while the latter not.

(9) a. I invited {every boy/#the boys} but John.
b. I invited almost {every boy/#the boys}.

Returning to Mandarin, (10) shows that post-verbal mei -NPs without
dou are compatible with exceptive chule ‘except/but’ and approximative jihu
‘almost’, both of which nevertheless reject plural definites, illustrated in (11).
A plausible explanation is that chule and jihu are sensitive to the presence of
universal quantifiers as their English counterparts do, and mei -NPs are universal
quantifiers even without dou, while plural definties without dou are not.

(10) Mei -NPs without dou are compatible with Q-sensitive expressions

a. Chule
Except

Lisi,
Lisi,

wo
I

qing.le
invite.asp

mei.ge
every

san.nianji
third.grade

xuesheng.
student

“I invited every third-grade student but Lisi”.

b. Lisi
Lisi

jihu
almost

qing.le
invite.asp

mei.ge
every

san.nianji
third.grade

xuesheng.
student

“Lisi invited almost every third-grade student”.
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(11) Plural definites without dou are incompatible with Q-sensitive expressions

a. #Chule
Except

Lisi,
Lisi,

wo
I

qing.le
invite.asp

zhe.xie
these

san.nianji
third.grade

xuesheng.
student

“#I invited these third-grade students but Lisi”.
b. #Lisi

Lisi
jihu
almost

qing.le
invite.asp

zhe.xie
these

san.nianji
third.grade

xuesheng.
student

“#Lisi invited almost these third-grade student(s)”.

2.2 Mei-NPs with dou

Section 2.1 deals with mei -NPs without dou, and shows that they are significantly
different from the corresponding plural definites, unexpected under the line of
analysis where the two are treated on a par. This subsection turns to mei -NPs
with dou, which as we will see again exhibit properties distinct from their plural
difinite counterparts3.

Partitives and Scope. Since plural definites are referential (denoting the max-
imal plural individual that satisfies the NP denotation), it makes sense to use
a partitive construction to predicate over only a sub-part of the maximal indi-
vidual. (12) shows that English plural definites are compatible with partitives,
while every-NPs are not. An obvious explanation is that every-NPs are universal
quantifiers, and do not denote plural individuals that are needed for partitives.

(12) a. Many of the boxes were stolen.
b. *Many of every box were stolen.

Turning now to Mandarin, (13) shows that partitives are compatible with
plural definites such as demonstrative phrases and plural pronouns in (13a)4,
but not with mei -NPs in (13b). The contrast reveals that plural definites but
not mei -NPs are referential sum-denoting expressions, suggesting the latter are
in fact quantificaitonal elements.

3 There has been discussion on the difference between mei-NPs and plural definites
concerning whether they allow for non-atomic distributive interpretations (Lin 1998,
Feng and Pan 2017, Zhang and Pan 2019). This subsection offers additional differ-
ences between the two.

4 While Daduo and henduo are taken to be quantificational adverbs in Liu (2017),
they are treated as partitives here. A detailed analysis of these items is beyond
the scope of the paper. But in either way, the contrast between (13a) and (13b)
demonstrates that mei-NPs are different from plural definties, presumably because
they are genuine ∀-quantifiers.
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(13) Plural definites are compatible with partitives while every-NPs are not

a. {Zhexie.xuesheng/Tamen}
{these.students/they}

{daduo/henduo}
{most/many}

dou
dou

xihuan
like

Jin.Yong.
Jin.Yong

“Most/Many of these students/them like Jin Yong”.
b. *Mei.ge

every
xuesheng
student

{daduo/henduo}
{most/many}

dou
dou

xihuan
like

Jin.Yong.
Jin.Yong

“∗Most/many of these students like Jin Yong”.

Next, we turn to the scope facts discussed in Liu (2017). Liu reports that in
the case of mei -NPs, it is the surface position of the mei -NP that determines the
scope of the underlying semantic universal (∀), and thus it must be the mei -NP
that contributes the ∀. The relevant facts are in (14). (14a) shows that in the
case of mei -NPs with negation, to obtain a wide scope negation over universal
(¬ > ∀) construe, the negation needs to appear before the mei -NP, not just
before dou as in (14b).

(14) a. Bingfei
not

mei.ge
every

san.nianji.
third.grade

xuesheng
student

dou
dou

xihuan
like

Jin.Yong.
Jin.Yong

“Not every third-grade student likes Jin Yong”.
b. *Mei.ge

every
san.nianji.
third.grade

xuesheng
student

bingfei
not

dou
dou

xihuan
like

Jin.Yong.
Jin.Yong

Intended: “Not every third-grade student likes Jin Yong”.

Conversely, for plural definites with dou, the same reading can only be
obtained by putting negation after the plural definite, right before dou.

(15) a. *Bingfei

not

{zhe.xie

{these

san.nianji.

third.grade

xuesheng

student

/tamen}
/they}

dou

dou

xihuan

like

Jin.Yong.

Jin.Yong

Indended: “It’s not the case that these third-grade students/they all like
J.Y”.

b. {Zhe.xie

{these

san.nianji.

third.grade

xuesheng

student

/tamen}
/they}

bingfei

not

dou

dou

xihuan

like

Jin.Yong.

Jin.Yong

“It is not the case that these third-grade students/they all like Jin Yong”.

The contrast can be explained by assuming that while plural definties are
not inherently quantificational5, mei -NPs are real scope-bearing universal quan-
tifiers and thus determine scope. Since Mandarin is a highly scope-isomorphic
language (Huang 1982), it is the surface position of the mei -NP that determines
its semantic scope.

5 See Liu (2017) on how plural definites receive additional quantificaitonal force (from
a covert distributive operator) in the presence of dou, compatible with the scope
facts and the claim that dou is not a quantificational element over individuals.
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Pair-List Phenomena. It has been reported that only true distributive uni-
versals allow for certain pair-list phenomena (in the sense of Bumford 2015).
Here we focus on two facts: licensing of sentence-internal singular different and
pair-list answers with singular wh in matrix questions. We show that every-NPs
with dou license both while plural definites with dou neither, and hence the
former but not the latter amount to true distributive universals; since dou is
present in both cases and yet a difference observed, it must be the case that
mei -NPs (but not dou) contribute the true distributive universal force.

First, (17) shows that every-NPs in English license the sentence-internal use
of singular different, in which the books that are being compared are all present
in the sentence (in this case introduced by different boys)6. In contrast to every-
NPs, plural definites do not license sentence-internal singular different, as in
(17b). The crucial distinction is that every-NPs are genuine distributive universal
quantifiers but plural definties are not (see Bumford 2015 for a full account). To
get the sentence-internal reading of different, the NP that combines with different
has to be plural, as in (17c).

(17) Only distributive universals license singular internal different

a. Every boy read a different book. Beghelli and Stowell (1997):(20)
b. # The boys read a different book. Moltmann 1992 (1992):(88)
c. The boys read different books.

The same contrast exists in Mandarin, with mei -NPs and plural definties
(demonstrative phrases and plural pronouns). (18a) shows that mei -NPs with
dou license singular internal different, while (18b) shows the corresponding plural
definites do not. To get the internal reading of different with plural definties, a
bare different-NP has to be used, as in (18c). The contrast between (18a) and
(18b) indicates that every-NPs with dou are genuine distributive universals.
Since dou alone does not have this licensing effect (or (18b) would be good), it
is the every-NP that is the true universal.

(18)

a. Mei.ge

Every

xuesheng

student

dou

dou

mai.le

buy.asp

yi.ben

one

butong

different

de

de

shu.

book

“Every student bought a different book”.

b. #{Zhe.xie.xuesheng

these.student

/tamen}
/they

dou

dou

mai.le

buy.asp

yi.ben

one

butong

different

de

de

shu.

book

“#{These students/they} bought a different book”. (cf. (17b))

6 Compare (17a) with (i) below, which involves a sentence-external different.

(16) John read The Raven. Then, Bill read a different poem.

Licensing of sentence-internal different discussed in (17)–(18) is a pair-list phe-
nomenon, in the sense that different student-book pairs have to be listed and com-
pared.
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c. {Zhe.xie.xuesheng
these

/tamen}
student

dou
dou

mai.le
buy.asp

butong
differnt

de
de

shu.
book

“These students/they bought different books”.

A similar pair-list phenomenon is the availability of pair-list answers in ques-
tions. Krifka (1992) and Dayal (1992) report that while questions with singular
wh’s that contain distributive universals allow for pair-list answers—that is, they
can be felicitously answered by specifying a list of witnessing pairs, the corre-
sponding questions with plural definites do not, as (19)–(20) below illustrate.
Again, the explanation of the contrast relies crucially on the distinction between
true universal quantifiers and plural definites (see Bumford 2015 for a recent
proposal couched in dynamic semantics), as the title of Krifka’s (1992) paper
‘Definite NPs aren’t Quantifiers’ clearly indicates.

(19) Which movie did every boy rent least night?

a. (Every boy rented) Z.
b. Al rented A, Bill rented B, and Carl rented C.

(20) Which movie did the boys rent least night?

a. (Every boy rented) Z.
b. # Al rented A, Bill rented B, and Carl rented C.

Again we find the same contrast between Mandarin mei -NPs and plural
definites. (21) shows questions with mei -NPs admit pair-list answers, while (22)
the opposite with plural definites, confirming our previous conclusion that mei -
NPs are true ∀7.

(21) a. Mei.ge
every

xuesheng
student

dou
dou

mai.le
buy.asp

yi.ben
one.cl

shenme
what

shu?
book

“Which book did every student buy?”
b. (Every boy bought) Z.
c. Al bought A, Bill bought B, and Carl bought C.

(22) a. {Zhe.xie.xuesheng
these.students

/tamen}
/they

dou
dou

mai.le
buy.asp

yi.ben
one.cl

shenme
what

shu?
book

“Which book did {these students/them} buy?”
b. (Every boy bought) Z.
c. # Al bought A, Bill bought B, and Carl bought C.

7 (22c) is allowed as an answer if the yi.ben ‘one.cl’ in (22a) is removed (cf. (18c)). In
such a case, (22c) is not a real pair-list answer, but an elaboration of a cumulative
answer Al, Bill and Carl bought A, B, C. See Krifka (1992) and Dayal (1992).
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2.3 Summary

A large array of empirical facts have been discussed in the section (summarized
in (23)) all pointing to the conclusion that Mandarin mei -NPs are true universal
quantifiers.

(23) Evidence for the quantificational status of mei -NPs

a. Even without dou, mei -NPs still lack homogeneity and non-
maximality—two distinctive properties exhibited by plural definites
without dou, and retain their maximal universal force in both positive
and negative contexts, similar to English every-NPs.

b. Even without dou, mei -NPs are still compatible with Q-sensitive
expressions, similar to English every-NPs, but different from their
plural definite counterparts.

c. Mei -NPs are incompatible with partitive constructions, similar to
English every-NPs, but different from the corresponding plural def-
inites.

d. Even with dou, mei -NPs still determine the scope of the underlying
∀, unlike plural definites with dou.

e. Unlike plural definites with dou, mei -NPs license pair-list phenomena,
a property that only true distributive universals have.

If mei -NPs are quantificational8, a non-quantificational story of dou is needed
double quantification/requantification (Yuan 2012, Xu 2014, Wu 2019). The
next section introduces such a non-quantificational analysis of dou, based on
Liu (2017).

3 Non-quantificational dou

Mandarin dou receives a lot of attention in the literature (Lee 1986, Cheng 1995,
Shyu 1995, Huang 1996, Lin 1998, Hole 2004, Pan 2006, Xiang 2008, Liao 2011,
Yuan 2012, Xu 2014, Liu 2017, Wu 2019, Xiang 2020). The paper adopts a partic-
ular view on dou, which takes it to be an alternative sensitive operator (Liao 2011,
Liu 2017, Xiang 2020). Concretely, dou is a strongest-prejacent operator as in
(24), which is truth-conditionally vacuous but carries a presupposition that its
prejacent is the strongest among its contextually relevant alternatives (the C in
(24); cf. the analysis of English even in Karttunen and Peters 1979 and the idea
of intensifier in Xu 2014, Wu 2019). Different ‘uses’ of dou are then analyzed by
conceptualizing strength (the ≺ in (24)) in different ways: even-dou corresponds
8 Two reviewers suggest that differences between mei-NPs and plural definites do not

necessarily mean that the former are ∀-quantifiers. While this is true, notice in all of
the contrasts discussed, mei pattern with English every, which I take to be evidence
for the ∀-quantificational status of the former. If the reader finds the evidence not
decisive, she can read the paper as an existence proof that a pragmatic analysis of
the mei-dou co-occurrence is sensible and testable.
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to being the strongest in terms of likelihood (≺likely), while distributive-dou in
terms of entailment (⊂). In the former case, dou presupposes that its prejacent
is the most unlikely one in the context, while in the latter case, dou requires its
prejacent entail all the relevant alternatives.

(24) �douC S� is defined only if ∀q ∈ C[�S� �= q → �S� ≺ q]
if defined, �dou S� = �S� (Dou as a strongest-prejacent operator)

To see how the analysis works, consider two widely discussed uses of dou: its
even-use in (25a), and its use as a distributivity operator (similar to English
each) in (25b). The two uses correspond to the above-mentioned two ways
of understanding strength between propositions: (un)likelihood vs. entailment.
In (25a) with prosodic focus on Lisi, dou presupposes that the prejacent that
Lisi bought five books is unlikely than all the other alternatives such as that
Zhangsan bought five books, that John bought five books, and thus we have the
observed even-flavor. In (25b) (under the relevant reading, see footnote 9), dou
presupposes that its prejacent entails all the other alternatives. Assume that
the alternatives to the prejacent are that Zhangsan bought five books and that
Lisi bought five books; the requirement can be satisfied only if the prejacent is
understood distributively (that Zhangsan and Lisi each bought five books ⊂ that
Zhangsan/Lisi bought five books). In other words, entailment-based dou forces
distributive readings of plural predication, giving rise to the appearance that
dou is a distributivity operator9 (cf. Szabolcsi’s (2015: 181–182) explanation of
the distributivity effect associated with mo-style particles).

(25) a. LISI
Lisi

dou
dou

mai.le
buy.asp

wu.ben
five.cl

shu.
book

‘Even Lisi bought five books.’ Even-dou ←Likelihood
b. Zhangsan

Zhangsan
he
and

Lisi
Lisi

DOU
dou

mai.le
buy.asp

wu.ben
five.cl

shu.
books

‘Zhangsan and Lisi each bought five books.’ Distributive-
dou←Entailment

9 To be clear, (25b) is ambiguous. It also has a reading which can be paraphsed as ‘even
Zhangsan and Lisi as a group bought five books’. This reading is captured by taking
strength to be likelihood and comparing the prejacent that Zhangsan and Lisi (as a
group) bought five books with alternatives like that Zhangsan, Lisi and John (as a
group) bought a five books, with dou conveying that the prejacent is the most unlikely
one. A similar ambiguity also exists for (26) below (with the additional reading being
‘a group of three students bought 5 books, which is unlikely’) and the same remarks
apply there. Finally, it is worth noting that stress disambiguates. Under entailment-
related readings (the relavant readings under (25b) and (26) discussed in the main
text) dou is generally stressed, while for even-uses of dou the stress falls on dou’s
associates (the Lisi in (25b)). The prosodic pattern has been observed for a long
time and yet no concrete proposal is currently available. I have to leave this issue of
stress open.



92 M. Liu

Besides offering a conceptually simple way of understanding dou’s various
uses, the unified analysis brings together two prominent accounts of dou pro-
posed in the literature: the distributivity approach that takes dou to be a dis-
tributivity operator similar to English each (Lin 1998, Chen 2008), and the
maximality approach that analyzes dou as ι (or σ as in Shavy 1980, Link 1983)
that encodes maximality/uniqueness, similar to English the (Giannakidou and
Cheng 2006, Xiang 2008). Consider (26) (with stress on dou, see footnote 9), in
which dou displays both maximality and distributivity. Specifically, in (26) the
bare numeral subject associated with dou is interpreted as a definite (the three
students), and the VP following dou is construed distributively, indicated by the
each in the gloss. However, it is not difficult to see that neither the distribu-
tivity approach (capturing only each) nor the maximality approach (capturing
only the) accounts for the two effects exhibited by dou in (26) at the same time.

(26) San.ge
three.cl

xuesheng
student

DOU
dou

mai.le
buy.asp

wu.ben
five.cl

shu.
book

‘The three students each bought five books.’

Taking dou as an operator that evaluates the strength of the entire preja-
cent (based on entailment in this case) predicts both of its effects in (26). As an
entailment-based strongest-prejacent operator, dou presupposes that its preja-
cent (that 3 students bought five books, 3 being at least 3 ) entails all the other
alternatives, with plausible candidates for the alternatives being that 2 students
bought five books, that 1 student bought five books and so on (recall that dou
associates to its left and thus the alternative trigger is san ‘three’, to the left of
dou). The entailment from the prejacent to the alternatives goes through only
if the VP is interpreted distributively (that 3 students each bought five books ⊂
that 2 students each bought five books), but not collectively/cumulatively. This
explain the distributivity effect, in parallel with the explanation of (25b) above.

Furthermore, for the prejacent of (26) to entail all the other alternatives
under consideration, there have to be exactly three students in the context. This
can be illustrated by a comparison of (27) and (28). With exactly three students
in the context, propositions of the form that n students each bought five books
with n > 3 are not in the alternative set in the first place (for it makes no sense
to consider a proposition like that 4 students each bought five books if we already
know there could only be three students), and thus the prejacent indeed entails
all the other alternatives, as in (27). (28) is different. In this case, there are more
than 3 students (say 4) in the context and thus there is a proposition (that 4
students each bought five books) in the alternative set (asymmetrically) entailing
the prejacent; as a result, dou’s strongest-prejacent presupposition cannot be
satisfied and the sentence is infelicitous in such a context. In other words, the
analysis of dou in (24) as a strongest-prejacent operator predicts (26) to carry a
presupposition that there are exactly three students in the context, and this is
exactly the maximality/definiteness effect.
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(27) Alt=3 :

⎧
⎨

⎩

3 students each bought five books (= π),
2 students each bought five books,
1 students (each) bought a books,

⎫
⎬

⎭

(28) Alt>3 :

⎧
⎪⎪⎨

⎪⎪⎩

4 students each bought five books,
3 students each bought five books (= π),
2 students each bought five books,
1 students (each) bought a books,

⎫
⎪⎪⎬

⎪⎪⎭

In sum, taking dou to be a strongest-prejacent operator (based on likelihood
or entailment, and in this particular case entailment) accounts for both distribu-
tivity and maximality of dou: the former is required to ensure entailment among
alternatives while the latter is needed so that the prejacent could entail all the
other alternatives (in schematic words, strongest = distributivity + maximality).
In this sense, the current analysis inherits insights from both the distributivity
analysis (Lin 1998, Chen 2008) and the maximality analysis (Giannakidou and
Cheng 2006, Xiang 2008).

The paper adopts this strongest-prejacent-operator treatment of dou, which
is a non-quantificational analysis of dou and thus is compatible with the facts
presented in Sect. 2 that suggest mei -NPs are genuine universal quantifiers.

Before ending the discussion on dou, I would like to emphasize that the
requirement of dou that its prejacent is the strongest among the alternatives is
a presupposition, since presuppositions turn out to be crucial in the explanation
of the mei -dou co-occurrence.

Presuppositions project. The examples below show that the strongest-
prejacent requirement of dou projects across polar questions, possibility modals,
negation and conditional antecedents. Specifically, all the sentences in (29) (stress
on LISI ) conveys that Lisi buying 5 books is unlikely, while all the sentences in
(30) (stress on dou) convey that there are exactly 3 students in the context. So
the requirement is a presupposition.

(29) a. LISI
Lisi

dou
dou

mai.le
buy.asp

wu.ben
five.cl

shu
book

ma?
q

“Did even Lisi buy five books?”
b. Haoxiang

seem
LISI
Lisi

dou
dou

mai.le
buy.asp

wu.ben
five.cl

shu.
book

“It seems that even Lisi bought five books”.
c. Wo

I
bu
not

juede
think

LISI
Lisi

dou
dou

mai.le
buy.asp

wu.ben
five.cl

shu.
book

“I do not think that even Lisi bought five books”.
d. Ruguo

If
LISI
Lisi

dou
dou

mai.le
buy.asp

wu.ben
five.cl

shu,
book,

na. . .
then. . .

“If even Lisi bought five books, then. . . ”
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(30) a. San.ge
three.cl

xuesheng
students

DOU
dou

mai.le
buy.asp

wu.ben
five.cl

shu
book

ma?
q

“Did the three students all buy five books?”
b. Haoxiang

seem
san.ge
three.cl

xuesheng
students

DOU
dou

mai.le
buy.asp

wu.ben
five.cl

shu.
book

“It seems that the three students all bought five books”.
c. Wo

I
bu
not

juede
think

san.ge
three.cl

xuesheng
students

DOU
dou

mai.le
buy.asp

wu.ben
five.cl

shu.
book

“I do not think that the three students all bought five books”.
d. Ruguo

If
san.ge
three.cl

xuesheng
students

DOU
dou

mai.le
buy.asp

wu.ben
five.cl

shu,
book,

na. . .
then. . .

“If the three students all bought five books, then. . . ”

In sum, dou is truth-conditionally vacuous but carries a presupposition that
its prejacent is the strongest among its contextually relevant alternatives. With
this independently motivated semantics of dou, we turn to the mei -dou co-
occurrence.

4 Obligatory dou as Obligatory Presupposition

Taking dou to be a presupposition trigger allows us to reduce obligatory dou
with mei to the general phenomena of obligatory presupposition, attested inde-
pendently for a class of presupposition triggers cross many languages.

4.1 Obligatory Presupposition and Maximize Presupposition

In brief, the effects of obligatory presupposition refer to the pragmatic phenom-
ena where a class of presupposition triggers gives rise to obligatory presence
when their presupposition is satisfied. Relevant examples discussed in the litera-
ture are offered below from (31) to (36) (Kaplan 1984, Heim 1991, Krifka 1999,
Chemla 2008, Amsili 2009, Bade 2016, Aravind 2017). The relevant presupposi-
tion triggers are underlined.

(31) a. John went to the party. Bill went to the party, too.
b. #John went to the party. Bill went to the party.

(32) a. Mary went swimming yesterday. She went swimming again today.
b. #Mary went swimming yesterday. She went swimming today.

(33) a. Sam was in New York yesterday. He is still there today.
b. # Sam was in New York yesterday. He is there today.
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(34) {The/#A} sun is shining.

(35) I washed {both/#All} of my hands.

(36) Sam {knows/#thinks} that Paris is in France.

To illustrate, consider (32). The relevant presupposition trigger is again,
which presupposes that the event described by the VP that again attaches to
happened at a previous time. In (32), again presupposes that the event of swim-
ming by Mary today happened before, and the requirement is locally satisfied
by the first clause in (32), and hence again is obligatory. To take another exam-
ple, consider (34). Since the carries an extra uniqueness presupposition which is
always satisfied by the world knowledge that there is one and exactly one sun, the
presupposition trigger the is obligatory, and blocks the version of the sentence
with a. Similar, both blocks all in (35) by its duality presupposition satisfied by
the NP hands, and know blocks believe when its complement is already known
to be true, by its factive presupposition in (36).

Parallel effects are observed in Mandarin, illustrated below from (37a) to
(37f). The relevant presupposition triggers are underlined again, and the above
remarks apply to the Mandarin examples as well10.

(37) Obligatory presupposition in Mandarin

a. Zhangsan
Zhangsan

canjia.le
attemd.asp

juhui,
party,

Lisi
Lisi

??(ye)
also

canjia.le
attend.asp

juhui.
party

“Zhangsan attended the party, Lisi ??(also) attended the party”.
b. Zhangsan

Zhangsan
zuotian
yesterday

qu
go

youyong,
swimming,

jintian
today

#(ye)
again

qu
go

youyong.
swimming

“Zhangsan went swimming yesterday. She went swimming #(again)
today”.

c. Zhangsan
Zhangsan

zuotian
yesterday

(jiu)
(already)

zai
in

Beijing,
Beijing,

jintian
today

#(hai)
still

zai.
in

“Zhangsan was in Beijing yesterday. He is #(still) there today”.
d. Wo

I
liang.zhi
two.cl

shou
hands

#(dou)
dou

xi.le.
wash.asp

“I washed both of my hands”.
e. Lisi

Lisi
{zhidao
{know

/#xiangxin}
/#believe}

Bali
Paris

zai
in

Faguo.
France

“Lisi {knows/#thinks} that Paris is in France”.

10 See the discussion of (26) on how dou gives rise to a definiteness presupposition as
in (37d). As for (37f), since Mandarin chule is ambiguous between except and in
addition to, when chule means in addition to, the additive presupposition of ye in
the matrix clause is satisfied, and thus ye is obligatory.
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f. Chule
In.addition.to

Lisi,
Lisi

Zhangsan
Zhangsan

#(ye)
also

lai.le
pass.asp

‘In addition to Lisi, Zhangsan also passed.’

Obligatory presupposition can be explained by the pragmatic principle Max-
imize Presupposition in (38), proposed in Heim (1991).

(38) Maximize Presupposition
Make your contribution presuppose as much as possible.

Maximize Presupposition mandates that a speaker choose among sentences
(or LFs) with identical assertive information the one that has more/stronger
presuppositions, when the presuppositions are satisfied11. To see how it works,
consider (31) again. Here too is truth-conditionally vacuous but carries an addi-
tive presupposition that an alternative proposition to its prejacent is also true;
the presupposition is satisfied in its local context (the second clause in (31));
thus Maximize Presupposition favors [Bill went to the party too] over [Bill went
to the party ] since the two have the same assertion but the former has an extra
presupposition, and too is obligatory.

Let us return to the puzzle of obligatory dou with mei. I propose that oblig-
atory dou is an instance of obligatory presupposition regulated by Maximize
Presupposition. Consider (39a). We have established in Sect. 2 that mei-NPs are
true universal quantifiers, so the prejacent of dou is already a universal state-
ment, (39b). Next, dou is truth-conditionally vacuous but presupposes that its
prejacent is stronger than all the other contextually relevant alterrnatives. Sup-
puse the alternatives to a universal statement are its individual instantiations,
such as the ones in (39c). Dou’s prejacent hence entails all its alternatives and
its presupposition automatically satisfied. Maximize Presupposition is then trig-
gered and requires [mei.ge student dou came] block its dou-less version [mei.ge
student came], and dou is obligatory with mei as a result.

(39) Explaining obligatory dou via obligatory presupposition

a. Obligatory-douMei.ge
every

xuesheng
student

∗(dou)
dou

lai.le.
come

“Every third-grade student came”.
b. ∀x[student(x) → came(x)] Prejacent of dou

c.

⎧
⎪⎪⎨

⎪⎪⎩

student a came,
student b came,
student c came,
. . .

⎫
⎪⎪⎬

⎪⎪⎭

Alternatives

11 When the presupposition not satisfied, the speaker will not use the trigger in the
first place, so this part comes from the felicity condition on presupposition use. See
Stalnaker (1973; 1978).
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d. Dou’s prejacent entails all the alternatives and its presupposition sat-
isfied
and thus[mei.ge xuesheng dou lai.le]
blocks #[mei.ge xuesheng lai.le] via MP

In the above explanation, an important assumption is made that universal
quantifiers activate their individual alternatives. We turn to this assumption in
the next subsection.

4.2 Universal Quantifiers and Their Alternatives

The individual alternatives we have proposed for mei -NPs belong to the type
of domain alternatives of generalized quantifiers — alternative quantifiers with
their domain of quantification different from (usually smaller than) the one in
the prejacent12. (40) spells out the domain alternatives of mei/every and the
corresponding propositional alternatives for the sentence in (39a). It is clear that
∀x[x ∈ {a} → came(x)] is just student A came in (39c). (39c) is identical to
(40c) if the former contains propositions involving plural individuals (∀x[x ∈
{a,b} → came(x)] is student a and b came).

(40)

a. �meiD� = λPλQ∀x[[x ∈ D ∧ P (x)] → Q(x)]

b. Domain alternatives of �meiD�
= {λPλQ∀x[[x ∈ D′ ∧ P (x)] → Q(x)] | D′ ⊆ D′}

c. Domain alternatives of (39a)⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∀x[x ∈ {a} → came(x)],
∀x[x ∈ {b} → came(x)],
∀x[x ∈ {c} → came(x)],
∀x[x ∈ {a,b} → came(x)],
∀x[x ∈ {a,b,c} → came(x)],
. . .

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

In a context where a,b,c are students

To further illustrate the idea of domain alternatives and its application to
linguistic phenomena, let us briefly turn to an influential line of thinking that
crucially uses domain alternatives to explain behariors of Negative Polarity Items
(NPIs). Comparing (41a) and (41b), we see that English any as a NPI is only

12 Scalar alternatives on the Horn scale 〈yixie, mei〉 “〈some, every〉” will also work
for the analysis sketched in (39), for every student came entails some students came
(assuming the universal carries an existential import), and dou’s presupposition sat-
isfied. I leave an exploration of this theoretical chocie to another occasion. In addi-
tion, domain alternatives with smaller domains are called subdomain alternatives.
For the purposes of this study, it is unecessary to limit alternatives to subdomain
ones, since the domain of a universal statement always seems to be the largest con-
textually salient one. Every student came cannot mean every math student came via
covert domain restriction in a context with both math and non-math students.
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grammatical in downward entailing contexts such as under the scope of nega-
tion. This restricted distribution is explained in Krifka (1995), Chierchia (2013)
by first assuming that any is an existential quantifier that obligatorily trig-
gers domain alternatives13, as in (41c) and (41d). Next, these alternatives when
project to the sentence level (via pointwise composition in Rooth 1992) will be
exhautified by a covert only—the O in (41e). O afirms its prejacent and negates
all the alternatives (determined in this case by the alternatives of any specified
in (41d)) not entailed by the prejacent. Finally, applying O to (41a) returns
a contradiction, for all the alternatives with a smaller domain D′ (John read
a book in D′) asymmetrically entails the prejacent (John read a book in D)
and are thus negated by O, the conjunction of these negations and the preja-
cent being a condtradiction (John read a book in D but didn’t read any book in
subdomains of D). This contradiction explains the ungrammaticality of any in
positive contexts, under the assumption that logically determined contradiction
can give rise to ungrammaticality (Gajewski 2002). On the other hand, applying
O above negation in (41b) is vacuous, since all the alternatives of the prejacent
in this case are entailed by the prejacent (due to the fact that negation reverses
the direction of entailment) and thus no negation happens. This explains why
any can be used under negation and in other downward entailing contexts in
general. The account is schematically illustrated in (41).

(41) Explaining NPIs via domain alternatives

a. *John read any book.

b. John didn’t read any book.

c. �anyD book� = λP∃x[x ∈ D ∧ book(x) ∧ P (x)]

d. Alternaitves of �anyD book�: {λP∃x[x ∈ D′ ∧ book(x) ∧ P (x)] | D′ ⊆ D}
e. �OC S�= �S� ∧ ∀q ∈ C[�S� 
⊆ q → ¬q]

f. �OC (41a)�
= ∃x[x ∈ D ∧ book(x) ∧ read(x, j)] Prejacent
∧∀D′ ⊂ D[¬∃x[x ∈ D′ ∧ book(x) ∧ read(x, j)]] Negation of Alts
=⊥

g. �OC (41b)�
=¬∃x[x ∈ D ∧ book(x) ∧ read(x, j)] Vacuous exhaustification
= �(41b)�

Given existential quantifiers can trigger domain alternatives, it is natural to
assume that (at least some) universal quantifiers also trigger domain alternatives.
Indeed, Zeijlstra (2017), based on certain positive polarity properties of Dutch
iedereen ‘everybody’ (it can show up under negation, but cannot reconstruct
below negation once it appears above it at the surface, unlike English every-

13 Any according to Chierchia (2013) also triggers scalar alternatives, which can be
safely ignored in the current paper. Furthermore, any has free choice uses, and
several recent accounts of free choice any also make use of its domain alternatives
(Dayal 2013, Crnič 2019, Crnič 2019).
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body), argues that it is a universal quantifier that obligatorily triggers domain
alternatives.

The idea that universal quantifiers trigger domain alternatives is in fact hard
to avoid in the structure-based theory of alternatives developed in Katzir (2007)
and Fox and Katzir (2011). In this theory, alternatives of an expressions can
be formally defined as in (42). Assuming the domain argument D is a syntactic
variable at the LF (von Fintel 1994), whose interpretation depends on the index
of the variable, the domain alternatives of a quantifier are simply transformed
from the quantifier by replacing the index of the domain variable by other indices.

(42) Formal Alternatives Katzir (2007)
ALT(φ) = {φ can be transformed into φ′ by a finite series of deletions,
contractions, and replacements of constituents in φ with constituents of
the same category taken from the lexicon.}

I adopt Katzir’s (2007) general view of how formal alternatives are generated.
Next, to capture the fact that alternatives are also contextually constrained, I
assume following Fox and Katzir (2011) and Katzir (2014) that the set of alterna-
tives eventually operated by an alternative sensitive operator such as dou is the
intersection of both the set of formally determined alternatives ALT(φ) and a sec-
ond set of alternatives C that represents contextual relevance (cf. Rooth 1992).
This is explicitly stated for dou in (43)14.

(43) �douC S� is defined only if ∀q ∈ ALT(�S�) ∩ C[�S� �= q → �S� ≺ q]
if defined, �dou S� = �S�

In this setting, for cases of mei -NPs requiring the presence of dou, the indi-
vidual alternatives need be both formally defined (in ALT(S)) and contextually
relevant (in C). This seems natural given that contextually relevant alternatives
are usually taken to represent the current Question Under Discussion (QUD,
Roberts 2012, Büring 2003) and an immediate QUD for a ∀-statement is whether
the universal statement is true (the least subject matter in Lewis 1988), which
in turn is reduced to the question of whether each individual instantiation is
true. Intuitively, to evaluate the truth of a universal statement such as the one
in (39), each individual alternative needs to be checked. It is in this sense that
the individual alternatives of (39) are relevant (and thus in C).

To summarize, we have shown that the individual alternatives we posit for
mei -NPs belong to the domain alternatives of generalized quantifiers and are
commonly assumed for various purposes in the alternative-&-exhaustification
framework. Building on Katzir (2007), we distinguish formal alternatives and
contextually relevant ones, and propose that dou makes reference to their inter-
section. The distinction is useful, since it predicts that when the individual
alternatives triggered by the mei -NP are not relevant, dou is not needed (for

14 Strictly speaking, writing ALT(�S�) in (43) is incorrect: ALT according to (42)
applies to expressions, not to denotations. ALT(�S�) should in fact be {�S′� | S ∈
ALT(S)}. I abuse the notation in (43) for the purpose of exposition.
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the intersection would be empty and there would be no alternatives for dou to
operate on). Section 4.3 shows that this is a correct prediction.

4.3 A More Nuanced Characterization of Obligatory-dou

Irrelevance of Individual Alternatives and dou’s Absence. Mei -NPs
sometimes do not need dou, and this could happen when the individual alterna-
tives formally generated by the mei -NP are not contextually relevant. Consider
the discourse in (44) (the corresponding Mandarin sentences are given in (45)).
We find a sharp contrast between the two occurrences of the same mei -sentence.
When mei.ben mai $10 ‘every.classifier sells.for $10’ is first uttered in (45a), dou
is not needed (and cannot appear), while in its second occurrence (45c) dou is
obligatory. The contrast shows that the co-occurrence between mei and dou is
sensitive to discourse contexts—an aspect of the phenomenon that the previous
literature overlooks. Take Huang (1996) for instance. Huang’s generalization is
that when the sentence has a indefinite noun phrase as the syntactic object, a
pre-verbal mei -NP does not need dou. The generalization is not accurate in view
of (44): the same mei.ben mai $10 CANNOT take dou in (45a) but REQUIRES
it in (45c). What determines the presence of dou is the relevant context, in par-
ticular, the QUD that determines the shape of C needed for the interpretation
of dou.

(44) [At a secondhand bookstore]
The owner: We are now on sale! Mei.ben sells.for $10 . (45a)
John: What about this comic book? It seems brand new! (45b)
The owner: Mei.ben dou sells.for $10 . (45c)

(45) a. (from the owner)Ben
(stress on shi)our

dian
store

da.jianjia,
big.sale,

mei.ben
every

mai
sell.for

Shi
ten

yuan!
dollar

‘Our store is on big sale. Every book is 10 dollars!’

b. (from John)Zhe.ben
this.cl

manhua.shu
comic.book

zheme
so

xin,
new,

ye
also

mai
sell.for

shi
ten

yuan?
dollar

‘This comic book seems brand new. Is it also 10 dollars? ’
c. (from the owner)Mei.ben

(Stress on mei)every
dou
dou

mai
sell.for

shi
ten

yuan!
dollar

‘EVERY book is 10 dollars!’

More concretely, when the owner first uttered mei.ben mai $10, her focus
was on $10 (indicated by the prosodic prominence perceived on shi in (45a))
and it is naturally understood that she (as the owner) was assuming that every
book was sold at the same price and the QUD is how much IS a book?. In such a
context, individual books are not relevant to the QUD, and thus are not in the
C that is needed for the interpretation of dou. As a result, the set of contextually
relevant alternatives associated with dou (the intersection of the set of individual
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alternatives of mei -NP and C) is the empty set. Assuming that dou, like other
alternative sensitive operators, needs to be associated with a non-empty set of
alternatives (cf. the presupposition of ∼ in Rooth 1992), the absence of dou is
correctly predicted for (45a).

By asking about a particular comic book, John shifted the QUD to which
books are $10?. In this new context, individual books are clearly relevant (this
comic book sells for $10 is a member of the Hamblin denotation of the new
QUD) and they get into the C of dou. As a result, the intersection of the formal
alternatives activated by mei -NP and C is just the set of individual alternatives
of the universal statement. Since all the alternatives in this set are entailed by the
universal prejacent, dou’s presupposition is satisfied and its obligatory presence
is required by Maximize Presupposition.

The claim that irrelevance of the individual alternatives (formally triggered
by mei -NPs) could give rise to the absence of dou is supported by the observation
reported in Liu (2019) that mei -NPs with a classifier that describes a standard
unit of measurement (e.g. mi ‘meter’, sheng ‘litter’, . . . )15 usually do not occur
with dou. Relevant examples are given in (46). In these examples, the individual
alternatives are not relevant (in typical scenarios where rice is sold in big bags, a
particular 500 g of rice is no different from another 500 in terms of its price), and
thus the set of alternative operated by dou is the empty set, dou’s presupposition
is not met and it cannot be present.

(46) No dou for mei -NPs with standard measures

a. Shengyin
Sound

zai
in

sheshi
Celsius

ling.du.de
zero.degree.de

kongqi.zhong,
air.in,

mei.miao
every.clsecond

chuanbo
transmit

san.bai.sanshi
3.hundred.30

mi.
meter

‘At 0◦C, sound travels 330 meters every second.’
b. Mei.jin

Every.cl500.gram
dami
rice

san.kuai.qi.
3.cl.7

‘Every 500 gram of rice costs Y3.7 (in RMB).’

Alternatives Evaluated by Other Focus Sensitive Operators and dou’s
Absence. Another type of examples where dou is absent are cases where there
is another focus sensitive operator in the sentence that evaluates alternatives
triggered by the mei -NP. Consider (47) and (48)16. Both (47a) and (47b) require
dou, but adding a focus sensitive operator – only in (47b) and a cleft-like particle
shi in (48b) – obviates the requirement.

(47) a. Mei.ge
every

zuo.le
do.perf

zuoye
homework

de
de

xuesheng
student

∗(dou)
dou

de.le
get.perf

gao.fen.
high.score

‘Every student who did the homework got a high score (in the exam).’

15 They belong to the Type-6 classifiers in Chao (1968), called standard measures.
16 Thanks to Yenan Sun for sharing (48) with me.
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b. Zhiyou
Only

mei.ge
every

zuo.le
do.perf

Zuoye
homework

de
de

xuesheng
student

de.le
get.perf

gao.fen.
high.score

‘Only every student [who did the homework]F got a high score (in
the exam).’

(48) a. Zuotian
yesterday

mei.ge
every

lingdao
leader

∗(dou)
dou

ma.le
scold.perf

Lisi.
Lisi

‘Every leader scolded Lisi yesterday.’

b. Zuotian
yesterday

shi
shi

mei.ge
every

Lingdao
leader

mai.le
scold.perf

lisi,
Lisi,

bushi
not

mei.ge
every

kuaiji.
account

‘It was every leaderF that scolded Lisi yesterday, not every accountant.’

These examples are expected under our proposal. The additional focus par-
ticles indicate contextually salient alternatives other than the individual ones
formally generated by mei -NPs. These alternatives (strictly speaking their inter-
section with the formal alternatives of mei -NPs) do not necessarily satisfy dou’s
presupposition and thus dou is not required. In (47b) for instance, the focus
associated with only (hinted by stress) is the modifier who did the homework,
indicating a contextually salient set of alternatives {every student who did the
homework got a high score, every student who didn’t do the homework got a
high score}. Dou’s presupposition clearly is not satisfied with this set.

Mei-NPs in Object Positions and dou’s Absence. As discussed in Sect. 2,
mei -NPs in object positions do not need dou. This is compatible with our pro-
posal. For syntactic reasons, dou only associates with items to its left and thus
(49b) is ungrammatical. Consequently, (49b) cannot block (49a) via maximize
presupposition, even if the every-NP in (49a) could trigger individual alterna-
tives.

(49) a. Wo
I

qing.le
invite.perf

mei.yi.ge
every

san.nianji
third.grade

xuesheng.
student

“I invited every third-grade student”.
b. *Wo

I
dou
dou

qing.le
invite.perf

mei.yi.ge
every

san.nianji
third.grade

xuesheng.
student

Obligatory dou with Conjunction. We also predict that obligatory dou is
not limited to mei -NPs. This is because obligatory dou in our proposal is not
explained merely by some unique properties of Mandarin universal noun phrases,
but via satisfaction of dou’s presupposition and the general pragmatic principle
Maximize Presupposition. As long as the relevant set of alternatives satisfies the
dou’s presupposition, Maximize Presupposition will enforce the presence of dou.

Consider (50). Since the question indicates that there are only two alterna-
tives, a conjunction that entails the two obligatorily selects for dou, and we have
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an instance of obligatory dou with conjunction. More specifically, the question
in (50a) explicitly establishes that the relevant alternatives are Zhangsan came
and Lisi came, since Zhangsan and Lisi came entails both, the presupposition of
dou is satisfied; Maximize Presupposition then requires the obligatory presence
of dou in this context, as in (50c).

(50) a. (Question with two alternatives)Zhangsan
Zhangsan

he
and

Lisi
Lisi

shei
who

lai.le?
come.asp

‘Who among Zhangsan and Lisi came?’

b. (Infelicitous answer without dou)#Zhangsan
Zhangsan

he
and

Lisi
Lisi

lai.le.
come.asp

‘#Zhangsan and Lisi came.’

c. (Felicitous answer with obligatory dou)Zhangsan
Zhangsan

he
and

Lisi
Lisi

dou
dou

lai.le.
come.asp

‘Both Zhangsan and Lisi came’

Interestingly, if the question in (50) is changed into who among Zhangsan,
Lisi and Wangwu came? with three relevant individuals, then (50b) becomes
felicitous. This is expected under our proposal, since in the new context with
three alternatives, Zhangsan and Lisi came does not entail all the alternatives,
dou’s presupposition not satisfied, and hence Maximize Presupposition does not
apply and the blocking effect not observed17.

To summarize, we have shown in this subsection that obligatory dou has
a complex distribution that is compatible with the current proposal but unex-
pected under previous analyses. Crucially, the distribution is sensitive to dis-
course contexts and presence of other focus particles, and not limited to univer-
sals, suggesting an analysis that is based on general pragmatic principles (such
as the present one) might be on the right track.

5 Conclusions

This paper defends the view that mei -NPs are true universal quantifiers while
dou is not. Dou is truth-conditionally vacuous but carries a presupposition that
its prejacent is the strongest among its alternatives. A pragmatic explanation
of the mei -dou co-occurrence is offered: in default contexts where mei -NPs are
used, the universal prejacent entails all the other alternatives and thus dou’s
strongest-prejacent-presupposition is satisfied; Maximize Presupposition then
mandates that a speaker choose mei-dou instead of mei without dou, for the
former carries more presuppositions. As we have seen, the proposal predicts a
more nuanced distribution of obligatory-dou, sensitive to discourse contexts.

17 (50b) is OK as an answer to who among Zhangsan, Lisi and Wangwu came? for
some speakers I consulted. This must be due to the fact these speakers are implicitly
accommodating new sub-questions such as who among Zhangsan and Lisi came?.
See Büring (2003).
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Abstract. Monotonicity is desirable for many cognitive, computational
and pragmatical reasons, even to non-monotonic logics. This paper is
inspired by the role a monotonicity principle (M) plays in Gärdenfors’ [5]
triviality result. It is found similar to another monotonicity principle in
the semantics of IVC logic [4]. Hence I give an intuitionistic minimal belief
change account, or IAGM, which is immune to triviality, along with a
representation theorem. Moreover, the investigation of IAGM semantics
sheds new light on understanding the behavior of rational monotonicity
in various non-monotonic logics (NMLs).

Keywords: Rational monotonicity · IVC · Non-monotonic logics ·
IAGM · Minimal change

1 Introduction

In logic monotonicity of inference refers to a property that a valid argument
cannot turn to be invalid by adding new premises, namely if Γ |= ϕ, then
Γ ∪ {ψ} |= ϕ. It is a desirable property for its cognitive, computational and
pragmatical reasons. But many researchers argue that non-monotonicity cap-
tures the nature of practical reasoning, for in everyday life we can find numerous
counterexamples to monotonicity. A number of non-monotonic logics therefore
come into being. In this paper we are going to investigate three kinds of non-
monotonic logics (NMLs), which are developed in different fields but proven
deeply connected in light of their semantics.

The first one is the field of conditional logics, which studies “if, then” sen-
tences, particularly in subjunctive mood. One may read ϕ > ψ as “if it were the
case that ϕ, then it would be the case that ψ”. In the literature monotonicity
is rejected with respect to a counterfactual fallacy called the Strengthening of
Antecedents. Consider the two sentences below, where the latter sounds prob-
lematic but not the former.

If I had stuck this match, it would have lit. (1a)
*If I had stuck this match and done so in a room without oxygen, it would have lit. (1b)

c© Springer-Verlag GmbH Germany, part of Springer Nature 2020
D. Deng et al. (Eds.): TLLM 2020, LNCS 12564, pp. 107–124, 2020.
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Another approach is non-monotonic reasoning in the field of AI. In contrast
with conditional logic which focuses on implication, it studies non-monotonic
entailment. The conditional assertion ϕ |∼ ψ could be read as “if ϕ, normally
ψ”, or ψ is a plausible consequence of ϕ”. This plausible consequence is defeasi-
ble, which means one may withdraw the previous conclusion when adding new
premises. A classical example in this field is the following.

If Tweety is a bird, then normally Tweety can fly. (2a)
If Tweety is a penguin, then Tweety is a bird. (2b)

*If Tweety is a penguin and Tweety is a bird, then normally Tweety can fly. (2c)

The last and perhaps most remarkable one is the theory of belief change in
formal epistemology and knowledge representation. It describes how the agent
changes her belief or knowledge with respect to the increase and decrease of her
belief set or knowledge base. The initial and most thoroughly studied system
of belief change is the so-called AGM belief revision. Belief revision refers to
an operation of adding some new belief, which may or may not be inconsistent
with the agent’s old ones. Belief revision is particularly remarkable here, for
although it does not specifically target at logical monotonicity, AGM has a deep
problem with monotonicity in light of Gärdenfors’ triviality result [5], which we
will discuss through the paper.

Nevertheless, monotonicity is still somehow desired in virtue of its simplic-
ity, normativity (“you shall reason so”) and rationality (“a rational agent rea-
sons so”). Therefore, all the three fields make attempt to keep monotonicity as
much as possible, even though not in its full-blown form. The strongest version
expresses the following thought:

An argument is monotone as long as the added premise is not found to contradict the old ones.

In conditional logic the thought is captured by, e.g. CV (see Sect. 5 below). In
belief revision it is crystallized as K8 (Subexpansion). In non-monotonic reason-
ing it is called Rational Monotonicity. Borrowing the term from non-monotonic
reasoning I will use “rational monotonicity” (in small letters) as the umbrella
term, and RM for the rule in non-monotonic reasoning exclusively.

Now let us focus on three most influential systems from the three approaches
respectively, namely Lewis’s VC [12], AGM theory [1,6] and preferential reason-
ing [8,10]. They all have some minimal change semantics, and consider rational
monotonicity in their respective proof systems. At first glance minimal change
and rational monotonicity form a natural pair. After all, they both aim at “min-
imizing the updating we have to do when learning new information” [10, p. 33].
The outcomes are however different. In conditional logic axioms like CV never
cause technical difficulties for soundness and completeness results. AGM theory
takes K8 at the price of restricted expressiveness in light of triviality result. As
for preferential reasoning the case is even more complex.

So far it is just a story in classical logic. Why turn to intuitionistic logic, or in
other words, loosen the restriction of classicality? Besides some philosophical and
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linguistic reasons discussed in [4], there are two more reasons why intuitionistic
logic fits belief revision and non-monotonic reasoning.

1) In classical logic we deal with complete theories, namely Γ � ¬ϕ if ϕ /∈ Γ .
But a belief theory K in AGM is allowed to be incomplete, such that it could
be possible that Γ is consistent with ϕ. That is to say, ϕ /∈ K but ϕ could
be “added” into K, formalized in AGM as K + ϕ. In this case, one shall not
conclude the negation of ϕ simply from the absence of ϕ, and in this sense the
law of excluded middle does not apply. This observation naturally leads us to
intuitionistic logic.

A similar issue occurs in database theory, a field where non-monotonic rea-
soning finds its application, as well. Quite often one needs to deal with some
database which is not known to be complete or not. The most popular solu-
tion to this situation is the so-called Closed World Assumption: it is enough to
derive the negation of ϕ in a database whenever the database fails to derive ϕ.
Nonetheless, it seems contentious to make such a strong stipulation. In contrast,
an rival of CWA is called Open World Assumption, which holds the view that
the lack of ϕ is not enough for the negation of ϕ. Clearly intuitionistic logic
could shed new lights on OWA.

2) Intuitionistic logic highlights the distinction between absence and negation,
which further relates to meta- vs. objective language. For most axioms, rules
and postulates in NMLs, the distinction does not play a role since they use
affirmative sentences. However, rational monotonicity has to take the form of
negation and/or absence. Axioms in conditional logics work totally within object
language. K8 has an absence as a premise. RM is “from the absence of certain
assertions in the relation, we deduce the absence of some other assertion” [8, p.
31]. The different formalizations, which may be equivalent in classical logic, are
sensitive to this distinction in an intuitionistic setting.

As for the plan of the paper, in Sect. 2 we will analyze Gärdenfors’ triviality
result in detail, and mention a seeming similarity to IVC. Section 3 serves as a
preliminary by introducing the logic and semantics of IVC. Section 4 will give
an intuitionistic version of belief change theory, which I call IAGM here, and
a representation theorem. In Sect. 5 we bring the topic to a broader context,
and explain why AGM and preferential reasoning have certain troubles with
rational monotonicity from a semantic viewpoint. It is ascribed to the differ-
ent levels/types of their semantic conditions: on possible worlds, sets of worlds
(states) or even the whole model. In Conclusion I will mention some possible
further directions of research.

2 Incentive: Monotonicity in Gärdenfors’ Triviality
Result

At first glimpse, monotonicity has nothing to do with belief revision theory.
However, the most classical belief revision theory, i.e. AGM [1], would share a
property of monotonicity, if there were no Gärdenfors’ triviality result. To see
why that does not happen, let us start with the axiomatization of AGM defined
as follows.
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Definition 1 (AGM, the version in [6], notations modified). Let K be any
theory, i.e. a set of formulae closed under deduction of some (compact) logic, let
Kϕ be any theory revising K by ϕ satisfying these postulates:

K1 For any theory K and formula ϕ, Kϕ = Cn(Kϕ)
K2 ϕ ∈ Kϕ

K3 Kϕ ⊆ K + ϕ
K4 if ¬ϕ /∈ K, then K + ϕ ⊆ Kϕ

K5 Kϕ = K⊥ iff ϕ is inconsistent
K6 if � ϕ ↔ ψ, then Kϕ = Kψ

K7 Kϕ∧ψ ⊆ Kϕ + ψ
K8 if ¬ψ /∈ Kϕ, then Kϕ + ψ ⊆ Kϕ∧ψ

Cn stands for logical consequence and Cn(K) is the deductive closure of K,
{ψ : � ϕ → ψ for some ϕ ∈ K}. K + ϕ is the result of expanding K by adding
ϕ then deductively closing it, i.e. {ψ : ϕ → ψ ∈ K}. ⊥ denotes falsum which is
supposed to be in the language.

The AGM belief revision theory has gained a huge success, in the sense that
it gets along well with other AGM operators, i.e. expansion (+) and contraction
(÷). Additionally, there was a quite attractive postulate which seemed to be
easily added into the axiomatization system to make it even more expressive. It
is the revision-theoretic version of Ramsey test:

Ramsey Test (RT): ϕ > ψ ∈ K ⇐⇒ ψ ∈ Kϕ.

This dream, however, was defeated by the triviality result of Gärdenfors [5].
Interestingly, the proof is conducted not by directly targeting the Ramsey Test,
but a monotonicity principle it derives:

Monotonicity (M): K ⊆ K ′ implies Kϕ ⊆ K ′
ϕ.

Observation 1. (RT) entails (M).

Proof. For any ψ ∈ Kϕ, by (RT) ϕ > ψ ∈ K. Since K ⊆ K ′, ϕ > ψ ∈ K ′, by
(RT) then ψ ∈ K ′

ϕ. �
Quite simple as the proof is, it signifies the inseparability between (RT) and

(M). Since not any particular feature of the conditional > is mentioned, the
proof applies universally to any kind of conditional. Consequently, any defeat of
(M) inevitably leads to the defeat of (RT).

Theorem 1 (Main theorem in [5]). Given any belief revision theory which
satisfies K1, Preservation, K5 and Ramsey Test, there is no non-trivial belief
revision model, where non-trivial means that there are at least three pairwise
disjoint propositions.
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Proof (Sketch). We start with a theory K contains none of ϕ,ψ, χ but is con-
sistent with all of them. They three are pairwise disjoint, namely mutually con-
tradictory. The proof is conducted by contradiction.

1. ψ ∨ χ ∈ (Kϕ)ψ∨χ by K2
2. ¬χ /∈ (Kϕ)ψ∨χ w.l.o.g. assume
3. K + (ϕ ∨ ψ) ⊆ K + ϕ
4. K + ϕ ⊆ Kϕ by K4, since ¬ϕ /∈ K
5. K + (ϕ ∨ ψ) ⊆ Kϕ by transitivity
6. (K + (ϕ ∨ ψ))ψ∨χ ⊆ (Kϕ)ψ∨χ by (M)
7. ¬χ /∈ (K + ϕ ∨ ψ)ψ∨χ by set theory

8. ¬(ψ ∨ χ) /∈ K + ϕ ∨ ψ by derivation
9. (K +ϕ∨ψ)+ψ ∨χ ⊆ (K +ϕ∨ψ)ψ∨χ by K4
10. (K + ϕ ∨ ψ) + (ψ ∨ χ) = K + ψ
11. K + ψ ⊆ (K + (ϕ ∨ ψ))ψ∨χ by transitivity
12. ψ ∈ K + ψ by K4 and K2
13. ¬χ ∈ K +ψ ⊆ (K +ϕ∨ψ)ψ∨χ by derivation
14. contradiction between 7. and 13.

As we can see, the key part is to investigate what happens in (K + ϕ ∧ ψ)ψ∨χ.
Postulates at stake are K2, K4 and (M). Gärdenfors holds K2 to be most natural,
and weighs K4 over (M). Since (M) is inevitably derived from (RT) regardless of
how one defines the conditional, consequently we have to abandon (RT) as well.

By contrast, for those who still consider (RT) attractive, to replace (K4)
seems the best, even the only choice. And actually they have good reason to
do so, for (K4) is such a strong postulate that intuitively it takes too many
propositions in the old set on board when confronted with revision. A more
modest postulate is weakening it as if ϕ ∈ K, then K = Kϕ. Call it K4*.

There are several attempts, e.g. [9,13] starting from this point. But they all
result in systems that appear a bit complex, not as simple and elegant as AGM.
The obstacle to simplicity, from a technical point of view, rests on K8. It can be
proved that the undesired K4 comes back if we simply remove it without any
other change.

Observation 2. K4 is derivable from K4*, K6 and K8.

Proof. First notice that � ∈ K since K is a theory. Hence, K = K� according
to K4*. On the other hand, by K6 Kϕ∧� = Kϕ since � ϕ ∧ � ↔ ϕ. Finally
considering a special kind of K8: if ¬ϕ /∈ K�, then K + ϕ = K� + ϕ ⊆ Kϕ∧� =
Kϕ, namely K4. �
The proof indicates that rescuing (RT) is a systematic project rather than a fine
tuning. Indeed, K4 is a special case of K8 in the presence of K2. As long as one
wants to keep K8, adding (RT) always results in triviality.

Interestingly enough, the related field of intuitionistic conditional logics
(ICLs) [4], the principle at stake here, (M), finds a natural correspondent. In
many ICLs, the following semantic property is needed:

if w ≤ w′, then fϕ(w′) ⊆ fϕ(w).

A full definition will be given in the next section. Intuitively it states that if w′

is a successor of w, then any proposition ψ made true in image of the selection
function of w by assuming ϕ, shall also be made true in the image of the selection
function of w′. It can be easily observed that if one interprets w as a set of
formulae, as in canonical Kripke models, fϕ(w) as the set of possible world whose
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member are supersets of Kϕ, this is exactly what (M) says. And as we will see,
the seeming similarity is more genuine than it seems in light of a representation
theorem—and also more tricky, since the similarity conceals a crucial difference
which explains the different performances of rational monotonicity in different
NMLs.

3 Preliminary: Logic of IVC and Its Canonical Model M

In this section the logic and models of IVC are introduced as a preliminary for
the representation theorem. The reader is supposed to have some acquaintance
with the basic intuitionistic propositional logic (IPL), conditional logics and their
Kripke semantics. However, lack of detailed knowledge should not be an obstacle.
Essentially the logic coincides with the postulates in the next section, and only
semantic constraints of IVC and its canonical model M will be used.

3.1 The Logic of IVC

Let us start with a language L>, extended from the IPL language L, given by
the following BNF definition:

ϕ ::= p | ⊥ | ϕ ∧ ϕ | ϕ ∨ ϕ | ϕ → ϕ | ϕ > ϕ

The counterfactual ϕ > ψ is read as “if it were ϕ, then would be ψ”. As usual
in intuitionistic logic, negation, the biconditional and verum are defined as:

¬ϕ := ϕ → ⊥ ϕ ↔ ψ := (ϕ → ψ) ∧ (ψ → ϕ) � := ⊥ → ⊥
The Hilbert-style system for IVC presented below consists of four parts: three
groups of axioms—axioms for intuitionistic propositional logic (IPL), axioms
pertaining selection function semantics in general, and axioms characterizing
minimal change conditions—and a group of inference rules.

Definition 2 (Proof system of IVC)

1. Intuitionistic schemata:
– ϕ → (ψ → ϕ)
– (ϕ → (ψ → χ)) → ((ϕ → ψ) → (ϕ → χ))
– ϕ → (ψ → ϕ ∧ ψ)
– ϕ ∧ ψ → ϕ, ϕ ∧ ψ → ψ
– ϕ → ϕ ∨ ψ, ψ → ϕ ∨ ψ
– (ϕ → χ) → ((ψ → χ) → (ϕ ∨ ψ → χ))
– ⊥ → ϕ

2. Selection function schemata:
– (ϕ > ψ ∧ χ) ↔ (ϕ > ψ) ∧ (ϕ > χ)

3. Minimal change schemata:
– ϕ > ϕ
– (ϕ > ψ) → (ϕ → ψ)
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– (ϕ ∧ ψ) → (ϕ > ψ)
– (ϕ > ⊥) → (ϕ ∧ ψ > ⊥)
– (ϕ > (ψ → χ)) ↔ (ϕ > ¬ψ) ∨ ((ϕ ∧ ψ) > χ)

4. Inference rules:
– Modus ponens:

ϕ ϕ → ψ

ψ
(MP)

– Replacement of equivalent antecedents:

ϕ ↔ ψ

(ϕ > χ) ↔ (ψ > χ)
(RCEA)

– Replacement of equivalent consequents:

ϕ ↔ ψ

(χ > ϕ) ↔ (χ > ψ)
(RCEC)

Notice that the proof theory system appears nearly the same as the classical VC.
However, one needs to take care that some classically equivalent formulae are no
longer interchangeable here.

3.2 Models of IVC

In this section we will begin with a general notion called intuitionistic selection
model, then add extra semantic constraints to obtain IVC models, and end up
with canonical IVC models.

Definition 3 (Intuitionistic selection model). An intuitionistic selection
model on a language L> is a tuple M = 〈W,≤, f, V 〉 s.t.

– W is a set whose elements are called worlds.
– ≤ is a partial order on W ; the set of ≤ −successors of a world w is denoted

as w↑ := {w′ ∈ W : w ≤ w′}.
– f : W × L> → ℘(W ) is a family of selection functions which assigns to each

world and formula a set of worlds fϕ(w),1 which has following constraints:
• (Counterfactual) Monotonicity: w ≤ w′ implies fϕ(w′) ⊆ fϕ(w)
• Closure: v ∈ fϕ(w) implies v↑ ⊆ fϕ(w)

– V is a valuation function which assigns to each atom p a set of worlds.

The truth condition are defined as follows.
1 A safer way is to index f by propositions as in [3,14]. To that end we need to add an

algebra A under which propositions are closed. However, in our setting the algebraic
structure is more complex with respect to intuitionistic persistency/heredity. The
interested reader may see [4]. Since it will make the preliminary unnecessarily intri-
cate, in this paper f is indexed by formulae. Nonetheless, in the presence of RCEA
eventually either propositional or sentential indexing fulfills the job, as Chellas [3]
discusses.
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Definition 4 (Semantics for ICLs)

1. M,w |= p ⇐⇒ w ∈ V (p)
2. M,w �|= ⊥
3. M,w |= ϕ ∧ ψ ⇐⇒ M,w |= ϕ and M,w |= ψ
4. M,w |= ϕ ∨ ψ ⇐⇒ M,w |= ϕ or M,w |= ψ
5. M,w |= ϕ → ψ ⇐⇒ ∀v ∈ w↑ : M,v |= ϕ implies M,v |= ψ
6. M,w |= ϕ > ψ ⇐⇒ ∀v ∈ fϕ(w) : M,v |= ψ

It is convenient to have a convention that |ϕ| = {w ∈ W : w |= ϕ}, and for any
X,Y ⊆ W,X � Y := X ∩ Y �= ∅. Now we are in the position to present the IVC
model. For sake of convenience two aforementioned constraints also appear.

Definition 5 (IVC (selection) model). An IVC model MIVC = 〈W,≤, f, V 〉 is
an intuitionistic selection model satisfying all the following constraints on f

• Success: fϕ(w) ⊆ |ϕ|
• Centering: w ∈ |ϕ| implies fϕ(w) = w↑
• Trans-empty: fϕ(w) = ∅ implies fϕ∧ψ(w) = ∅

• Minimal Change: fϕ(w) � |ψ| implies fϕ(w) ∩ |ψ| = fϕ∧ψ(w)
• (Counterfactual) Monotonicity: w ≤ w′ implies fϕ(w′) ⊆ fϕ(w)
• (Upwards-)Closure: v ∈ fϕ(w) implies v↑ ⊆ fϕ(w)

Remark 1. For the reader familiar with VC, it is easily recognized that the
first four constraints are nearly the same as Lewis’s constraints in [12]—except
Centering. The technical concern is the persistency property, a monotonicity
principle in intuitionistic logics. Similar concerns are partially responsible for
Monotonicity and Closure. Nonetheless, this stipulation is indeed the intuition-
istic counterpart of semantics for VC, when ≤ is the identity relation, the whole
structure collapses to classical setting, and we obtain the classical Centering,
namely {w} as a singleton again.

Remark 2. Besides, from a philosophical viewpoint these constraints are also
intuitive and natural. We may use M to model the process of gathering infor-
mation, where a world w is a (partial) stage of information, ≤ stands for the
process of information increase, and fϕ(w) gives rise to a hypothetical context,
a set of information stages, generated in w by assuming knowing ϕ. Centering
therefore says that if ϕ is already obtained in the stage w, then the hypothetical
context is nothing more than w itself and its expansion. Monotonicity says that
the larger information stage we have, the less space for hypothesis is, i.e. the
stage is more determinate. Closure says that if v is in the hypothetical context
of w (with respect to ϕ), then any stage larger than v shall also be considered in
w’s hypothesis. This interpretation agrees well with the basic thought of belief
theory change, when we understand propositions in the belief set as cumulative
data.

It is easily noticed that f -constraints are nearly the semantic counterpart
of K-postulates. For instance, Success and Minimal Change correspond to K2
and K7 + K8 respectively. The impression is enhanced by the next observation,
which seems to derive the semantic counterpart of K3 + K4.
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Observation 3. If w↑ � |ϕ|, then fϕ(w) = w↑ ∩ |ϕ|.
Proof. First notice that since w |= �, f�(w) = w↑. Then apply Minimal
Change, since f�(w) � |ϕ|, we have w↑ ∩ |ϕ| = f�(w) ∩ |ϕ| = fϕ∧�(w) = fϕ(w).

�
Finally we come to the canonical model part, which will play a central role

in the representation theorem. Define for any theory T , Cmϕ(T ) := {ψ ∈ L> :
ϕ > ψ ∈ T}, namely the set of consequences of counterfactuals in T whose
antecedent is ϕ.

Definition 6. The canonical IVC model on a language L> is a tuple Mc
IVC =

〈W,≤, {fϕ(·) : ϕ ∈ L>}, V 〉 s.t.

• W is the set of all consistent IVC theories with the disjunction property2

• w ≤ w′ iff w ⊆ w′

• fϕ(w) = {v ∈ W : Cmϕ(w) ⊆ v}
• w ∈ V (p) iff p ∈ w, for any proposition letter p ∈ L>

We abbreviate Mc
IVC as M, since this is the working model of the paper. By virtue

of the soundness and completeness result, we are ensured that M is indeed an
IVC model, and hence shares the semantic constraints of f .

At the end of this section, let me state the truth condition in M, which will
be convenient for the representation theorem proof in the next section.

Observation 4. For any formula ϕ ∈ L> and w ∈ M,

w ∈ |ϕ| ⇐⇒ w |= ϕ ⇐⇒ w � ϕ ⇐⇒ ϕ ∈ w.

4 Intuitionistic Minimal Belief Change

In this section I will first give the intuitionistic AGM style belief change theory,
which will be called IAGM here3, and talk about some of its syntactic features.
Then a representation theorem will be given making use of the canonical IVC
model M.

Definition 7 (IAGM)

K1 For any theory K and formula ϕ, Kϕ = Cn(Kϕ)
K2 ϕ ∈ Kϕ

K3 Kϕ ⊆ K + ϕ

2 A theory has the disjunction property, if ϕ ∨ ψ ∈ Γ , either ϕ ∈ Γ or ψ ∈ Γ .
3 However, considering the distinction between belief revision and knowledge update,

see e.g. [9], it seems from a semantic perspective that the system here is more like the
latter than the former, though syntactically speaking it is quite alike AGM. Hence
the selection function f may depict “objective similarity” rather than “subjective
similarity” in the words of [11]. Anyhow the distinction is not at stake in this paper.
We will leave it for another discussion.
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K4* if ϕ ∈ K, then K = Kϕ

K5* Kϕ = K⊥, if ϕ is inconsistent
K6 if �IVC ϕ ↔ ψ, then Kϕ = Kψ

K7 Kϕ∧ψ ⊆ Kϕ + ψ
K8* if ¬¬ψ ∈ Kϕ, then Kϕ + ψ ⊆ Kϕ∧ψ

RT ϕ > ψ ∈ K iff ψ ∈ Kϕ

Here are some observations which are going to be used in following sections.

Observation 5. K6 is derivable from K1, K2, K7 and K8*.

Proof. Since � ϕ ↔ ψ, by K2 we have ϕ ∈ Kψ, then according to K1 Kψ + ϕ =
Kψ. By IPL reasoning ¬¬ϕ ∈ Kψ. Using K7 and K8* we have Kψ + ϕ = Kϕ∧ψ.
Hence Kψ = Kϕ∧ψ. Similarly on the other hand Kϕ = Kϕ∧ψ. Therefore Kϕ =
Kψ.

However, to follow the traditional enumeration in AGM literature we keep
K6 in the axiomatization system. Still it is good news that some effort could be
spared in the representation theorem.

Observation 6. By K4*, K6 and K8* it is derivable that if ¬¬ϕ ∈ K, then
K + ϕ ⊆ Kϕ

Proof. By K8*, if ¬¬ϕ ∈ K�, then K� + ϕ ⊆ Kϕ∧ψ. Since � ∈ K, by K4*
K = K�. On the other hand, by K6 Kϕ∧� = Kϕ. Hence, K + ϕ ⊆ Kϕ. �
Theorem 2. Any belief theory K satisfying the IAGM postulates can be
extended to an IVC theory.

Proof. We need prove that all IVC axioms and rules are admissible from the
IAGM postulates. Since the underlying logic is IPL, all intuitionistic schemata
are obviously satisfied. For the selection function schemata, we show (ϕ > ψ ∧
χ) → ((ϕ > ψ) ∧ (ϕ > χ)). Suppose it is not admissible, then there is some
K,ϕ > (ψ ∧ χ) ∈ K, but (ϕ > ψ) ∧ (ϕ > χ) /∈ K. According to (RT) the
antecedent means ψ ∧ χ ∈ Kϕ, however according to the consequent ψ /∈ Kϕ or
χ /∈ Kϕ, by K1 a contradiction. The other direction is similar.

For the minimal change schemata, most cases are similar to the above. For
(ϕ > ⊥) → (ϕ∧ψ > ⊥), suppose it is not admissible for K, then it might be the
case ϕ > ⊥ ∈ K, but (ϕ ∧ ψ) > ⊥ /∈ K. By (RT) from the antecedent ⊥ ∈ Kϕ,
and from the consequent ⊥ ∈ Kϕ∧ψ. However, since ⊥ ∈ Kϕ, and ⊥ → ψ ∈ Kϕ,
we have ψ ∈ Kϕ. By K7 and K8*, Kϕ∧ψ = Kϕ +ψ = Kϕ � ⊥, which contradicts
the consequent.

The only non-straightforward case is (ϕ > (ψ → χ)) → ((ϕ > ¬ψ)∨(ϕ∧ψ) >
χ). Suppose it is not admissible in K, then there can be such a K and a θ,
s.t. ϕ > (ψ → θ) ∈ K, while ϕ > ¬ψ /∈ K and (ϕ ∧ ψ) > θ /∈ K; and in
addition let ¬¬ψ ∈ Kϕ. But in this case Kϕ + ψ � Kϕ∧ψ, which contradicts
K8*. (Or more constructively, expand Kϕ with ¬¬ψ, then θ ∈ Kϕ + ¬¬ψ + ψ =
(Kϕ + ¬¬ψ)ϕ + ψ � (Kϕ + ¬¬ψ)ϕ∧ψ �� θ.)

For the inference rules, MP and RCEC are from deductive closure. RCEA is
guaranteed by K6. �
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Now we are in the position of proving the representation theorem between
IAGM and the canonical IVC selection model.

Theorem 3. Given a canonical IVC model M and a set of theories K closed
under revision and addition on the same language, if one defines Kϕ = Cmϕ(K),
then all the IAGM postulates are satisfied.

Proof. Since in M, W denotes the set of all consistent IVC theories with the dis-
junction property, for any consistent K, there exists always some w s.t. K ⊆ w.
Hence let |K| = {w : w ∈ M,K ⊆ w} stand for all the “K”-worlds. Particularly,
it is proven in e.g. Lemma 2 of [4] that Cmϕ(T ) is also an IVC theory whenever
T is, thus |Cmϕ(K)| is also a subset of W , namely the union of all fϕ(w), where
w ∈ |K|. Therefore |Kϕ| = |Cmϕ(K)| =

⋃
w∈|K| fϕ(w). Notice that when K

is inconsistent, |Kϕ| = ∅ since ∀w ∈ W,K � w. It is helpful to observe some
further facts about M for K:

– ϕ ∈ K iff |K| ⊆ |ϕ|
– K ⊆ K ′ iff |K ′| ⊆ |K|
– |K + ϕ| = |K| ∩ |ϕ|

Now we check all the postulates.
RT is automatically satisfied by definition of Cmϕ.
K1. It is proven, e.g., in Lemma 2 of [4] that for any IVC theory T , Cnϕ(T )

is also an IVC theory. Hence Cmϕ(K) = Cn(Cmϕ(K)).
K2 through K7 are all straightforward in light of the IVC axioms and rules.
The non-trivial postulate is K8*. We must show |Kϕ∧ψ| ⊆ |Kϕ| ∩ |ψ|, which

is to show
⋃

w∈|K| fϕ∧ψ(w) ⊆ ⋃
w∈|K| fϕ(w) ∩ |ψ|, given

⋃
w∈|K| fϕ(w) ⊆ |¬¬ψ|.

For any w ∈ |K|, if fϕ(w) = ∅, by Trans-empty of f , fϕ∧ψ(w) = ∅ ⊆ fϕ(w). If
fϕ(w) �= ∅, since fϕ(w) ⊆ |¬¬ψ|, then ∀v ∈ fϕ(w),∃v′ ∈ v↑, v′ |= ψ. By Closure
of f , v′ ∈ fϕ(w), which means that fϕ(w) � |ψ|. Hence fϕ(w) ∩ |ψ| = fϕ∧ψ(w).
Since this works for any w, it works a fortiori for their union. �
Theorem 4. Given a set of theories K closed under revision and addition sat-
isfying all IAGM postulates, an IVC model can be induced, s.t. all the constraints
on selection functions are satisfied.

Proof. We construct such a model. Let W ⊆ K be the set of all IVC theo-
ries which are consistent and have the disjunction property. Theorem2 ensures
the existence of W . The intuitionistic accessibility and valuation functions are
defined exactly as for the canonical IVC model. Define for any w, v ∈ W ⊆ K,
v ∈ fϕ(w) iff wϕ ⊆ v. We will show that this is indeed an IVC model, in the
sense that f satisfies all the constraints in Definition 5.

Closure. We show v ∈ fϕ(w) implies v↑ ⊆ fϕ(w), which means that ∀v′, v ⊆
v′, v′ ∈ fϕ(w). According to the antecedent wϕ ⊆ v ⊆ v′, by transitivity of ⊆,
wϕ ⊆ v′, i.e. v′ ∈ fϕ(w).

Monotonicity. Directly from (M) with the help of (RT).
Success. Directly from K2.
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Centering. Directly from K4*.
Trans-empty. Directly from K5* and K8*.
Minimal Change. We must show that fϕ(w) ∩ |ψ| �= ∅ implies fϕ(w) ∩ |ψ| =
fϕ∧ψ(v). The easier direction directly follows from K7. We show the hard
direction, i.e. fϕ(w) ∩ |ψ| �= ∅ implies fϕ(w) ∩ |ψ| ⊆ fϕ∧ψ(v). Assume not,
then there is some χ, s.t. ϕ > ¬ψ /∈ w and (ϕ > (ψ → χ)) → ((ϕ ∧ ψ) >
χ) /∈ w. Since w obeys K8* and has the disjunction property, either ¬ψ ∈ wϕ

or (ϕ > (ψ → χ)) → ((ϕ ∧ ψ) > χ) ∈ w. However, this contradicts the
assumption. �

Remark. It is somehow expected that mostly the proof runs smoothly, since M
is the canonical IVC model and all IVC theories thanks to Theorem2, are some
K theories; and by virtue of the completeness proof of IVC, the bridge between
K-postulates and f -constraints has already been established. To a considerable
extent we can say that this intuitionistic minimal belief change, or IAGM, has an
IVC semantics. Actually the semantic counterparts of K-postulates can be seen
as constraints on, not possibles worlds as f -constraints do, but sets of possible
worlds, or more precisely, upsets of M.

Now we can explain why certain K-postulates are modified in light of the
semantics. The reason for rejecting K4 and K8 will be discussed in the next
section. Before doing that, let me briefly mention K5, whose modification has
little to do with the main topic here. There is a reason why we leave the only
if direction aside tentatively. K5 expresses some property of “universality” in
terms of its counterpart in Lewis’s V-logics, namely any world should have a
counterfactual relation to some worlds. However, sometimes we need to describe
an inquiry which “stays local”. That is to say, the agent may have some blind
spot, deep faith or common sense that she refuses to revise even if the new belief
does not lead to logical contradiction.

Nevertheless, we could add more axioms and semantic conditions to take K5
on board. The resulting logic will not be IVC, but intuitionistic VCU, just like
what Grahne[7] did for the KM theory [9] in the classical case. The semantic
condition for that is

• Universality: if |ϕ| �= ∅, then for any w, fϕ(w) �= ∅.

5 Discussion: Rational Monotonicity in NMLs

The representation theorem grounds the similarity between f -constraints and
K-postulates. It also reveals, nonetheless, a crucial distinction between the two:
f applies to possible worlds, while K-postulates are represented as constraints
on sets of possible worlds. For most postulates the distinction does not matter:
a set of possible worlds is such and such iff any of its members is such and such.
But K4 and K8 are different, for they apply when a set of possible worlds is not
such and such. And we know that for that it is necessary and sufficient to show
that some member of the set is not such and such. In order to make sure that



Monotonicity in Intuitionistic Minimal Change Semantics 119

every member of |K| fulfills the premise of Minimal Change of f , we have to
give a stronger constraint on K, i.e. the double negation one.

Let us take the following toy model in Fig. 1 to instantiate the idea concretely.

Example 1. Suppose |K| = {u1, u2}, |Kp| = fp(u1) ∪ fp(u2) = {u1, u2}, and
|Kp∧q| = fp∧q(u1) ∪ fp∧q(u2) = {u1, u3}. Hence, it is clear that |Kp + q| =
|Kp| ∩ |q| = {u1} �= {u1, u3} = |Kp∧q|. Notice that since |Kp| = |K|, in the
presence of K2 this counterexample applies to both K8 and K4 as the special
case of the former.

p ∧ q

u1 : p, q u2 : p, ¬q u3 : p, q

p, q
K

w

v

p

Fig. 1. Counterexample for K4 and K8

The crucial point thus appears intuitively: ¬ψ /∈ Kϕ is generally too coarse-
grained to delineate what happens within the set of possible worlds |K|. Since
the absence of p > ¬q in u1 is already sufficient to satisfy the premise of K8,
the situation in u2 is unfortunately underrepresented, which in turn causes the
collapse of K8.

Notice however that not all belief theories invalidate K8 in the IAGM model.
Consider another belief theory K ′ such that |K ′| = v↑. It is easy to check
that |K ′

P | � |q| and |K ′
p| ∩ |q| = |K ′

p∧q| = {u3}. What makes the difference?
The answer is that |K ′| is a rooted set, namely v↑, while |K| is not. Recall
Observation 3 that for any rooted set w↑, fϕ(w) = w↑ ∩ |ϕ| if w↑ � |ϕ|. Then by
Monotonicity of f , we have

⋃{fϕ(w′) : w ≤ w′} = fϕ(w). Hence we have the
following observation.

Observation 7. If |K| is a rooted set in the IAGM model, then K4 and K8 are
satisfied.
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As a result, only when a belief theory K can be represented as some w↑

are we able to keep track of the rational monotonic revision in accordance to
Monotonicity. Remember the construction of the canonical intuitionistic Kripke
model, where all theories on board must have the disjunction property. Then we
may make the following observation.

Observation 8. If K has the disjunction property, then K4 and K8 are satisfied
in IAGM model.

Now the syntactic explanation of rejecting K8, in light of the semantic model,
becomes clear. A belief theory K usually does not need to have disjunction prop-
erty. Therefore, when it is revised by some disjunction, it is possible that neither
of the disjuncts is taken on board, which renders the revised set contrary to
the constructiveness of intuitionistic logics. The vital role disjunction plays here
echos the fact that many triviality results, including Gärdenfors’, are obtained
by taking advantage of disjunctive sentences.

It is not a coincidence that K8 causes a lot of trouble in our endeavor to rescue
(RT) through maintaining (M). In the literature on non-monotonic reasoning,
there exists a property associated with K8, called Rational Monotonicity (in the
form in [8,10]):

ϕ ∧ ψ |�∼ χ ϕ |�∼ ¬ψ

ϕ |�∼ χ
(RM)

which is also somehow troublesome.
In a seminal paper of this field, Kraus et al. [8] investigate several logic

systems, among which the most attractive one is the preferential reasoning. The
name comes from its semantic model.

Definition 8 (Preferential model). A preferential model is a triple 〈S, l,�〉
s.t. S a set of states (sets of possible worlds) based on a set of possible worlds
W , l : S → W is a labeling function assigning to each state a world, and � is
a strict partial order (i.e. irreflexive, asymmetric and transitive) on S satisfying
the smoothness condition defined below.

Definition 9 (Smoothness condition). A preferential model satisfies the
smoothness condition, if for any formula ϕ in its language, the set of states
ϕ̂ = {s : s ∈ S, s |≡ ϕ} is smooth, where s |≡ ϕ iff l(s) |= ϕ, and |= is the
classical notion of logical consequence. A set P ⊆ S is smooth, if ∀s ∈ P , either
there is a minimal s ∈ P s.t. s � t or t is itself minimal in P .

Definition 10 (Preferential entailment). For any preferential model
P, ϕ |∼ ψ is true in P iff for all s minimal in ϕ̂, s |≡ ψ.

Though the semantics are quite distinct, the axiomatization of preferential
reasoning almost mirrors some conditional logics by simply replacing the connec-
tive > with the consequence symbol |∼ in the meta-language. Its axiomatization
contains the following six primary axiom and rules.
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ϕ |∼ ϕ Reflexivity;

|= ϕ → ψ ϕ |∼ χ

ψ |∼ χ
Left Logical Equivalence;

ϕ |∼ χ ψ |∼ χ

ϕ ∨ ψ |∼ χ
Or;

ϕ |∼ ψ ϕ |∼ χ

ϕ |∼ ψ ∧ χ
And;

|= ϕ → ψ χ |∼ ϕ

χ |∼ ψ
Right Weakening;

ϕ |∼ χ ψ |∼ χ

ϕ ∧ ψ |∼ χ
Cautious Monotonicity.

Actually the resulting system is quite like Lewis’ V with only one substantive
difference: the lack of a counterpart to the axiom (ϕ > (ψ → χ)) → (ϕ >
¬ψ) ∨ ((ϕ ∧ ψ) > χ). This axiom can derive another one called CV, whose
similarity to RM is already noted in [10]. It becomes clearer if we take another
formalization of RM as in [2].4

((ϕ > χ) ∧ ¬(ϕ > ¬ψ)) → ((ϕ ∧ ψ) > χ) (CV)

¬(ϕ |∼ ¬ψ) ϕ |∼ χ

ϕ ∧ ψ |∼ χ
(RM’)

Preferential reasoning, unfortunately, cannot derive RM. In order to make RM
true, preferential models have to be restricted to ranked models. A preferential
model is ranked, if � enjoys additionally negative transitivity.

Definition 11 (Negative Transitivity). A relation � on S is negative tran-
sitive, if ∀s, t, u ∈ S, s � t implies s � u or u � t.

Nevertheless, it is still impossible to achieve a non-monotonic reasoning ver-
sion of theory change. Lehmann and Magidor [10] show a negative result that in
spite of having different models, ranked entailment is exactly preferential entail-
ment, which fails to obtain a knowledge base closed under RM. Having no space
here for a detailed study, we can still take a first step toward elucidation in light
of the analysis for IAGM.

What parallels AGM is that ranked entailment intends (and fails) to achieve
the so-called rational extension, namely taking all the assertions entailed by RM
besides the preferential ones. This thesis is as ambitious as Gärdenfors’ (RT).
Consider the following theorem, which plays an important role in Lehmann and
Magidor’s negative result.

Theorem 5 (Theorem 3 in [10]). Let K be a knowledge base and ϕ |∼ ψ an
assertion not preferentially entailed by K. The formulae inconsistent for the
preferential closure of K ∪ {ϕ |∼ ¬ψ} are those inconsistent for the preferential
closure of K.

The theorem is both interesting and alarming, for “a direct proof using only
proof-theoretic arguments seems difficult” [10, p. 10]. The proof is therefore
conducted via the semantic model. However, the proof uses a technique of turning

4 The formalization is a bit informal, since |∼ should be part of the meta-language
and not be negated in the language. This is an example of mixing absence/failure
and negation in the classical setting.



122 X. Liu

the original model into a new one, where all items remain the same except a new
relation �t

ϕ where t becomes the only minimal. In such a way we move from
the absence of ψ to its negation. This technique in an intuitionistic setting,
nevertheless, may encounter the same situation as in Example 1, where ϕ̂ is not
rooted, hence there is no single minimum but rather a draw.

Let us illuminate the issue in our model. Actually the ranked model is almost
the same as Lewis’ sphere system model, where smoothness corresponds to a limit
assumption, and � ensures that states in S are nested. So it is not surprising
that some selection model can be induced from the former.

Observation 9. A ranked model 〈S, l,�〉 induces an IV (IVC without Center-
ing) selection function model 〈W,≤, f, V 〉 such that

– W is the set of possible worlds on which S is based.
– w ≤ v ⇐⇒ l−1(w) = l−1(v)
– v ∈ fϕ(w) ⇐⇒ ∃v′ ∈ v↑, s.t. l−1(v′) = min{s ∈ S : ∃w′ ∈ w↑, l(s) =

w′ & s ∈ ϕ̂}, abbreviate it as cw(ϕ)
– V (ϕ) = {w : ∃w′ ∈ w↑, l−1(w′) |≡ ϕ}
Proof. It is easy to check that the model defined is indeed a selection function
model. Success and Upwards-Closure are obvious by definition. Trans-empty is
shown by the smoothness condition.

Counterfactual Monotonicity is trivially satisfied. If w ≤ w′, then by defini-
tion of ≤ above we also have w′ ≤ w. Here ≤ is an equivalence relation. Hence
w↑ = w′↑.

For Minimal Change it is enough to show if cw(ϕ) /∈ ¬̂ψ, then cw(ϕ ∧ ψ) =
cw(ϕ). Obviously cw(ϕ) � cw(ϕ ∧ ψ) by definition of cw(ϕ). For the other direc-
tion, by antecedent cw(ϕ) /∈ ¬̂ψ, which means that l(cw(ϕ)) � ¬ψ. According to
intuitionistic truth condition it means ∃v, l(cw(ϕ)) ≤ v and v |= ψ. But since
≤ is an equivalence relation, v ≤ l(cw(ϕ)) and by persistency l(cw(ϕ)) |= ψ.
Hence, cw(ϕ) ∈ ϕ̂ ∧ ψ, and cw(ϕ ∧ ψ) � cw(ϕ) by definition of cw(ϕ ∧ ψ). �

Notice first that negative transitivity, which is supposed to play an essential
role for the hard direction of Minimal Change of f , is not even used. That is
to say, any preferential model can induce a model as defined above. We can
add some state, which is not minimal for any cw(ϕ), to transform the model
from ranked to preferential, while keeping the same selection function model.
In fact Lewis already discovered that sphere system models and the derived
selection function models are not one-to-one—“systems of spheres sometimes
carry more information about comparative similarity than is needed to determine
the truth values at all worlds of all counterfactuals” [12, p. 59]. This provides
a hint why preferential and ranked entailments, though having different sphere
system models, share the same syntactical closure.

What is essential to the proof is that this model “happens” to behave classi-
cally, for ≤ is an equivalence relation as Remark 1 of Definition 5 explains. The
pivotal point occurs when l(cw(ϕ)) goes from the failure of making ¬ψ true to
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the negation of ¬ψ, which is equivalent to ψ. We ascribe the vital difference to
the fact that the label function l assigns each state a single world, which is not
the case in the intuitionistic setting. In light of Example 1 again, we reason that
in the disjunctive case the state shall have more than one representative. So,
for the intuitionistic preferential model the label function shall output a set of
worlds instead of one. Interestingly, recall that the cumulative model [8, p. 16],
which serves for preferential reasoning minus Or, does have a label function out-
putting sets of worlds. The two approaches are exactly reversed: from classical
to intuitionistic conditional logics we lift from worlds to sets of worlds; while
from cumulative to preferential reasoning Kraus et al. move from sets of worlds
to worlds.

6 Conclusion and Further Research

I investigated the tension between (logical) monotonicity and rational mono-
tonicity from an intuitionistic viewpoint. Through the lens of the intuitionistic
minimal change semantics for IAGM, Gärdenfors’ triviality result was diagnosed.
The key point is that the IAGM semantics applies to sets of worlds, rather than
to worlds in IVC. For affirmative postulates there is no difference. But for K8,
intuitionistic logic makes a sharp distinction between absence and negation. The
premise ¬ψ /∈ Kϕ is not fine-grained enough to enforce ∀w ∈ |Kϕ|,¬ψ /∈ wϕ.
This semantic finding relates to the disjunction property of intuitionistic logic. A
similar analysis could be applied to preferential reasoning, for both its semantic
constraints and truth condition are not down to the worlds.

There are several possible further directions of research. It is necessary to
study the sphere system model for IVC in general. A key point is that the model
defined in Observation 9 is S5 style, where ≤ happens to be an equivalence
relation. Otherwise Counterfactual Monotonicity of f is not trivially satisfied.
The most intriguing case is when we have a

∧
like frame, namely w ≤ w′, v ≤ w′

but w and v are incomparable. The construction of spheres in this case is still
unclear.

It is helpful to bring the study here to the broader tradition of modal logic.
Techniques and insights from modal logic could make a contribution. In par-
ticular, belief revision has been thoroughly studied in dynamic epistemic logics
(DELs), see e.g. [15]. Gärdenfors’ triviality result has been explained and dealt
with from many perspectives. It would be helpful to compare various explana-
tions from the literature.

Besides the belief revision of AGM, there is another influential framework
for belief change, i.e. the knowledge update of KM or KGM [7,9]. The frame-
work I present here shares many common features with KGM: taking care of
disjunction, representing Kϕ as the union of sets of possible worlds etc. It would
be interesting to check whether the framework in this paper is IAGM or IKGM,
or in the intuitionistic setting the distinction between revision and update no
longer stands.
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Abstract. Is the truth of a causal claim always preserved by strength-
ening the cause? For instance, does “Alice flicking the switch caused
the light to turn on” entail “Alice flicking the switch and it raining in
New Zealand caused the light to turn on”? We argue for this entailment,
proposing that causal claims are downward monotone in their cause: if
C+ entails C then (C caused E) entails (C+ caused E). In other words,
causes are never too strong. We argue for this by presenting examples of
causal claims that are assertable even though the cause is stronger than
required for the claim to be true (Sect. 2). These data challenge accounts
(the most prominent of which is Halpern, Actual Causality 2016) that
predict such sentences to be false. Instead, we trace differences in their
acceptability to their scalar implicatures (Sect. 3). Finally, we show that
Halpern’s semantics of causal claims can be easily adapted to account
for the data we consider; namely, by dropping his ‘minimality’ condition
(Sect. 4).

1 Introduction

Monotonicity offers an insightful window into the logical properties of natural
language expressions. This is especially true of causal expressions. Taking entail-
ment as the relevant order, two-place functions (such as determiners, and, in the
case of causation, binary relations) can be investigated, in the terminology of
Barwise and Cooper (1981), in terms of downward and upward monotonicity in
their left and right arguments.

In this paper we investigate whether actual causal claims are downward
monotone in their cause argument (DMC). That is, we study whether the truth
of a causal claim is preserved under strengthening the cause, where strength is
understood as logical entailment. The answer to this question is not immediately
obvious. On the one hand, there are apparent counterexamples; for example, it
is not at all clear whether (1a) entails (1b):
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(1) a. Alice flicking the switch caused the light to turn on.
b. # Alice flicking the switch and it raining in New Zealand caused the

light to turn on.

A first guess why (1b) is unacceptable could be that the sentence is false, which
would result, for example, if the semantics of cause does not allow causes to be
stronger than strictly required for the causal claim to be true. However, some-
times the cause is stronger than required but the causal claim is still acceptable:

(2) Reyna was born at Royal Bolton Hospital but received a Danish passport
because her mother was born in Copenhagen.1

Having a mother born in Copenhagen is not necessary for one to acquire a Danish
passport. When it comes to receiving a Danish passport, there is nothing special
about Copenhagen compared to anywhere else in Denmark.

In this paper we propose that causes are never too strong. In other words,
causal claims are downward monotonic in their cause argument. Thus (1a) entails
(1b), but this is not a counterexample to DMC because, while (1b) is true when-
ever (1a) is, in such cases (1b) is unassertable because it triggers the scalar
implicature that (1a) is false (as argued for in Sect. 3.2 below).

In this paper we concentrate on English causal claims, where we understand
“causal claims” to be either of the form “C caused E” or “E because of C”. In
what follows we will consider both constructions, putting aside some evidence
that there might be subtle differences in meaning between them.2

It is worth investigating the monotonicity properties of causal claims for two
reasons. The first is that while there is a great deal of research on the monotonic-
ity properties of quantifiers (beginning with the influential work of Barwise and
Cooper 1981, van Benthem 1984 and Keenan and Stavi 1986), comparatively
little has been written about the monotonicity properties of natural language
connectives. It might be objected that the monotonicity properties of connectives
are so straightforward that there is nothing much to say (e.g. clearly negation
is downward entailing, and conjunction and disjunction are upward monotone
in their left and right arguments). However, the connective because presents a
particularly complex case study to test whether generalizations claimed to hold
for determiners—e.g. that all simple determiners are monotone (Barwise and
Cooper 1981)—also hold for connectives.

The second reason to investigate the monotonicity properties of causal claims
is that they can teach us about the semantics of causal claims more generally. Any
semantics of causal claims should be able to say something about problematic
1 The Bolton News, 12 February 2020. https://www.theboltonnews.co.uk/news/

18226923.bolton-born-woman-receives-british-passport-six-year-fight/.
2 Copley and Wolff (2014: 55) offer the following example.

(i) a. Lance Armstrong won seven Tours de France because of drugs.
b. Drugs caused Lance Armstrong to win seven Tours de France.

According to Copley and Wolff (2014), (ia) is true but (ib) is false. We will not
attempt to theorize any difference in meaning between (ia) and (ib) here, and will
consider both constructions with cause and with because below.

https://www.theboltonnews.co.uk/news/18226923.bolton-born-woman-receives-british-passport-six-year-fight/
https://www.theboltonnews.co.uk/news/18226923.bolton-born-woman-receives-british-passport-six-year-fight/
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cases such as (1b) where the cause is stronger than required for the claim to be
true. Resolving the status of such sentences is important for the semantics of
causal claims in general.

The structure of the paper is as follows. In Sect. 2 we present data for and
against DMC in causal claims. Section 3 shows that the data is readily accounted
for in terms of the pragmatics of causal claims; in particular, by attending to
their scalar implicatures. In Sect. 4 we investigate DMC in the semantics of actual
causal claims proposed by Halpern (2016). We show that the validity of DMC
depends on how Halpern structures the variables in his modeling framework,
that of structural causal models (Pearl 2000). We end by showing that there is
reason for Halpern to modify his framework to support the proposal that causal
claims are always DMC, by dropping a condition he calls ‘minimality’.

Before we proceed, we must define exactly what it means for one causal claim
to entail another. This might seem straightforward, but the task is complicated
by the presuppositions of causal claims. Let us turn to those presuppositions
now.

1.1 Taking the Soft Presuppositions of Causal Claims into Account

Causal claims appear to presuppose that their propositional arguments are true.
For example, the sentences in (3) presuppose that the mentioned causes and
effects actually occurred (e.g. that Joe Kennedy advanced, had legal skills and
that his bosses were starstruck).

(3) a. Did Joe Kennedy advance because of his legal skills or because his
bosses were starstruck?3

b. The parents of Oscar Knox have said their son didn’t die because he
had cancer but because they ran out of options to treat it.4

c. Did hospital readmissions fall because per capita admission rates
fell?5

However, causal claims are still felicitous when the common ground does not
establish that the stated cause or effect occurred, as shown in (4). For instance,
(4b) does not imply that Putin had a stroke, and (4d) does not imply that the
death rate dropped in Chicago.

(4) a. The outcry which followed Morgan was not because the House
of Lords had changed the law but because the public mistakenly
thought it had done so.6

3 Boston Magazine, 13 May 2020. https://www.bostonmagazine.com/news/2020/05/
13/joe-kennedy-iii-profile/.

4 Irish News, 9 September 2017. https://www.irishnews.com/news/2017/09/09/news/
family-of-oscar-knox-establish-charity-in-son-s-memory-1132115/.

5 Health Affairs, November 2019. https://www.healthaffairs.org/doi/abs/10.1377/hlt
haff.2019.00411.

6 Jennifer Temkin, Rape and the Legal Process. Oxford University Press, 2002.

https://www.bostonmagazine.com/news/2020/05/13/joe-kennedy-iii-profile/
https://www.bostonmagazine.com/news/2020/05/13/joe-kennedy-iii-profile/
https://www.irishnews.com/news/2017/09/09/news/family-of-oscar-knox-establish-charity-in-son-s-memory-1132115/
https://www.irishnews.com/news/2017/09/09/news/family-of-oscar-knox-establish-charity-in-son-s-memory-1132115/
https://www.healthaffairs.org/
https://doi.org/10.1377/hlthaff.2019.00411
https://doi.org/10.1377/hlthaff.2019.00411
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b. Did a stroke cause Putin’s awkward English?7

c. If a mechanical failure caused my injury, can I still sue?8

d. No, the coronavirus did not cause the death rate to drop in Chicago...
Overall, deaths don’t appear to be declining.9

e. Did NJ bail reform cause a surge in crime? ... Concerns about a
possible spike in crime did not materialize.10

f. Dogs do not have ears because they have anything we don’t. They
have ears because they have ears.11

The data in (4) suggest that causal claims ‘softly’ presuppose in the sense of
Abusch (2002; 2010) that their propositional arguments are true, where soft
triggers are “presupposition triggers where the presuppositional behavior is weak
and easily suspendable” Abusch (2002). Romoli (2011; 2015) proposes in partic-
ular that because softly presupposes that its propositional arguments are true.
Moreover, many authors have concluded that soft presuppositions are pragmati-
cally derived (e.g. Simons 2001, Abusch 2002; 2010, Abbott 2006, Chemla 2009,
Romoli 2015). For example, Abrusán (2016) explains the ‘soft–hard’ distinction
using general principles governing the interaction of information structure and
context.

While soft presuppositions are pragmatically derived, monotonicity prop-
erties are traditionally understood as part of an expression’s literal meaning,
independent of pragmatic reasoning. For example, we say every is downward
monotone in its restrictor: every P is Q implies every P ′ is Q whenever P ′ ⊆ P .
This is despite the fact that from an utterance of every P ′ is Q, one would typ-
ically infer that some P ′ is Q. (5a) entails (5b), even though there are contexts
where (5a) is assertable but (5b) is not (e.g. when no students are over 70).

(5) a. Every student passed the test.
b. ⇒ Every student over the age of 70 passed the test.

In defining the monotonicity properties of causal claims, we will take into account
the inference that their propositional arguments are true. The definition of mono-
tonicity properties for causal claims we adopt in this paper is given below.

7 The Atlantic, 12 June 2013. https://www.theatlantic.com/international/archive/
2013/06/did-a-stroke-cause-putins-awkward-english/276824/.

8 https://galliganlaw.com/2018/08/29/mechanical-failure-caused-injury/.
9 https://www.politifact.com/factchecks/2020/apr/03/facebook-posts/no-coronavir

us-did-not-cause-death-rate-drop-chica/.
10 https://eu.northjersey.com/story/news/new-jersey/2019/04/02/nj-bail-reform-no-

crime-surge-pretrial-release/3336423002/.
11 (4f) shows that the presupposition of because can be suspended in a more subtle way

than the other examples in (4). Chierchia (2013: 378) argues that the negative polar-
ity item any in (4f) is acceptable in contexts where the presupposition/implicature
of because—that dogs have something we don’t—does not arise. If did, any would
find itself in a non-downward entailing context and would therefore not be licensed
according to Chierchia’s theory and the Fauconnier–Ladusaw hypothesis.

https://www.theatlantic.com/international/archive/2013/06/did-a-stroke-cause-putins-awkward-english/276824/
https://www.theatlantic.com/international/archive/2013/06/did-a-stroke-cause-putins-awkward-english/276824/
https://galliganlaw.com/2018/08/29/mechanical-failure-caused-injury/
https://www.politifact.com/factchecks/2020/apr/03/facebook-posts/no-coronavirus-did-not-cause-death-rate-drop-chica/
https://www.politifact.com/factchecks/2020/apr/03/facebook-posts/no-coronavirus-did-not-cause-death-rate-drop-chica/
https://eu.northjersey.com/story/news/new-jersey/2019/04/02/nj-bail-reform-no-crime-surge-pretrial-release/3336423002/
https://eu.northjersey.com/story/news/new-jersey/2019/04/02/nj-bail-reform-no-crime-surge-pretrial-release/3336423002/
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Definition 1 (Downward monotonicity in the cause (DMC)). We define
that cause (respectively, because) is downward monotone in its cause if and only
if the following holds for any propositions C, C+ and E such that C+ entails C.

If C cause E (respectively, E because C) is true and C+ is true,
then C+ cause E (respectively, E because C+) is also true.

Since the inference that C+ is true is likely pragmatically derived, this per-
spective represents a departure from how the monotonicity properties of natural
language expressions are traditionally understood.12 However, the move it is nec-
essary to avoid trivializing the question whether cause and because are downward
monotone in their causes. Triviality would result because without the underlined
clause in Definition 1, we could find counterexamples to downward monotonic-
ity simply by picking a false C+. For instance, the entailment from (1a) to (1b)
(repeated below) would fail simply because there are cases where it is not raining
in New Zealand.

(1) a. Alice flicking the switch caused the light to turn on.
b. Alice flicking the switch and it raining in New Zealand caused the

light to turn on.

2 Data on DMC in Causal Claims

If causal claims are not downward monotone in their cause, it is because in some
cases, the truth of a causal claim is not preserved under strengthening the cause.
That is, DMC fails just in case there are causal claims where the cause is too
strong for the causal claim to the true.

Are there cases whether the cause is stronger than required for the claim to
be true, but the causal claim is still assertable? We already saw an example of
such an assertion in (2), repeated as (6a) below with further examples:

(6) a. Reyna was born at Royal Bolton Hospital but received a Danish
passport because her mother was born in Copenhagen. =(2)

b. He has an American passport because he was born in Boston.13

12 Note that the underlined clause in Definition 1 would not result from redefining
monotonicity using Strawson entailment; that is, by redefining cause to be downward
monotone in its cause iff C cause E Strawson entails C+ cause E whenever C+ entails
C (where p Strawson entails q just in case whenever p is true and q is defined, q
is true; see von Fintel 1999: 104). This is because C+ cause E can be defined even
when C+ is false; e.g. given (4a), The outcry was because the House of Lords had
changed the law is false—hence defined—even though the law did not in fact change.
Thanks to Milica Denić for raising the issue of Strawson entailment.

13 https://rupaulsdragrace.fandom.com/wiki/Charlie Hides.

https://rupaulsdragrace.fandom.com/wiki/Charlie_Hides
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c. Naama Issachar ... could spend up to seven-and-a-half years in a
Russian prison because 9.5 grams of cannabis were found in her pos-
session during a routine security check.14

d. A 90-day study in 8 adults found that supplementing a standard diet
with 1.3 cups (100 grams) of fresh coconut daily caused significant
weight loss.15

For example, (6c) is acceptable even though presumably, Naama Issachar
would still have gone to prison if she had been caught with, say, 9 grams of
cannabis.

To take a more extreme example, the causes in (7) are far stronger (in the
sense of logical entailment) than required to make the effect occur, yet the causal
claims are still assertable.

(7) a. Computers do an awful lot of deliberation, and yet their every deci-
sion is wholly caused by the state of the universe plus the laws of
nature.16

b. If anything is happening at this moment in time, it is completely
dependent on, or caused by, the state of the universe, as the most
complete description, at the previous moment.17

c. If you keep asking “why” questions about what happens in the uni-
verse, you ultimately reach the answer “because of the state of the
universe and the laws of nature.”18

If causal claims were not DMC, it would mean there are contexts where C
cause E is true but C+ cause E is false for some C and C+ where C+ entails
C. In other words, we would expect some true causal claim to become false by
making the cause too strong. Though in (7) we find causal claims where C+ is
as strong as it can possibly be, but the claim is still assertable. Assuming that
the speakers are following Grice’s maxim of quality (Grice 1975), the speakers
of these sentences take them to not only be assertable, but also true.

Now, the sentences in (6) and (7) do not provide conclusive evidence that
causal claims are DMC. One could reply that we have missed the cases where a
true causal claim is made false by strengthening the cause. Nonetheless, the data
in (6) and (7) pose a challenge: one who believes that some causal claims are
made false by strengthening the cause, and seeks to explain why, must ensure
that their explanation does not also predict the falsity of the examples above.

14 The Jerusalem Post, 24 November 2019. https://www.jpost.com/israel-news/will-
putin-release-issachar-before-he-visits-israel-in-january-analysis-608884.

15 https://www.healthline.com/nutrition/coconut-meat.
16 http://commonsenseatheism.com/?p=899.
17 George Ortega, Exploring the Illusion of Free Will, 2013. http://causalconsciousness.

com/Second%20Edition%20Chapters/14.%20%20Why%20Both%20Causality%20a
nd%20Randomness%20Make%20Free%20Will%20Impossible.htm.

18 https://www.edge.org/response-detail/10164.

https://www.jpost.com/israel-news/will-putin-release-issachar-before-he-visits-israel-in-january-analysis-608884
https://www.jpost.com/israel-news/will-putin-release-issachar-before-he-visits-israel-in-january-analysis-608884
https://www.healthline.com/nutrition/coconut-meat
http://commonsenseatheism.com/?p=899
http://causalconsciousness.com/Second%20Edition%20Chapters/14.%20%20Why%20Both%20Causality%20and%20Randomness%20Make%20Free%20Will%20Impossible.htm
http://causalconsciousness.com/Second%20Edition%20Chapters/14.%20%20Why%20Both%20Causality%20and%20Randomness%20Make%20Free%20Will%20Impossible.htm
http://causalconsciousness.com/Second%20Edition%20Chapters/14.%20%20Why%20Both%20Causality%20and%20Randomness%20Make%20Free%20Will%20Impossible.htm
https://www.edge.org/response-detail/10164
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3 Explaining Apparent Failures of DMC

3.1 A Possible Explanation of the Failure of DMC

In (1) we saw initial evidence that actual causal claims are not always downward
monotone in their cause arguments. Let us consider again the contrast observed
in (1), repeated below.

(1) a. Alice flicking the switch caused the light to turn on.
b. Alice flicking the switch and it raining in New Zealand caused the

light to turn on.

If causal claims are indeed not DMC, one might seek to explain this property in
terms of counterfactual dependence. Beginning with Hume (1748: section VII)
and taken up again by Lewis (1973), counterfactual dependence analyses of cau-
sation seek to analyse causal claims in terms of the counterfactual, if the cause
had not occurred, the effect would not have occurred (though this view is plagued
by a host of counterexamples, see e.g. Paul 1998, Schaffer 2000, Hall and Paul
2003: and many more).

In much recent work on counterfactuals, counterfactual antecedents can raise
multiple scenarios, and a counterfactual is true just in case the consequent holds
in every scenario raised by the antecedent (Kratzer 1986, Alonso-Ovalle 2006,
von Fintel 2001, Ciardelli 2016 as well as many others, though see Stalnaker
1981 for an alternative view). Under this assumption, counterfactual dependence
analyses of the semantics of causal claims make the following prediction:

(8) (1b) is true iff in all scenarios raised by the antecedent
¬(Alice flick switch ∧ rain in NZ), the light turns on.

With this apparatus, one could explain that (1b) is unassertable because it is
false, and that it is false because, if it had not been that Alice flicked the switch
and it was raining in New Zealand, there are multiple scenarios to consider. In
particular, in one scenario raised by the antecedent, where it does not rain in
New Zealand but Alice still flicks the switch, the light still turns on. (1b) would
therefore be predicted to be false because the counterfactual dependence claim
fails: in some scenario raised by the antecedent, If the cause had not occurred,
the effect still occurs.

However, this explanation makes the wrong prediction for the sentences in
Sect. 2. It wrongly predicts the sentences in (6) and (7) to be false. For example,
if Renya’s mother hadn’t been born in Copenhagen, Renya might have still
received a Danish passport, say, if her mother had been born in Aarhus instead.
And (7b) would be false because, taking anything that is happening at this
moment in time (e.g. the bird flying outside my window), if the state of the
universe at the previous moment had been different, there are many possibilities
to consider. Presumably in some of these, the bird is still flying outside my
window.

Since the above explanation in terms of counterfactual dependence cannot
account for the fact that the sentences in (6) and (7) are assertable but (1b) is
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not, let us examine an alternative approach. This account will attend to differ-
ences in the sentences’ implicatures.

3.2 Pragmatic Deviance via False Implicature

While (1) purports to show that causal claims are not DMC, an alternative
response is that (1b) is true but unassertable because it has a false implicature.
Without appealing to DMC, one could seek to explain that (1b) falsely implicates
the existence of a causal relationship between New Zealand’s weather and the
light. For, under standard assumptions about the calculation of alternatives (e.g.
via deletion, see Katzir 2007), (1a) is a competing alternative utterance to (1b).
So after an utterance of (1b), a listener would naturally attempt to construct a
reason for mentioning the weather in New Zealand; for example, that there is
in fact a causal relationship between the weather in weather and the light. The
pragmatic deviance of (1b) makes it hard to conclude from examples like (1)
that causal claims violate DMC. Indeed, against expectations, examples like (1)
may even provide evidence that causal claims are DMC after all. We pursue this
idea next.

The above pragmatic explanation of the unassertability of (1b) was admit-
tedly rather vague. We did not provide a precise account of how (1b) implicates
that the weather in New Zealand is ‘causally relevant’ to the light, nor what
notion of ‘causal relevance’ is at work in the pragmatic calculation. Such an
explanation could appeal to the maxim of relevance, though it is unclear how
exactly the explanation would proceed. In contrast, if causal claims are DMC,
it is easy to derive exactly why (1b) is unassertable: it has a false scalar impli-
cature. Given that (1a) is an alternative utterance to (1b) (created by deleting
material from (1b)), if causal claims are DMC then (1a) entails (1b), in which
case a speaker who opts for (1b) is using a weaker utterance when a stronger
alternative, (1a), is available. If a listener believes that a speaker of (1b) is obey-
ing the maxim of quantity, the listener would infer that the speaker believes (1a)
to be false.

Thus what turned out to be an apparent counterexample to DMC can actu-
ally be construed an argument in its favor. If cause is DMC, then C cause E
entails (C ∧D) cause E. The explanation of (1b)’s unassertability thus becomes
exactly parallel to the explanation why (9a) is unassertable when it is common
ground that all students passed the test; namely, both sentences are literally
true but have a false scalar implicature.

(9) a. Some students passed the test.
b. Implicates: Not all students passed the test.

(10) a. Alice flicking the switch and it raining in New Zealand caused the
light to turn on. =(1b)

b. Implicates: ¬(Alice flicking the switch caused the light to turn
on).
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While it may be possible to derive the infelicity of (1b) without assuming that
causal claims are DMC (for example, by appealing to the maxim of relevance)
the assumption of DMC allows us to derive the infelicity of (1b) ‘out of the box’,
so to speak, from the familiar mechanism of scalar implicature calculation.19

Now that we have a proposed explanation for the unassertability of examples
like (1b), let us put that theory to the test. We do so in the following two sections.

3.3 Sensitivity to Alternatives

An utterance’s pragmatically enriched meaning, unlike its at-issue contribution,
is calculated by taking into account what the speaker could have said instead—
the utterance’s alternatives. If causal claims where the cause is stronger than
strictly required for the claim to hold such as (1b) are true, but unassertable
due to a false scalar implicature, we would expect it to be assertable in contexts
where the alternatives are such that no false implicature arises.

This prediction is borne out. We find evidence in the examples from Sect. 2.
Consider (2), repeated below (though note that the remarks in this section could
apply equally well to any of the sentences in (6) or (7)):

(2) Reyna was born at Royal Bolton Hospital but received a Danish passport
because her mother was born in Copenhagen.

If Denmark were an alternative to Copenhagen in (2), then assuming DMC,
we would expect (2) to trigger the scalar implicature that it is false that Renya
received a Danish passport because her mother was born in Denmark. This is
because under DMC we have the entailment:

(11) a. Renya received a Danish passport because her mother was born in
Denmark. E because C

b. ⇒ Renya received a Danish passport because her mother was born
in Copenhagen. E because C+

We can account for the assertability of (2) by assuming that Denmark is not
an alternative to Copenhagen in (2) and therefore does not trigger a false impli-
cature. To put this explanation to the test, we can alter the sentence to force
19 For this explanation to work, the scalar implicature calculation must be obligatory

and blind to contextual information (in the sense of Magri 2009). The implicature
must be obligatory because if it could be canceled—say, because the truth of (1a)
is already in the common ground, which is inconsistent with the implicature—we
would expect (1b) to be assertable, contrary to observation (assuming (1b) is not
unassertable for some other reason). And the implicature calculation must be blind
to contextual information for the following reason. Assuming (1a) is in the common
ground, then by DMC, (1b) is too. So (1a) and (1b) are contextually equivalent—
true in all the same worlds compatible with the common ground. But then if scalar
implicatures were calculated with respect to contextual entailment, (1a) would not
be a strictly more informative alternative to (1b), no false implicature would be
generated, and we would instead expect (1b) to be assertable (again, assuming (1b)
is not unassertable for some other reason).
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Denmark to be an alternative to Copenhagen and check whether the scalar impli-
cature is triggered as predicted. Following the theory of alternative calculation
from Fox and Katzir (2011), we can make Denmark an alternative by making
it contextually salient and focusing Copenhagen, as in the following dialogue,
where subscript F indicates focus marking:

(12) a. A: I have a Danish passport because my father was born in Den-
mark. Why do you have one?

b. B: ??Because my mother was born in [Copenhagen]F.

In this context, (12b) indeed triggers the implicature that Copenhagen is some-
how special when it comes to receiving Danish passports; in other words, that
it is not true that B has a Danish passport because their mother was born in
Denmark. This is correctly predicted by the entailment in (11), an entailment
guaranteed by DMC.

Note that while (2) optionally triggers a false scalar implicature, (1b) does
so obligatorily:

(1b) # Alice flicking the switch and it raining in New Zealand caused the light
to turn on.

As we saw in 3.2, we can account for this by assuming DMC and that Alice
flicking the switch is obligatorily an alternative to Alice flicking the switch and
it raining in New Zealand.20

Thus DMC allows us to explain why the sentences in (6) and (7) are assertable
while (1b) is not. The difference lies in how their alternatives are derived. (6) and
(7) are assertable provided that no weaker cause is an alternative to the cause
appearing in the sentence, in which case no false implicature is triggered, while
(1b) is obligatorily unassertable when (1a) is true because C is obligatorily an
alternative to C∧D (e.g. via deletion; see Katzir 2007), meaning (C∧D) cause E
obligatorily triggers the scalar implicature ¬(D cause E), that (1a) is false.

3.4 Behavior in Downward Entailing Environments

One of the most straightforward ways to test whether sentence (1b) is false,
or true but unassertable, is to put it in a downward entailing environment.
Examples are shown in (13).

(13) a. ?? I doubt that the light turned on because Alice flicked the switch
and it was raining in New Zealand.

b. ?? No one thinks that Alice flicking the switch and it raining in New
Zealand caused the light to turn on.

In this subsection we argue that sentences in (12) provide evidence against the
hypothesis that the embedded causal claim (1b) is false, and in favor of the
hypothesis that (1b) is true but unassertable due to a false scalar implicature.

20 For further discussion of the obligatory nature of this implicature, see footnote 19.



Are Causes Ever Too Strong? 135

The crucial observation is that the sentences in (13) are improved with prosodic
focus on and it (was) raining in New Zealand. This is unexpected according
to a theory where (1b) is literally false, and so the sentences in (13) should
be straightforwardly true. However, this is expected if (1b) is false but can be
rescued by metalinguistic negation targeting a scalar implicature triggered by
the focused material. We develop this proposal below.

Examples of metalinguistic negation are shown in (14):

(14) a. He didn’t eat [some]F of the cookies. He ate [all]F of them.
b. I don’t [like]F scallops. I [love]F them.

Metalinguistic negation is used to target an utterance’s non-at-issue content.
In (14), metaliguistic negation targets the scalar implicatures triggered by the
focused material, with some implicating not all and like implicating don’t love.

Let us consider some more clear-cut examples of metalinguistic negation in
causal claims. In (14) and (15) alike, the focus marking is obligatory for the
sentences to be felicitous.

(15) a. I refuse to eat it, not because it’s a [pineapple]F pizza, but because
it’s [pizza]F. I hate pizza.

b. I am not upset because you lost my wedding ring [and my phone]F.
I’m upset because you lost [my wedding ring]F.

c. The fact that the meeting [happened]F caused my surprise. It wasn’t
the fact that the meeting happened [on a Sunday]F.

According to Horn (1985; 1989) and Burton-Roberts (1989), metalinguistic nega-
tion only applies after the hearer realizes the sentence cannot be interpreted
using truth-functional, descriptive negation. A straightforward explanation why
descriptive negation cannot apply in (14) and (15) is that the negated claim is
entailed by the clause following it. For if the entailment relations in (16) hold,
applying descriptive negation to the stronger claim would result in a contradic-
tory meaning.

(16) a. He ate all of the cookies. ⇒ He ate some of the cookies.
b. I love scallops. ⇒ I like scallops.

Similarly, assuming DMC the following entailments hold:

(17) a. The light turned on because Alice flicked the switch. ⇒ The light
turned on because Alice flicked the switch and it was raining in New
Zealand.

b. I am upset because you lost my wedding ring. ⇒ I am upset because
you lost my wedding ring and my phone.

c. I refuse to eat it because it’s pizza. ⇒ I refuse to eat it because it’s
pineapple pizza.

d. The fact that the meeting happened caused my surprise. ⇒ The
fact that the meeting happened on Sunday caused my surprise.
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An alternative perspective on metalinguistic negation proposes that there is only
one kind of negation, but it can target an utterance’s pragmatically enriched
meaning (Carston 1996; 2002, Noh 1998; 2000 Moeschler 2019). If causal claims
are DMC—and so the entailment relations in (17) hold—one can apply the scalar
implicature calculation proposed in Sect. 3.2 to predict the following implica-
tures.

(18) a. The light turned on because Alice flicked the switch and it was
raining in New Zealand.
Scalar implicature: ¬(The light turned on because Alice flicked the
switch.)

b. I refuse to eat it because it’s pineapple pizza.
Scalar implicature: ¬(I refuse to eat it because it’s pizza)

c. I am upset because you lost my wedding ring and my phone.
Scalar implicature: ¬(I am upset because you lost my wedding ring)

d. The fact that the meeting happened on Sunday caused my surprise.
Scalar implicature: ¬(The fact that the meeting happened did not
cause my surprise)

Adopting the theory of metalinguistic negation of Carston (1996; 2002), Noh
(1998; 2000), Moeschler (2019), we can explain the data in (15) as a case where
the negation targets the causal claims’ scalar implicatures.

Thus, regardless of which perspective on metalinguistic negation we take, we
are able to explain the observation that the sentences in (13) and (15) require
focus marking to be felicitous, following the pattern of more familiar examples of
metalinguistic negation such as (14). Crucially, this explanation requires assum-
ing that the entailment relations in (17) hold—a consequence of DMC. The
fact that (13) and (15) pattern with other examples of metalinguistic negation
therefore provides further support for DMC.

4 Truth Conditions for Causal Claims: Halpern (2016)

The data in Sect. 2 provided evidence that causal claims are DMC. In this section
we show that a recent influential analysis of the truth conditions of causal claims,
due to Halpern (2016), does not account for this fact. However, we show that
Halpern’s semantics of causal claims can be easily adapted to account for the
data we consider; namely, by dropping his ‘minimality’ condition.
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4.1 Halpern’s Semantics for Causal Claims

Halpern (2016) defines his truth conditions for causal claims in terms of struc-
tural causal models (Pearl 2000).21 Let us briefly review this framework. We let
V be a set of variables of arbitrary arity, and where X is a variable, let R(X)
denote the range of X, that is, the set of values X may take. A structural causal
model is then defined as follows.

Definition 2 (Structural causal model). A structural causal model is a
triple M = (V,E, F ) where V is a set of variables, (V,E) is a directed acyclic
graph, and F is a set of functions of the form

FX : R(paX) → R(X),

one for each endogenous variable X ∈ V (X is endogenous iff X has a parent
in the graph), where paX := {Y ∈ V | (Y,X) ∈ E} is the set of parents of X in
the graph (V,E).

Where U is the set of exogenous (i.e. parentless) variables in (V,E), and
u ∈ R(U), we call u a setting of M .

In the structural causal modeling framework, the semantics of causal claims
is understood in terms of interventions. An intervention is an operation that sets
the value of a variable X by manually changing its function FX . This is given
in Definition 3.

Definition 3 (Truth conditions for interventions). Where M = (V,E, F )
is a structural causal model, MX=x is the model (V,E, F ′) that results by setting,
every variable Y ∈ X, F ′

Y (z) = y for every value z of the parents of y.
We write (M,u) |= X = x just in case X has value x according to the

equations in F , and write

(M,u) |= [X ← x]Y = y iff (MX=x ,u) |= Y = y.

With a treatment of interventions at hand, Halpern proposes the following
truth conditions for causal claims.22
21 A reviewer rightly asks how causal network models fit with natural language seman-

tics, and in particular how the network is supposed to be derived from natural
language utterances (e.g. Does the network come from explicit text? From implicit
context?). In Sect. 4.2 we will address one issue affecting the construction of the
network: the choice of variables; in particular, how fine-grained we should take the
variables to be. Unfortunately a larger assessment of the adequacy of causal net-
works in natural language semantics is beyond the scope of this paper. Though
since much recent work in natural language semantics adopts causal networks as a
model—especially in the semantics of conditionals (e.g. Schulz 2011, Briggs 2012,
Ciardelli et al. 2018, Santorio 2019)—the question of their adequacy in natural lan-
guage semantics arises for a number of authors.

22 Halpern actually proposes three separate versions of AC2: an ‘original’ definition,
an ‘updated’, and a ‘modified’ definition. The modified version is what appears
above. Halpern acknowledges that the original version is subject to counterexamples
(Halpern 2016: example 2.8.1), and states that his “current preference” is for the
modified definition. For this reason we only consider the modified definition.
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Definition 4 (Halpern’s truth conditions for actual causal claims). Let
M = (V,E, F ) be a structural causal model, u a context for M , and X a vector
of variables. X = x is an actual cause of ϕ in the causal setting (M,u) iff

AC1 (M,u) |= X = x and (M,u) |= ϕ.
AC2 There is a vector W of variables and a value x′ of X such that

(M,u) |= W = w and (M,u) |= [X ← x′,W ← w]¬ϕ.23

AC3 X is minimal; there is no strict subset X ′ of X such that X ′ = x′ satisfies
conditions AC1 and AC2, where x′ is the restriction of x to the variables in
X ′.

In essence, the three conditions state the following.

1. The cause and the effect actually occurred.
2. Fixing some variables to their actual values, if the cause had a different value,

the effect would not have occurred.
3. If the cause were any weaker (in the sense of logical entailment) it would not

satisfy AC2.

While Halpern’s definition is phrased in terms of X = x being “an actual cause”
of ϕ, we will apply his analysis to the constructions considered in this paper: the
verb cause and the connective because. One reason why it is worth examining
how Halpern’s analysis fares with such constructions is that they occur much
more frequently than either a cause of or the cause of.24

4.2 An Obstacle in the Way of Representing Monotonicity
in Structural Causal Models

There is one theory-internal obstacle getting in the way using structural causal
models to test the monotonicity of properties of causal claims. The problem is
23 Strictly speaking, the condition AC2 above is not the condition proposed by Halpern

(2016: 25). The condition above uses a conjunction, whereas Halpern’s own condition
uses a conditional, requiring that there is a set W of variables and a setting x′ of
the variables in X such that if (M,u) |= W = w then (M,u) |= [X ← x′,W ←
w]¬ϕ. The problem with the if–then formulation is that its predicts AC2 to always
be true. Halpern’s formulation of AC2 is true whenever the antecedent is false, that
is, whenever there is a set of variables and an assignment that is false in the actual
context u. But the actual context u always makes some assignment of values to
variables false, so Halpern predicts AC2 to be always true. I think Halpern simply
miswrote the formula, and intended to write AC2 with a conjunction instead. I have
therefore taken the liberty to rewrite his definition as it appears above.

24 Searches of the British National Corpus (BNC) and Corpus of Contemporary Amer-
ican English (CCAE) reveal that for every occurrence of either a cause or the cause
there are approximately 3 occurrences of caused (in both the BNC and CCAE)
and 36 (BNC) and 62 (CCAE) occurrences, respectively, of because. Frequency
of a cause: 609 (BNC), 4852 (CCAE); the cause: 2161 (BNC), 16586 (CCAE);
caused : 9243 (BNC), 62527 (CCAE); because: 99496 (BNC), 1346051 (CCAE). Cor-
pora accessed at https://www.english-corpora.org/bnc/ and https://www.english-
corpora.org/coca/ on 5 October 2020.

https://www.english-corpora.org/bnc/
https://www.english-corpora.org/coca/
https://www.english-corpora.org/coca/
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that the variables in structural causal models are taken to be logically indepen-
dent, in the sense that every assignment of values to variables is consistent.25

One reason for the assumption of logical independence is that SCMs are typi-
cally employed to represent the effects of interventions (see Pearl 2000). Logical
independence in the sense above is required for the effect of every intervention
on an SCM to be defined.26 The assumption of logical independence implies that
(19a) and (19b) cannot both be analyzed in the same SCM; for if they could,
it would be possible to intervene to have John born in Boston but not in the
United States, contradicting the fact that Boston is in the United States.

(19) a. John has an American passport because he was born in the United
States.

b. John has an American passport because he was born in Boston.

There are many ways one might propose to get around the problem of con-
tradictory interventions. One way would be to take variables to be maximally
fine-grained. For example, instead of a binary variable representing Was John
born in Boston? we could use a variable with a much more fine-grained range
representing Where was John born?. By packaging logically dependent values
inside the same variable, one avoids the problem of contradictory interventions
because one cannot intervene to set the same variable to two different values.

Taking the variables to be fine-grained is one way to solve the problem of
contradictory interventions. Though if we adopt fine-grained variables, we must
make a slight technical modification to Definition 4 to adequately represent the
sentences discussed in 2 in Halpern’s framework. The reason is that Halpern’s
definition takes a cause to be an assignment of a single value to a variable (or
vector of variables). Even if the variables are maximally specific, our ordinary
causal talk often is not. The solution is straightforward enough: allow causes in
Halpern’s definition to be sets of values, rather than a single value. For instance,
if X represents where John was born, we might take R(X) to be a set of locations
and let Boston and United States be the appropriate subsets of R(X). We can
then expresses causes of varying specificity, for example, that X ∈ Boston caused
John to have a US passport, or that X ∈ United States did. The changes to
Definition 4 are given below.

25 By ‘consistency’ here we mean consistency with logic and with analytic relations
given by world knowledge—e.g. that Copenhagen is in Denmark—while allowing for
inconsistency with the causal laws, represented by structural equations (Pearl 2000).

26 Though see Beckers and Halpern (2018) for a proposal to restrict interventions to
‘allowable interventions’.
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Definition 5 (Allowing weaker causes in Halpern’s framework). Where
X is a vector of variables and A ⊆ R(X), we say X ∈ A is an actual cause of
ϕ in the causal setting (M,u) iff

AC1′ (M,u) |= X = x for some x ∈ A and (M,u) |= ϕ.
AC2′ There is a set W of variables and a setting x′ of the variables in X such

that x′ /∈ A, (M,u) |= W = w and (M,u) |= [X ← x′,W ← w]¬ϕ.
AC3′ No subset X ′ of X also satisfies AC1′ and AC2′.

According to Definition 5, causal claims are DMC with respect to causes that
share the same variables. More exactly, we have the following, which is a straight-
forward consequence of the fact that if A+ ⊆ A and x′ /∈ A, then x′ /∈ A+.

Fact 1. For any causal model M and setting u, according to Definition 5, if
X ∈ A is an actual cause of ϕ in (M,u) and A+ ⊆ A, then X ∈ A+ is also an
actual cause of ϕ in (M,u).

By Fact 1, (19b) entails (19b), provided that John was born in the United States
is represented by the same variable as John was born in Boston.

(19) a. John has an American passport because he was born in the United
States.

b. ⇒ John has an American passport because he was born in Boston.

4.3 Failures of DMC in Halpern’s Framework: Minimality

While Halpern predicts that causal claims are DMC for causes that are repre-
sented by the same variables, in turns out the opposite holds for the causes that
are not represented by the same variables.

Fact 2. For any causal model M and setting u, according to Definition 5, if
X ∈ A is an actual cause of ϕ in (M,u) and X � Y , then for no B ⊆ R(Y )
is Y ∈ B an actual cause of ϕ in (M,u).

Fact 2 holds because of Halpern’s minimality condition. If X and Y were both
actual causes of ϕ and X � Y , then Y would violate minimality (AC3′). Indeed,
Halpern states that he added his minimality condition precisely to rule out such
cases.

AC3 is a minimality condition, which ensures that only those elements
of the conjunction X = x that are essential are considered part of a
cause; inessential elements are pruned. Without AC3, if dropping a lit
match qualified as a cause of the forest fire, then dropping a match and
sneezing would also pass the tests of AC1 and AC2. AC3 serves here to
strip “sneezing” and other irrelevant, over-specific details from the cause.
(Halpern 2003: 23)

Halpern’s theory predicts that such “irrelevant, over-specific details” only
make a truth conditional difference when they are represented by a separate
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variable. Overly specific causes do not render a causal claim false, provided the
overly specific detail is still represented by the same variable as a weaker cause
satisfying AC1–3. There is reason to think, however, that minimality should
not be part of the truth conditions of causal claims after all. We explore a
counterexample to minimality in the next section.

4.4 Against Minimality

If we take Halpern’s definition of actual causality as an analysis of the verb cause
or the connective because, his minimality condition leads to some surprising
results. Consider the following scenario.27 A committee is tasked with approving
new company policies. The committee has two members: the Chairperson and
the CEO. A policy is approved just in case both committee members approve
it. Recently, a new proposal came before the committee. Independently, the
Chairperson and CEO each liked the proposal, and so each voted in favor of
adopting it.

(20) a. The fact that the Chairperson voted ‘Yes’ and CEO voted ‘Yes’
caused the proposal to pass.

b. The proposal passed because the Chairperson voted ‘Yes’ and the
CEO voted ‘Yes’.

Chair CEO

Result

Result = Chair ∧ CEO

Fig. 1. A simple model of the voting scenario in (20)

We represent the sentences in (20) in Halpern’s framework as (21), ‘Agent =
1’ holds just in case the agent voted ‘Yes’, and ‘Result = 1’ holds just in case
the policy was approved (Fig. 1).

(21) (Chair,CEO) = (1, 1) is an actual cause of Result = 1.

(21) clearly satisfies AC1. It satisfies AC2 because, taking W to be empty, there is
another setting x′ of X = (Chair,CEO) such that (M,u) |= [X ← x′]Result �=
27 An anonymous reviewer points out that the following example is isomorphic to the

conjunctive forest fire scenario considered by Halpern (2016: example 2.3.1). We find
the following committee example slightly more natural than Halpern’s, in which a
forest will not burn if struck by lightning or if a lit match is dropped, but will burn
if both happen. Of course, since the two examples have the same causal structure,
Halpern’s example could be used here without affecting the conclusions we draw in
this section.
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1; indeed, any setting of (Chair,CEO) besides (1, 1)—namely, (1, 0), (0, 1) or
(0, 0)—would suffice.

Nonetheless, (21) is false according to Halpern’s definition because it violates
minimality (AC3). Taking X ′ = Chair or X ′ = CEO, we have that X ′ = 1 also
satisfies AC1 and AC2. This example does not seem to fit Halpern’s motiva-
tion for adopting minimality; namely, to strip “irrelevant, over-specific details
from the cause” (Halpern 2016: 23). Since (21) seems perfectly acceptable, but
violates the minimality condition (AC3), one might recommend abandoning the
minimality condition altogether.

4.5 Partial Causes to the Rescue?

The previous section showed that, in virtue of minimality, Halpern makes the
wrong prediction for conjunctive causes, predicting that the conjunction The
Chairperson voting ‘Yes’ and the CEO voting ‘Yes’ is not a cause of the motion
passing, against intuitions. However, one might reply that we have simply mis-
translated natural language into Halpern’s formal system.28 In particular, one
might argue that we have overlooked partial causes. Halpern (2016: 25) defines
that whenever X = x is a cause of ϕ in context (M,u), each conjunct of X = x
is part of a cause of ϕ in (M,u). Halpern then offers the following remarks on
the relationship between his definition and natural language:

What we think of as causes in natural language correspond to parts of
causes, especially with the modified HP definition [Definition 4 above].
Indeed, it may be better to use a term such as “complete cause” for what
I have been calling cause and then reserve “cause” for what I have called
“part of a cause”. (Halpern 2016: 25)

Under this formalization of natural language, Halpern predicts that the CEO
voting ‘Yes’ and the Chairperson voting ‘Yes’ are each, on their own, complete
causes of the motion passing. Besides the fact that this is a strange use of the
word ‘complete’, the fact remains that Halpern makes the wrong predictions for
the conjunction (CEO = 1) ∧ (Chair = 1), classifying it as neither a complete
nor partial cause of the motion passing.

Thus, even when we take into account Halpern’s suggestions above about how
to formalize natural language in his framework, his definition of actual causality
is still unsuitable as an analysis of the verb cause or the connective because.
This is because his definition yields the wrong results for conjunctive causes,
as in (20). It predicts the sentences in (20) to be false—regardless whether we
interpret caused in (20a) as ‘partially caused’ or ‘completely caused’, and regard-
less whether we interpret because in (20b) as ‘partially because’ or ‘completely
because’.

The example in Sect. 4.4 therefore further supports dropping the minimality
condition from Halpern’s definition of actual causality. We end by quickly prov-
ing that dropping minimality indeed has the desired effect, resulting in truth
28 Thanks to an anonymous reviewer for encouraging me to include a discussion of

partial causes.
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conditions for actual causal claims that are downward monotone in their cause
argument.

4.6 Without Minimality: DMC Restored

Without AC3, Halpern predicts that causal claims are always downward mono-
tone in their cause. We have already shown this in the case when one uses the
same variables to represent the stronger and weaker cause (Fact 1). Below we
show this in cases where the stronger cause is not represented by the same vari-
ables as the weaker cause.

Fact 3 (Downward monotonicity of AC1∧ AC2). If X = x satisfies AC1 and
AC2 with respect to ϕ and (M,u), then for any variables Y such that (M,u) |=
Y = y, the conjunction X = x ∧ Y = y satisfies AC1 and AC2 with respect to
ϕ and (M,u).

Proof. AC1 follows from the assumption that (M,u) |= Y = y. For if X = x
satisfies AC1 and (M,u) |= Y = y, then (M,u) |= X = x ∧ Y = y.

And if X = x satisfies AC2, then there is a setting x′ of X such that
(M,u) |= [X ← x′,W ← w]¬ϕ for some set of variables W such that
(M,u) |= W = w.

Let y′ be the value of Y under the intervention setting X to x′ and W to
w. That is, let y′ ∈ R(Y ) be such that (M,u) |= X ← x′,W ← w]Y = y′.
Now, all structural causal models validate the following principle (which Pearl
calls ‘consistency’, see Pearl 2000: Corollary 7.3.2):

if (M,u) |= A = a ∧ B = b then (M,u) |= [A ← a]B = b.

Consistency says that intervening to set a variable to its actual value does not
change the value of any variable. In particular, since (MX←x′,W ←w ,u) |= Y =
y′∧¬ϕ, by consistency, (MX←x′,W ←w ,u) |= [Y ← y′]¬ϕ, which by Definition 3
is equivalent to

(M,u) |= [(X,Y ) ← (x′,y′),W ← w]¬ϕ.

Hence (X,Y ) = (x,y) satisfies AC2 with respect to ϕ and (M,u).

Thus, without minimality, Halpern’s theory predicts that causal claims are
always DMC.

5 Conclusion

While initial evidence suggests that causal claims are not DMC, the data can be
explained by assuming that causal claims are in fact DMC. Assuming so allows
us to explain the infelicity of the causal claims with a stronger cause as a case
of false scalar implicature (Sect. 3.2). We also saw though the phenomenon of
metalinguistic negation in Sect. 3.4 a parallel between paradigmatic entailments
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(e.g. all entails some, love entails like) and entailment relations between causal
claims (C cause E entails C+ cause E whenever C+ entails C).

Turning to Halpern’s semantics of causal claims, we showed what whether
causal claims are DMC according to Halpern (2016) depends on how the variables
are structured, though by making a slight modification to Halpern’s theory—
abandoning minimality—Halpern predicts that causal claims are always DMC.
The modification improves Halpern’s truth conditions for actual causal claims
by allowing him to make the right predictions for claims with conjunctive causes
(Sect. 4.4), a benefit that cannot be achieved by interpreting the causal relation
in question as either partial or complete (Sect. 4.5).

While dropping minimality and validating DMC improves Halpern’s seman-
tics of causal claims, the question remains whether the resulting theory yields a
convincing formal theory of causation.29 Recent work by Beckers and Vennekens
(2018) suggests that there are more fundamental problems with Halpern’s anal-
ysis, problems that cannot be solved by dropping minimality. Nonetheless, while
we have taken Halpern’s framework as an influential case study, the data pre-
sented above suggest that every semantics of causal claims should validate DMC.
We leave it to future work to determine whether other analyses—such as Yablo
(2002), Beckers and Vennekens (2018), Loew (2019), and Andreas and Günther
(2020)—offer a satisfactory treatment of the monotonicity properties of causal
claims.
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Abstract. Apart from being a system of structures, language is a sys-
tem of relations. Understanding the particular regularities underlying
these relations helps us predict both possibilities and gaps in linguistic
organization. This paper follows Graf’s work [13] in positing monotonic-
ity as a substantial underlying restriction on possible patterns in mor-
phosyntactic paradigms. This approach not only extends the notion of
monotonicity outside semantics, but also combines this formal explana-
tion with extralinguistic motivations. The tense hierarchy I propose for
syncretism in verbal paradigms is independently motivated by Reichen-
bach’s tense system [22]. The gender hierarchy used for gender resolution
rules is directly extracted from the organization of the linguistic data.
The restriction on both types of paradigms is readily explained by the
fact that they only allow monotonic mappings from a base hierarchy to
output forms.

Keywords: Monotonicity · Morphosyntax · Tense syncretism ·
Gender resolution rules

1 Introduction

It is generally accepted that language variability is not limitless and there are
common restrictions on the attestibility of patterns. Out of this view grew the
notion of universals in pursuit of explanations in linguistics [10]. Chomsky [8]
classifies linguistic universals as formal and substantive. Substantive universals
are the building blocks of grammar. These are particular regularities that the
formal rules express. A formal universal is the property of having a grammar
meeting a certain abstract condition.

The majority of linguistic work is concerned with formal universals, and
this holds in particular for work grounded in mathematics or computation. For
example, recent work on subregular complexity ([1,14–16] and references therein)
shows that many aspects of language—from phonology to morphology, syntax,
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and even semantics—are very limited in terms of their computational complex-
ity. These limits can be used to explain why certain intuitively plausible patterns
do not seem to occur across languages. However, this perspective cannot explain
why there is a process of intervocalic voicing, but not one of intervocalic devoic-
ing, since both processes would have exactly the same complexity. Here it is the
substance of the involved elements that matters, rather than the complexity of
this process. The central claim of this paper is that monotonicity can close this
gap as it provides a fruitful, formally rigorous perspective on linguistic substance.

Strictly speaking, monotonicity is a semantic notion. However, it has been
linked to many fundamental aspects of linguistic processing, reasoning, and
grammar [17]. Monotonicity, as explained in this article, is used to provide a for-
mal basis for certain morphosyntactic patterns. I present typological data map-
ping the attested variation in two morphosyntactic domains: tense syncretism
and resolved gender agreement. I then show that all the attested patterns follow
monotonic mappings.

Graf [13] proposes monotonicity as a formal universal of morphosyntax. The
general idea is based on two criteria: i) each morphosyntactic domain comes
with a base hierarchy (e.g. person: 1 < 2 < 3), and ii) the mappings from
a hierarchy to surface forms must be monotonic. This dual specification puts
this approach at a major advantage because it combines substantive universals
(linguistic hierarchies) and formal universals (monotonicity) to give a tighter
characterization of natural language.

This paper proceeds as follows. Section 2 outlines a brief description of the
notion of monotonicity. Section 3 provides an analysis of tense syncretism based
on verb paradigms. The interest in verb stem syncretism is three-fold: a) it is
problematic for the more restrictive *ABA generalization of Bobaljik [3], based
on which two forms cannot be identical to the exclusion of any forms between
them. b) the attested patterns all follow monotonicity. c) the observed hierar-
chy of morphological tense is independently motivated by the logical temporal
relations of Reichenbach [22].

Section 4 presents the typology of gender resolution rules. Here combin-
ing abstract algebra and the notion of monotonicity helps us understand the
restricted set of the attested patterns. This suggests that there might be exter-
nal ordering principles for gender, similar to what we see with tense. The crucial
finding is that even though masculine and feminine genders should be ordered
with respect to each other, the hierarchy does not favor one over another. In
other words, in a 3-gender system, both m < n < f and f < n < m can keep the
system monotonic. One way to look at it is that gender is assigned along a path
with two end nodes (masculine and feminine). You can equally use the nodes
to assign gender. Neuter, which means ‘neither’ in Latin, is always negatively
defined as neither feminine nor masculine.

Section 5 concludes the paper.
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2 Monotonicity

Monotonicity is a mathematical property that corresponds roughly to the intu-
itive notion of order preservation. Suppose an ordering relation ≤ over a set
{p, q, r, s, . . .} such that p ≤ r ≤ s. Then in a monotonic function, one cannot
map both p and s to some A without also mapping r to A.

Let us consider an intuitive example. Suppose A is a list of ordered numbers
and B is a list of names in alphabetical order. Then a function f from A to B
is monotonic iff it preserves the relative order of elements. If f maps 1 to Paniz
while 5 is mapped to Armina, f is not monotonic (this can be seen in crossing
branches). However, mapping all the numbers between 1 and 5 to Armina and
all the numbers from 5 to 10 to Paniz still preserves the original order and the
function is monotonic.

1 2 3 4 5

Armina Mehrad Paniz

1 2 3 4 5 6 7 8 9 10

Armina Mehrad Paniz

Now consider the *ABA generalization, which was proposed by Bobaljik [3]
as an explanation for the absence of certain patterns in morphological paradigms.
Suppose an order of positive-comparative-superlative in an adjectival paradigm.
For the paradigm of the English adjective bad, the first stem is A (bad), the
second stem is B (wors(e)), and the third stem is again B (wors(t)). Using this
notion of suppletion, one can abstract away from linguistic forms to see the
underlying structure, where the positive and superlative cannot share a root
distinct from the comparative, hence *ABA. If ≤ is a linear order, monotonicity
corresponds exactly to the ∗ABA generalization.

Another linguistically familiar example of linear monotonicity is the ban
against crossing branches in autosegmental phonology [12]. Autosegmental struc-
tures are usually presented in tiers, and within each tier segments are linearly
ordered. The ban on crossing branches assures that all mappings from tones to
segments follow the linear order of the two tiers.

But monotonicity is more general because it is also defined for partial orders.
Suppose that p ≤ r ≤ s as before, and q ≤ p, but q is unordered with respect to
r and s. Then a monotonic mapping could map p and r to A but q and s to B.

(1) Monotonic mappings in a partially ordered structure

p

q r s

A

B

Monotonicity has already been used as an abstract condition on morpho-
logical paradigms to explain typological gaps in adjectival gradation, case syn-
cretism, pronoun syncretism, Person Case Constraint and Gender Case Con-
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straint [13,19]. In this paper, as we will see, the tense hierarchy is a partially
ordered structure that is the same across all languages. But gender resolution
rules can form both linear and partial structures depending on the number of
gender values that are involved in resolution processes.

3 Tense Stem Syncretism

The ∗ABA generalization, introduced by Bobaljik [3], states that, given a fixed
order of cells in a morphological paradigm, two cells cannot be syncretic to the
exclusion of any cells between them. Bobaljik uses a specific notion of suppletion
based on the form of the stems in a paradigm. In 2, I briefly explained this
with an example from adjectival gradation: the positive and superlative cannot
share a root distinct from the comparative. English uses the ABB pattern for
the adjective bad (bad - wors(e) wors(t)), but neither English nor any other
language can ever use an ABA pattern here.1

Bobaljik accounts for *ABA in terms of feature containment. Within the Con-
tainment Hypothesis [3], this gap is due to the fact that a superlative morpheme
does not directly attach to the adjectival root because the superlative always
embeds a comparative. This means that if the positive form has the feature
[adjective], then the comparative form will be [[adjective] comparative]]
which is itself a subset of the superlative form [[[adjective] comparative]
superlative].

While Bobaljik is mostly concerned with the absence of ABA patterns in
adjectival gradation, he also briefly discusses tense syncretism in verb stems. He
draws on Wiese’s analysis [24] of ablaut in German verbs to explain German stem
alternations within the same framework. Bobaljik [3] extends this presentation
of verb stem alternations to English verbs. He notes that no verbs in English and
German display ABA patterns if one assumes an order of present-participle-past
(Table 1).

Table 1. Verb suppletion patterns in German & English

1 In adjectival paradigms AAB pattern, where positive and comparative share a root
distinct from superlative, is also missing cross-linguistically [3]. The absence of this
pattern does not concern us here.
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Wiese and bobaljik explain the gap in the data, i.e., the unattested identi-
cality of the present and the past to the exclusion of the participle, using the
Containment Hypothesis. Given the hierarchy present < Perfect participle <
past, the present tense is the default with no featural specifications ([]), the par-
ticiple is contained in the past sharing the [past] feature with it; and [[] past]
and the preterite, the highest in the hierarchy, contains the [finite] feature in
addition to its [past] feature [[[] past] finite] [3].

Based on Bobaljik’s approach, present and past are never syncretic to the
exclusion of participle and more generally all tenses can be linearly ordered
across languages so that no ABA patterns ever arise. The first assumption is
compatible with the fact that there are Germanic languages which lack the past
tense (preterite), which Bobaljik argues follows from its marked status. Further-
more, the participle can be used in constructions that are semantically related
to the present tense. This leads us to conclude that it may share present fea-
tures with the present, and past features with the preterite. “Such an intuition is
particularly amenable to an analysis with overlapping decomposition [6], which
could be represented schematically as [present], [present, past], [past]” [2].
In what follows, however, I show that Bobaljik’s second prediction is only par-
tially borne out once one considers a wider range of data: ABA patterns do arise
if one also considers the future. This is problematic for Bobaljik’s system, but
can be readily explained via a partial order of morphological tenses in the mono-
tonicity framework of Graf [13]. Crucially, this partial order is induced by the
tense system of Reichenbach [22] and thus arises from third factor principles [7].

3.1 Corpus of Tense Syncretism

In order to extract the following data, I have used an opportunity sample of tense
syncretism in the verbal paradigms of more than 20 languages. The languages
under scrutiny represent a typologically diverse sample belonging to the following
families: Altaic, Germanic, Indo-Iranian, Romance, and Slavic, among others.
For simplicity, I assume that two tenses have distinct stems if the stems differ
for at least one person/number cell. This may result in multiple patterns in a
single language. Also keep in mind that the criterion for stem change is the
specific notion of suppletion used by Bobaljik and introduced in the previous
section.

The variety of ways verbal stems are paradigmatically related vary a lot,
even within a language. The language sample I studied rendered the following
10 patterns of verb stem syncretism (Table 2) with an ordering of past-participle-
present-future.

In order to better understand the nature of the attested patterns and antici-
pate the kind of hierarchy we need, let’s take a look at the unattested patterns.
The total number of possible patterns for a paradigm with 4 cells is 15 (Bell num-
ber of 4), from which we already have 10. The remaining 5 unattested patterns
are given in Table 3.

Out of all logically possible patterns, only 5 are unattested: ABAX (where
future is A, B, or C), ABBA, and ABCA. The absence of ABAX patterns shows
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Table 2. Attested patterns of tense syncretism

Table 3. Description of Unattested Patterns with Pst-Prf-Prs-Fut order

Pattern Description Linear Order

(1) past = present; participle = future ABAB

(2) past = future; participle = present ABBA

(3) past = present = future; Separate root for participle ABAA

(4) past = present; Distinct roots for participle and future ABAC

(5) past = future; Distinct roots for participle and present ABCA

that syncretism of present and past to the exclusion of participle is not attested.
The behavior of future is problematic, though. While future is never syncretic
with past to the exclusion of either present or participle, AABA and ABCB vio-
late the ∗ABA generalization. But if one allows for partial orders, ABA patterns
with future can be accounted for in terms of the monotonicity constraint [13].

Note that there is no way of totally ordering all four tenses such that there
are no ABA configurations. Consider the attested pattern where past, participle
and future are syncretic to the exclusion of present, as is the case in Persian and
Serbo-Croatian. This pattern will be AABA with a Pst-Prf-Prs-Fut ordering
and ABAA with a Pst-Prs-Prf-Fut ordering, both of which violate the ABA
generalization. Our linear order won’t violate *ABA only if it posits present at
either end of the order. But any such order will be problematic for other attested
patterns leading to the violation of *ABA. Once a specific connection between
semantic and morphological tenses is made, the availability of some ABA pat-
terns is due to the fact that the semantic relations between morphological tenses
only induce a partial ordering.

Suppose that present ≤ participle ≤ past, and present ≤ future, but future
is unordered with respect to participle and past. Then future can be syncretic
with any one of the three tenses to the exclusion of others, allowing for a limited
range of what appear to be ABA patterns. This is illustrated in Fig. 1 for the
attested ∗ABA violations AABA and ABCB. The unattested ABAX patterns
do not obey monotonicity (crossing branches).
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B

A

Prs

Prtcp Fut

Pst

C

B

A

B

A

Prs

Prtcp Fut

Pst

Fig. 1. Monotonic (left) and non-monotonic (right) mappings in tense syncretism

This partial hierarchy might seem obvious given that the future and the par-
ticiple both are intuitively associated with the present. However, Reichenbach’s
tense relations [22] provides a logical framework to motivate this morphological
order.

3.2 Semantic Motivation: Reichenbach’s System

In Reichenbach’s system [22], tense denotes a three-way relation between speech
time (S), event time (E) and reference time (R). The introduction of the notion
of reference time is considered Reichenbach’s greatest contribution to the study
of temporal relations. The position of R relative to S distinguishes the three
tenses: ‘past’, ‘present’, and ‘future’. The present time is the default setting in
which S = E = R. Gradual shifts from this default point builds a partial hierarchy
of temporal relations. R is located before S in the past (R < S) and after S in
the future (R > S).

The position of E with respect to R distinguishes three further possibilities:
‘posterior’ (R < E, viewing the situation E from an earlier point – looking
forward), ‘simple’ (R = E, used for the coincidence of R and E) and ‘anterior’
(R > E, viewing the situation E from a later point – looking backward).

In the case of perfect, E is located before R. In past perfect, R precedes S (E
< R and R < S). In present perfect, R overlaps S (E < R and R = S). Likewise,
in future perfect, both S and E precede R (S < R and E < R).

All possible combinations involving a single time of speech (S) include three
simple tenses (where R = E), five anterior tenses (where E < R), and five pos-
terior tenses (where R < E). Thus, the temporal system of a language could
include up to 13 tenses. The actual number of tense realizations in each lan-
guage depends on the number of grammaticalized combinations [22].

Here I argue that in addition to absolute tenses (present, past, future), perfect
should also be part of the hierarchy of morphological tenses. Reichenbach and
Comrie agree that perfect cannot be viewed as a canonical aspect since it tells
us nothing about the internal temporal organization of the situation [9]. Perfect
is like tense in that it locates an eventuality relative to some reference point.
In the sentence Paniz has eaten the cake, there is an eventuality to the act of
eating: it is done in the past. This makes the present perfect very similar to
the simple past. In Reichenbach’s terms, the simple past expresses a temporal
precedence between the speech time and the reference time, while the perfect
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expresses a temporal precedence between the event time and the reference time.
Another point of difference between the present perfect and the simple past will
be apparent once we add a past-oriented adverb to our example: ∗Paniz has
eaten the cake yesterday. It is unexpected for an anterior temporal relation to
be incompatible with a past-oriented adverb (Klein [18] refers to this situation
as the “present participle puzzle”).

More in support of positioning perfect among tense relations is the fact that
perfect refers to a bundle of meanings that is maintained no matter what absolute
tense it is associated with. Generally, three main readings are associated with
perfects: The universal reading asserts that an eventuality holds for an interval
of time; in the experiential reading, the eventuality holds for a proper subset of
an interval; and finally, in a resultative reading the result of the eventuality holds
at the speech time [21]. These readings make different claims about the location
of the underlying eventuality, although in some languages only a subset of them
is allowed. For example, in Greek perfect participles are marked as perfective
and as a result the universal reading is not possible [21].

With these facts in order, I include perfects as part of the tense system
(though this should not deny their aspectual properties in some languages).2

Once one considers only those tenses that are morphologically realized across
languages, the partial hierarchy of tenses emerges clearly (Fig. 2).

Fig. 2. The hierarchy of morphological tense motivated by Reichenbach’s tense system

There are three reasons for identifying participle with present perfect. 1) The
present tense refers to the default situation from which other tenses represent
deviations [5]. Hence the past perfect and the future perfect follow from the
semantics of the present perfect, combined with an account of the past tense
and the future tense [20].

2) The claim in (1) is verifiable by comparing the frequency rates of the
perfects. The future perfect seems to be the least frequent among the perfects.
2 There is always a great danger resulting from terminology. It is likely that, in some

descriptive traditions, the term perfect is used for an aspectual rather than a tense
distinction. This is true in the Semitic tradition, for example, where perfect and
imperfect are used for what is likely perfective and imperfective. The -ive distinction
is usually aspectual.
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A corpus-based study of English perfect constructions show that the present
perfect is the most frequently used type of perfect in English [4].

3) The hierarchy of tense is an implicational hierarchy; if a language has a
past perfect or a future perfect, it is very likely that it also has a present perfect
(whereas the reverse does not necessarily hold). In this hierarchy, the present
perfect has the least distance from the default point (E = R = S) with only
one shift (E < R,S). The future perfect (S < R < E) and the past perfect
(E < R < S) both undergo two shifts from the default. This results in the
hierarchical ordering of the tenses.

In Sum, I have shown that the future tense does give rise to apparent ∗ABA
violations in verbal paradigms. But these are expected if one combines mono-
tonicity [13]—a more general notion of ∗ABA— with a partial order of tenses
in the spirit of Reichenbach [22]. This establishes a strong upper bound on the
range of typological variation, with the only permitted but unattested pattern
being syncretism of the past and future to the exclusion of other tenses.3

In the next section, I will introduce the variations of gender resolution rules
as yet another instance where monotonicity sets a boundary on the attestability
of certain morphological patterns.

4 Gender Resolution Rules

Resolved agreement is a term used to describe the predicate agreement with a
subject made up of coordinated elements. The rules that determine the forms to
be used are called resolution rules. Gender resolution rules are very diverse. This
is mainly because they do not always have a unified semantic justification [11].
In French for instance, if two nominal heads, one feminine and one masculine,
are conjoined, the resolved form is always masculine. Thus the resolution rules
in French favor masculine agreement as the default gender. This is different from
Icelandic or inanimate coordination in Romanian where neuter and feminine are
favored, respectively.

3 Like the absence of AAB patterns in adjectival gradation, this might be due to
independent factors [7].
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4.1 Possibilities and Patterns

Just like tense syncretism, resolved gender stands out for how small the number
of realized systems is relative to how many logically conceivable options there.
In order to fully appreciate this point, let us take a moment to look at the
combinatorics of resolved gender. Given k possible genders, there are k ways
for any two genders and kk

2
resolution systems. Assuming that the order of

elements in a coordination does not matter, the number of resolution systems
equals kk(k+1)/2. This is explained below using triangular numbers.

Assume that (a + b) is our coordination and the number of gender values
in different languages are the exponents. In each line, the binomial expansion of
each expression is given. We then abstract out of the mathematical details and
replace them by a dot (•).

The number of dots in each triangular pattern is its Triangular Number. The
first triangle, a gender-less system (g = 0) has just one dot. The second triangle
(g = 1) has another row with 2 extra dots, making 1 + 2 = 3 dots. The third
triangle (g = 2) has another row with 3 extra dots, making 1 + 2 + 3 = 6 dots.
The fourth (g = 3) has 1 + 2 + 3 + 4 = 10 dots.

The rule for calculating any triangular number is as follows. First, we rear-
range the dots as below (Fig. 3):

Fig. 3. Triangular numbers are the number of dots in each triangular pattern.

Then double the number of dots, and form them into a rectangle which has
the same number of rows but has one extra column (to make this clear the two
triangles are shown in green and red) (Fig. 4).

Fig. 4. Doubling the number of dots in each triangular pattern to form a rectangle.
(Color figure online)
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Now it is easy to see that the number of dots in a rectangle is n(n + 1) and
the number of dots in a triangle is half that, i.e., n(n + 1)/2.

For languages with 2 genders, this yields 22(2+1)/2 = 26/2 = 23 = 8 possibili-
ties. Yet only two patterns are attested in our sample of seven 2-gender languages
(French, Spanish, Latvian, Hindi, Panjubi, Modern Hebrew and Romanian). The
same happens in 3-gender languages: out of 33(3+1)/2 = 36/2 = 36 = 729 pos-
sibilities only 6 are realized. The space of logical possibilities quickly becomes
quite large, as more and more genders are added: 8, 729, 1, 048, 576 (million),
30, 517, 578, 125 (billion), 21, 936, 950, 640, 377, 856 (quadrillion), etc.

By definition, if A is some algebraic structure, the set of all functions X to
the domain of A can be turned into an algebraic structure of the same type
in an analogous way. Let us assume an underlying hierarchy of f < n < m
and construct a pointwise algebra to represent various gender combinations.
At the top of the algebraic construction 〈m,m〉 stands for the combination of
two masculine genders. At the bottom, 〈f, f〉 represents the coordination of two
feminine noun phrases. All other combinations are ordered between these two
nodes. Since in a coordination the order of the coordinated elements does not
matter (i.e., 〈m,n〉 = 〈n,m〉), we remove all the symmetrically repeated nodes
from the previous algebra to arrive at a simplified hierarchy.

(6) The algebra of gender combinations

〈m,m〉

〈m,n〉 〈n,m〉

〈m, f〉 〈n, n〉 〈f,m〉

〈n, f〉 〈f, n〉

〈f, f〉

〈m,m〉

〈m,n〉

〈m, f〉 〈n, n〉

〈f, n〉

〈f, f〉

masc

neut

fem

Gender assignment lacks an overall semantic justification; thus the fact that
there is an overwhelming uniformity of hierarchies across the available data sam-
ple is quite impressive.

4.2 Gender Resolution Patterns

The resolution systems discussed here are primarily based on Corbett’s 1991
textbook on gender, which maps out the known variation in the gender systems
of the world. It includes a comprehensive survey of gender systems with data
from over 200 languages, which makes for a great typological study. I have filled
the gaps in data from other sources on individual languages. Here I present
five representative languages: French, Slovene, Latin, Tamil and Archi. French
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and Slovene are representative of languages that are argued to have syntactic
resolution rules. Tamil and Archi are examples of a semantic type resolution.
And finally Latin is described as a mixed type system where meaning and form
are both involved in the patterns of resolution [11].

French. Let us start with the simplest gender system we can consider. In French
there are two genders, feminine and masculine. If in a coordination the conjuncts
are of the same gender, then that gender will be used as the resolved form. If one
conjunct is masculine and another is feminine, then a masculine form is used.
Languages like French are quite common, e.g., Spanish, Latvian, Hindi, Italian,
Panjabi, and Modern Hebrew, etc (Table 4).

Table 4. Gender values and resolution in French

sg pl
msc msc
fem fem

msc fem
msc M M
fem M F

We start by building a hierarchical algebraic construction based on an under-
lying hierarchy of gender. Assuming f < m, we construct a pointwise algebra
to represent the possible gender combinations. At the top of the algebra 〈m,m〉
stands for the combination of two masculine genders. At the bottom, 〈f, f〉 repre-
sents the coordination of two feminine noun phrases. The two other combinations
are ordered between these two nodes. These two sets are the same, so we remove
one of them to arrive at a more simplified hierarchy.

(7) The gender hierarchy in French

〈m,m〉

〈m, f〉 〈f,m〉

〈f, f〉

〈m,m〉

〈m, f〉

〈f, f〉

msc

fem

Elements of this algebraic construction are then mapped into a hierarchy of
plural genders. As we can see these mappings are all monotonic. In languages
with a gender structure like French, it does not matter which gender is higher
in the hierarchy. If you flip this structure you get the same kinds of mappings
but in the reverse order.
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(8) Monotonic gender mappings in French

〈m,m〉

〈m, f〉

〈f, f〉

msc

fem

Slovene. Slovene has three numbers and three genders. The predicate agree-
ment forms are given below. In this table, bil is the past active participle of the
verb ‘be’ [11]. The dual forms will result only if the two conjoined noun phrases
are singular. The gender resolution works the same for both dual and plural
conjunctions. The gender system in Serbo-Croatian is similar, except that there
is no dual there (Table 5).

Table 5. Gender values in Slovene

sg dl pl

msc ∅ a i msc

fem a i e fem

neut o a neut

A masculine noun conjoined with a masculine will resolve in masculine. The
same way, a feminine noun conjoined with a feminine will resolve in feminine.
But a masculine noun conjoined with a feminine or with a neuter resolves in a
masculine predicate. If a feminine and a neuter are conjoined, you will still find
the masculine agreement on the predicate.

In order to explore the hierarchical structure of Slovene, once again we start
from an underlying hierarchy of f < n < m to construct a pointwise algebra
and represent the gender combinations. In the simplified structure, all repeated
nodes are removed.
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(9) The gender hierarchy in Slovene

〈m,m〉

〈m,n〉 〈n,m〉

〈m, f〉 〈n, n〉 〈f,m〉

〈n, f〉 〈f, n〉

〈f, f〉

〈m,m〉

〈m,n〉

〈m, f〉 〈n, n〉

〈f, n〉

〈f, f〉
(10) Monotonic mappings in Slovene

〈m,m〉

〈m,n〉

〈m, f〉 〈n, n〉

〈f, n〉

〈f, f〉

masc

neut

fem

In a sense, the resolved agreement in Slovene (and similar languages like
Serbo-Croatian) favors the masculine. Feminine is only used if all conjuncts are
feminine, and the neuter is not used at all. Interestingly, we will have the same
monotonic mappings if we flip over the structure along with the hierarchy. As
long as the neuter is in the middle, all the mappings are indeed monotonic.

Latin. There are three genders in this language: masculine, feminine and neuter.
Conjuncts of the same gender resolve in a form from the same gender. If con-
juncts are of different genders, though, the criterion is purely semantic. Here the
resolved form to be used depends on whether the nouns denote persons or not.

(11) Resolution Rules in Latin
a. Masculine is used if all conjuncts are masculine;
b. Feminine is used if all conjuncts are feminine;
c. Masculine is used if all conjuncts are human;
d. Otherwise, neuter is used.

The rules are ordered in this way because the masculine and the feminine
genders are not semantically restricted to humans. This means that a human
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feminine in conjunction with a human masculine resolve in masculine rather
than the default neuter (Table 6).

Table 6. Non-human and human resolution in Latin

Non-human msc fem neut
msc M N N
fem N F N
neut N N N

Human msc fem neut
msc M M M
fem M F M
neut M M M

In order to show these mappings, we divide the rules into two sets of human
and non-human rules. Within each sub-system, all the mappings are monotonic.

(12) Monotonic mappings in Latin non-human (left) and human (right)

〈m,m〉

〈m,n〉

〈m, f〉 〈n, n〉

〈f, n〉

〈f, f〉

masc

neut

fem

〈m,m〉

〈m,n〉

〈m, f〉 〈n, n〉

〈f, n〉

〈f, f〉

masc

neut

fem

Tamil. Dravidian languages are clear examples of semantic resolution. Tamil
has three genders: masculine (for nouns denoting male rationals), feminine (for
nouns denoting female rationals) and neuter (for non-rationals). The resolved
forms, however, result in two forms only: rational and neuter.4

Table 7. Gender values in Tamil

sg pl

msc rational

fem

neut neut

If, in a coordination structure, all conjuncts denote rationals, the rational
form is used. If all conjuncts denote neuters, the neuter form should be used.
4 The resolution rules in Telugu, another Dravidian language, is the same as Tamil.

This happens despite the fact that in Telugu, feminine and neuter are not distin-
guished in the singular.
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The combination of a rational (feminine or masculine) with a neuter is generally
avoided. But if ever allowed, the rational form is used (Table 7).

(13) Resolution Rules in Tamil
a. Rational is used if all conjuncts are rational;
b. Neuter is used if all conjuncts are non-rational;
c. Otherwise, rational is used, although an alternative construction is
preferred.

Over a hierarchy that places rational (including masculine and feminine) over
neuter, all the mappings from controller genders to target genders are monotonic.

(14) Monotonic mappings in Tamil

〈m,m〉

〈m, f〉 〈m,n〉

〈f, f〉 〈n, f〉 〈n, n〉

rational

neut

The resolution rules in Tamil are not based on formal gender values but
rather follow the two semantic values, rational and neuter. This means that
there are only two classes of nouns in the plural. Hence we can reconstruct a
hierarchy that only includes those two values in a linear order. The mappings
over this hierarchy are all still monotonic.

(15) Monotonic semantic mappings in Tamil

〈r, r〉

〈r, n〉

〈n, n〉

rational

neut

Archi. Caucasian languages are also famous for the semantic distinctions they
make. Archi is a North-East Caucasian language (Table 8).

(16) Archi gender system
I. male humans: God and other spiritual beings
II. females
III. most animals and some inanimate nouns
IV. some animals and most inanimate nouns
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Table 8. Gender values in Archi

sg pl

msc w b/ib rational

fem d

animate b ib irrational

inanimate t

(17) Resolution Rules in Archi
a. I/II is used, if there is at least one rational conjunct (R);
b. Otherwise, III/IV is used (IR).

If the rational gender (including masculine and feminine) resides higher on
the hierarchy relative to the irrational, then the mappings are monotonic.

(18) Monotonic mappings in Archi

〈m,m〉

〈f,m〉

〈m, a〉〈f, f〉

〈m, i〉〈f, a〉

〈f, i〉〈a, a〉

〈a, i〉

〈i, i〉

rational(I-II)

irrational(III-IV)

Even though this account seems to work, gender and animacy are not the
defining factors in Archi resolution. If we reduce the structure of conjoined noun
phrases to rational and irrational entities, then a simple pattern emerges.

(19) Monotonic semantic mappings in Archi

〈I, II〉

〈III, IV 〉

rational

irrational
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In Sum, I have shown that even though gender assignment in different lan-
guages greatly vary, the emerging gender hierarchies are substantially the same.
The distinction made between the syntactic and semantic gender systems boils
down to those gender values that are used in the resolved plural forms. In a
syntactic system, e.g., French and Slovene, resolution rules are based on formal
gender values. These systems mostly include feminine and masculine genders.
As we saw, the nature of mappings remains the same as long as the feminine
and masculine values reside on the two end nodes of the gender hierarchy. In a
semantic system, e.g., Tamil and Archi, resolution rules are based on semantic
values (rational vs irrational), which results in a condensed hierarchy of
gender that only includes those two values. Regardless of the hierarchy, in both
system types, the resolution rules follow monotonic mappings from the base hier-
archies to the output forms. Similarly, Latin, as a mixed gender type, combines
two subsystems based on a semantic feature (the property of being human).
Essentially for our account, both semantic sub-types use monotonic mappings.

5 Conclusion

In this article, we saw that the restrictions on morphosyntactic paradigms are
systematically formalizable and have extralinguistic explanations. I have used a
broad range of cross linguistic data to show this within two specific domains:
tense syncretism in verb paradigms and resolved gender agreement. To this end,
I have used the monotonicity account of Graf [13] that is based on an underlying
hierarchy and the simple requirement that the mappings from these hierarchies to
output forms are monotonic. I have derived the tense hierarchy from the logically
rigorous framework of Reichenbach [22], while the gender hierarchy is directly
motivated by typological data [11]. The findings reported in this article lend
further empirical support to the idea that monotonicity is a linguistic universal
that extends beyond semantics.

The major advantage of the presented account is that it combines substantive
universals (linguistic hierarchies) and formal universals (monotonicity) to give a
tighter characterization of morphosyntactic phenomena. Future research on this
topic will be pursued with two main goals. First is to expand the range of mor-
phosyntactic domains which requires careful treatment of typological data and
motivated hierarchies. And secondly to integrate monotonicity with notions of
subregular complexity in order to better understand the properties of attestable
linguistic patterns.
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Abstract. Many languages have pairs of additive markers that exhibit
a common morphological core. This paper focuses on the Romanian pair
şi and nici and offers an analysis that derives their distribution and
interpretation. The crux of the analysis is the claim that nici spells
out the negative marker n and the additive particle add; n is argued
to contribute the negative polarity component while add is assumed to
make the same contribution as the positive particle, şi.

Keywords: Additive marker · Polarity · Exhaustification ·
Alternatives · Coordination · Scalarity · Presupposition

1 Introduction

1.1 Data of Interest

The goal of this paper is to present a novel account of additive particles like too
and either, with a special focus on their Romanian counterparts şi and nici. We
first begin with an overview of their distribution and interpretation when acting
as additive particles. The positive additive marker şi, like English too, appears
predominantly in positive contexts where it makes the additive contribution that
the predication holds of at least one other alternative to its associate. In the
second sentence in (1), the additive component is that Maria drinks something
else besides beer, namely wine.1

(1) Maria
Maria

bea
drinks

vin.
wine.

Bea
drinks

şi
add

bere.
beer

‘Maria drinks wine. She drinks beer too.’
1 All Romanian data reported in this paper are the author’s, a native speaker of Roma-

nian, and have been checked with at least one other person for both grammaticality
and acceptability judgements.
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Note that the use of şi in the second sentence would not have been felicitous
in the absence of an antecedent proposition such as the one provided by the
first sentence specifying what else Maria drank.2 For this reason, the additive
component, which is generally argued to be a presupposition, is more specifically
referred to as the antecedent requirement since the felicity conditions on the
use of such additive particles is dependent on there being an antecedent in the
discourse.

Şi can also occur with negation, but when it does, it is usually as a negative
answer in response to a possibly implicit question such as (2). This is the case
regardless of the locality of negation, as shown by the lack of contrast between the
two sentences in (2a-b). Note that here too, as in the case in (1), the antecedent
proposition must be positive, namely that Maria wants wine.

(2) Ştiu
know

că
that

vrea
wants

apă,
water,

dar
but

vrea
want

şi
add

bere?
beer?

‘I know she wants water, but does want beer too?’
a. Nu

not
vrea
wants

şi
add

bere.
beer

‘She doesn’t want beer too.’
b. Nu

not
cred
think

că
that

vrea
want

şi
add

bere.
beer

‘I don’t think she wants beer too.’

Contrast this with the negative marker nici, which, like the English additive
either, must co-occur with negation and requires a negative antecedent.3 The
use of nici in (3) conveys that Paul drank neither beer, nor another salient
alternative to beer, wine in the case below.

(3) Paul
Paul

*(nu)
not

bea
drinks

vin.
wine.

*(Nu)
Not

bea
drinks

nici
n-add

bere.
beer.

‘Paul doesn’t drink wine. He doesn’t drink beer either.’

1.2 The Goal of This Paper

In a recent analysis that aims to account for the distribution of English too
and either [4], Ahn takes too to denote an anaphoric conjunction and either
an anaphoric disjunction. By taking either to denote a disjunction, she argues
that its restricted distribution can be explained by the same mechanism deriving
the restricted distribution of other elements with disjunctive/existential seman-
tics, e.g. the English negative polarity item (NPI) any. While this analysis cap-
tures the data, it is arguably not well suited for the Romanian data for the

2 At the same time, the use of şi seems obligatory, as has been pointed out to be
the case with additive particles more generally. This issue has been investigated at
length in [6,31,41] and we will return to it briefly in the analysis section.

3 The antecedent proposition does not have to include the sentential negation, unlike
the host proposition. It is enough if it’s claimed that Paul dislikes wine.
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following reason. The morphology of the Romanian particles suggests a com-
mon core to the positive and negative particles, and this generalization persists
cross-linguistically, with other examples including Italian anche and neanche
and Serbian i and ni. Given that the positive additive marker is commonly
also employed as a conjunctive marker cross-linguistically, offering an additive,
and thus a conjunctive semantics to both the positive and negative markers is
desirable.

The goal of this paper is to present such an analysis, one which takes both
markers to make the same additive contribution. I will propose that both şi
and nici contribute additivity, with the negative marker furthermore carrying
an additional component that delivers the negative restriction; in this way I will
depart from Ahn’s proposal which takes only the positive particle to contribute
additivity. This analysis will be shown to parallel that of other duals in the QP
domain, such as positive existential quantifiers and NPIs, like some and any.

The paper is organized as follows. Section 2 lays out the analysis of the pos-
itive additive marker, accounting for its distribution and interpretation in both
positive and negative contexts, as well as the antecedent requirement. Section 3
presents the analysis of the negative additive marker and shows how this anal-
ysis can account for its interpretation and its restricted distribution. Section 4
concludes with a number of open questions and directions for future research.

2 The Positive Additive Marker

2.1 Deriving the Additive Meaning

Szabolcsi in [46] claims that “too is a functional element whose only mission is to
induce an additive presupposition.” I follow her and previous authors [6,34,35]
and assume that the additive marker is semantically vacuous but signals that
an alternative proposition where the additive too is replaced by the exclusive
particle only is not true. I will implement this intuition within an exhaustification
framework by arguing that additive markers trigger obligatory exhaustification
with respect to an alternative proposition containing a silent exhaustification
operator. Before turning to the details of this analysis, I provide a very quick
overview of how exhaustification operators work.

The exhaustification framework takes certain inferences, in particular scalar
implicatures, to be derived in the grammar via silent operators [12]. Implicatures
are claimed to arise as the result of a syntactic ambiguity resolution in favor of
an LF which contains a covert exhaustivity operator exh (building on work in [9,
16,25,44], among others). Scalar elements (e.g. the disjunction and conjunction
particles) activate alternatives and the grammar integrates these alternatives
within the meaning of the utterance by means of this exhaustification operator
which is similar to overt only in that it negates all stronger alternatives. There are
two important differences however: (i) unlike only, this operator also asserts its
prejacent, and (ii) stronger alternatives are negated as long as no contradiction
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results when their negation is conjoined with the assertion.4 These two points
are encoded in its semantics below where ie(p,Alt(p)) is meant to pick out those
alternatives which are innocently excludable, that is, whose negation does not
lead to a contradiction:

(4) exh(p) = p∧∀q[q∈ie(p, Alt(p))→ ¬q]
where ie(p, Alt(p)) = ∩ {C′ ⊂Alt(p): C’ is a max subset of Alt(p) s.t.

{¬q:q∈C’}∪{p} is consistent}
Let us consider how the scalar implicature associated with disjunction is gener-
ated. The first question to ask is what the alternatives to the disjunction are.
Besides the conjunctive alternative, the individual disjuncts are also taken to
be relevant, following Sauerland’s proposal in [42]. Applying exh delivers the
strengthened exclusive interpretation that only one of the disjuncts is true by
negating the one innocently excludable alternative, the conjunctive alternative.
Note that negating either of the disjuncts would result in a contradiction.

(5) LF: exh [p∨q]
a. Alt(p∨q) = {p∨q, p, q, p∧q}
b. [[exh [p∨q]]] = (p∨q)∧¬(p∧q)

Returning to the case at hand, I will argue that the alternative to şi p is exh
p, as in (6a). I assume going forward that the additive particle spells out add.
Since the alternative exh p, which amounts to p and nothing else, is stronger
than p itself, it gets negated, as in (6b). The result is the expected conjunctive
meaning that both the host proposition p and an alternative are true: p and not
only p.5 The intuition should be clear: the use of the additive particle is meant
to mark that an exclusive interpretation was not intended. This is also entirely
consistent with the observation that the use of additive markers is obligatory
when the additive presupposition is satisfied [6,41].

(6) LF: exh [add p]
a. Alt(add p) = {add p, exh p} = {p, p∧¬q}
b. [[exh [add p]]] = p∧¬(p∧¬q) = p∧q

It’s been noted that additive particles have an anaphoric component by Heim
and Kripke in [26,32], which amounts to the requirement that the alternative of
which the predication holds needs to have been mentioned recently or be part
of the “active context.” In other words, a sentence like John is having dinner
right now too. is not acceptable out of the blue even though we all know that
somebody other than John is surely having dinner right now as well. One way to
think of this requirement is in terms of what alternatives are relevant (or active,

4 There is interesting ongoing work discussing the differences between only and exh,
specifically as they relate to these two points [5, among others].

5 This does not go against a structural view of alternative selection based on com-
plexity considerations since we are considering alternatives to add p rather than to
plain p [17,29].
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depending on your terminology) in the context. For the alternative proposition
exh p to be distinct from the prejacent, p, there needs to be an alternative
proposition q relevant in the discourse. Assuming that only relevant alternatives
are considered in the calculation of implicatures, this anaphoric component falls
out naturally.

Why should additive markers induce obligatory exhaustification? While I
cannot provide a fully satisfying answer to that question here, it is worth noting
that additive particles involve association with focus [31,40,41]. Assuming focus
activates alternatives and alternatives need to be integrated into the overall
meaning, the fact that silent exhaustification is invoked is not that surprising
since we see something similar at play in cases like (7a) and (7b) which appear
to involve exhaustification by exh and covert even, respectively, with respect to
other relevant individuals.

(7) Who came to John’s party?
a. MaryF came! inference: Only Mary came.
b. His exF came! inference: Even his ex came.

In his work on the topic, Krifka has argued in [31] that the prosodic stress
pattern encountered with additive particles is more similar to contrastive topic
association rather than to focus association. Along these lines, note that additive
particles and the use of contrastive topic intonation impose a similar requirement
on the context, namely that the predication hold of somebody else (taking the
contribution of focused constituent in (8a) to be that of an existential quantifier).

(8) Who ate what?
a. MaryC ate beansF and SueC ate carrotsF .
b. MaryC ate beansF and SueC ate beans too.

To what extent this parallel plays a role in the nature of the alternative (pre-
exhaustified versus distinct) is going to remain an open issue here but surely one
that deserves further discussion (see [28] and [39] for some recent discussion on
these parallels).

2.2 The Positive Antecedent Requirement

As per the discussion in the introduction, the additive component is commonly
referred to as the antecedent requirement, in light of the fact that it behaves more
like a felicity condition. At first sight, this might seem to pose a problem for the
current way of deriving the additive component since the semantics provided
in (6) has the additivity be part of the entailed component. In her work on
presupposition triggering, Abrusán has argued that any information conveyed
by the sentence that is not about the main point of the sentence ends up being
presupposed [1,3].6 She uses this triggering mechanism in [2] to argue that the

6 There are some caveats to this condition that are tangential to the point at hand.
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additive component becomes presupposed by virtue of not being about the main
point described by the sentence. One way to identify the main point(s) is by
looking at the sentence’s entailments and whether they are about the event time
of the matrix predicate. If they are not, or they are but only accidentally so, they
must not be the main point of the sentence and thus can be presupposed. To tell
if an entailment is only accidentally about the main event time, one can check
whether the temporal-alternatives (T-alts below) are well-formed, with such an
alternative being obtained by replacing the temporal arguments of the matrix
and embedded predicates with different ones. She provides the nice minimal pair
in (9) to illustrate the difference between know and manage with respect to their
factivity: know presupposes its prejacent by virtue of the well-formedness of its
T-alternative, while manage does not.

(9) a. John knows (at time t1) that it was raining (at time t1).
T-alt: John knows (at time t1) that it was raining (at time t2).

b. John managed (at time t1) to solve the exercise (at time t1).
T-alt: *John managed (at time t1) to solve the exercise (at time t2).

Returning to the additive component, Abrusán shows in [2] that the additive
entailment is not necessarily about the main event time with the example below
(her examples (20–21)). Observe that the temporal alternative where the tense in
the matrix clause and the tense in the additive component differ is well-formed.

(10) Peter invited Mary for dinner too.
T-alt: Two days ago, John invited Mary for dinner, and yesterday
Peter invited her for dinner, too.

Given the acceptability of the T-alternative, Abrusán concludes that the addi-
tive component is temporally insensitive and thus presupposed. We adopt her
proposal throughout.

2.3 Positive Additives Under Negation

Recall that when şi co-occurs with negation, as in (11), the salient interpretation
is that Maria doesn’t want to drink beer, and the fact that she wants something
else becomes accommodated. As mentioned in the introduction, such a construc-
tion is usually employed as part of a negative answer in response to a (possibly
implicit) question involving the additive particle itself.

(11) Q: Ştiu
know

că
that

vrea
wants

apă,
water,

dar
but

vrea
want

şi
add

bere?
beer?

‘I know she wants water, but does she want beer too?’
A: (Nu,)

(No)
nu
not

vrea
want

şi
add

bere.
beer

‘(No,) she doesn’t want beer too.’
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How is the additive component q = Maria wants water derived in this example?
First observe that wide scope for the additive particle, per the LF in (12), would
yield the wrong interpretation, namely that Maria doesn’t want either water or
beer, so we can rule this out straight away. A discussion of why this LF should
be ruled out is postponed to the penultimate section.

(12) LF: exh [add¬p]
a. Alt(add¬p) = {add¬p,exh¬p} = {¬p, ¬p∧q}
b. [[exh [add¬p]]] = ¬p∧¬(¬p∧q) = ¬p∧(p∨¬q) = ¬p∧¬q

Assuming then that the additive particle takes scope under the negation, since şi
calls for obligatory exhaustification, it follows that the exhaustification must also
scope under the negation, as in (13). Here we implicitly assume a mechanism of
embedded exhaustivity operators as a means to derive embedded implicatures,
a result which has received substantial empirical support [8,9,42,43].

(13) LF: ¬ exh [add p]
a. Alt(add p) = {add p, exh p} = {p, p∧¬q}
b. [[¬ exh [add p]]] = ¬[p∧¬(p∧¬q)] = ¬(p∧q) = ¬p∨¬q

Note that the result in (13b) does not derive q as an entailment, so how does
it end up being presupposed given the mechanism put forth by Abrusán? I
propose that the additive implication, which is derived below the negation, can
be turned into a presupposition at that embedded level, hence its projection
out of the scope of negation. It is crucial and in fact necessary to allow this
triggering mechanism to apply at embedded levels. I assume this obligatoriness
is governed by a principle which calls for maximizing the amount of information
presupposed.

The careful reader will have noticed that the use of exh in (13) results in
weakening at the matrix level; in other words, the use of şi under negation does
not give rise to a stronger conjunctive meaning but rather to a weaker disjunc-
tive one. General principles of economy argue that covert operators, such as
exh, should not be used if their insertion leads to a weaker or equivalent inter-
pretation. A more recent discussion of such an economy condition governing
the distribution of exh, particularly as it pertains to its embeddability, can be
found in [18,19]. The basic idea behind the proposal is the following: an instance
of exh is considered vacuous if its overall contribution leads to weakening or
an equivalent interpretation. Note that in the case above, however, the inser-
tion of exh is not weakening if we consider its contribution more broadly, i.e.,
in conjunction with the mechanism for presupposition derivation. Without the
insertion of exh no additive component would have been generated, and in turn
no presupposition would have been triggered. So while the initial contribution
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of exh may seem weakening, when we take the presupposition generated into
account, a stronger meaning can be said to be derived.7

Finally, note that there is another context which would facilitate the use of
şi under negation, namely one where şi contrasts with overt only.

(14) Nu
not

beau
drink

ŞI
add

bere,
beer,

beau
drink

DOAR
only

bere.
beer

‘I don’t drink beer too, I drink ONLY beer.’

This interpretation can be derived if we assume the LF representation in (15).
If we assume the relevant alternative is one without the additive particle, (15a),
we derive the intuitively correct interpretation that only p is the case. This is
precisely the same derivation employed to derive the “metalinguistic” use of
disjunction under negation: I didn’t eat cake OR ice cream, I ate both. in [19].

(15) LF: exh [¬ [exh [add p]]]
a. Alt(¬ exh add p) = {¬ exh add p, ¬p}
b. [[exh [¬ [exh [add p]]]]] = ¬(p∧q)∧¬¬p = (¬p∨¬q)∧p = p∧¬q

We now turn our attention to the negative additive particle nici which, unlike
şi, is restricted to negative environments.

3 The Negative Additive Marker

Observe that the NPI/neg-word prefix in Romanian is ni, (16). We see it in
nimeni ‘nobody,’ nimic ‘nothing,’ and nicăieri ‘nowhere.’8

(16) a. Nu
not

am
have

vorbit
talked

cu
with

nimeni
nobody

la
at

petrecere.
party

‘I didn’t talk to anyone at the party.’
b. Nu

not
am
have

adus
brought

nimic
nothing

la
to

petrecere.
party

‘I didn’t bring anything to the party.’
c. Nu

not
mergem
going

nicăieri
nowhere

ı̂n
in

weekend.
weekend

‘We’re not going anywhere this weekend.’

Similarly to the negative additive particle nici, the neg-words in (16) are
restricted to strictly negative environments, such as sentential negation and the
7 Y. Sudo (pers. comm.) wonders whether this does not lead to overgenerating in the

case of embedded implicatures, e.g. Mary didn’t complete some of the assignments.
In other words, if vacuous embedded exhaustification can be made available by the
mechanism proposed above, what prevents it from applying to this case? I want
to argue that these cases are different since in the case of scalar implicatures, the
entailed negated component is necessarily about the same event time, so it does not
end up being presupposed under Abrusán’s system.

8 Other neg-words in Romanian are created from nici and a wh-phrase (niciunde
‘nowhere’ and nicidecum ‘no way’) or from nici and an indefinite NP (nicio fată ‘no
girl’ ). A detailed discussion of these elements is beyond the scope of this paper.
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scope of fără ‘without,’ suggesting that their restricted distribution has the same
source. I propose the following analysis for nici :

Decompositional analysis of nici

� Nici spells out the negative marker and the additive particle: n-add.

� Each particle (n and add) carries an inherent focal feature indicating
active alternatives which must be used up by a corresponding operator:
exhn & exhadd.

� exhn & exhadd differ in terms of what alternatives they operate on.

The analysis I present in this section will take the distribution and interpre-
tation of the negative additive nici to be the result of the types of alternatives
exhn and exhadd act on and the interaction of these two exhaustification oper-
ators with other elements in the clause.

Before turning to the analysis, I will offer a brief overview of the current
approaches to deriving polarity restrictions within the exhaustification frame-
work, as proposed in [11,14,15,20,21,45] and [37,38] among many other works.

3.1 Polarity Restrictions as Constraints on Obligatory
Exhaustification

There are three main lines of approaches to deriving the restriction on the dis-
tribution of negative polarity items. One line, first presented by Chierchia in
[9,10], argues that the analyses of polarity phenomena and scalar implicatures
should converge in light of the fact that NPIs are acceptable in precisely those
contexts where an existential quantifier does not give rise to a scalar implica-
ture, namely under negation and other logical operators which reverse the direc-
tion of entailment. To this end, he takes negative polarity items like any to be
existential quantifiers with active sub-domain alternatives which require obliga-
tory exhaustification. This exhaustification is performed by a covert operator O,
which conjoins the assertion with the negation of all logically non-weaker alter-
natives. The meaning of O is similar to that of the exclusive particle only, and is
crucially distinct from the operator exh presented earlier in that it allows con-
tradictions to arise. It is precisely this possibility that [10] builds on to explain
why NPIs like any are unacceptable in upward entailing environments. Ana-
lyzing any as an existential quantifier means that the alternative propositions
obtained by replacing the domain with each of its sub-domains are stronger than
the assertion since entailments hold from subsets to supersets. Since the alterna-
tives entail the assertion in upward entailing environments, the application of O
will result in the negation of each of the alternatives, which will amount to a con-
tradiction since it will express that something holds of a set but it does not hold
of any of its subsets. Assuming that logical contradictions of this type always
lead to ungrammaticality, following Gajewski’s work in [22], the unacceptabil-
ity of NPIs in upward entailing contexts falls out. As for their acceptability in
downward entailing environments, [10] argues that this falls out straight away
because the application of O is vacuous in the presence of entailment-reversing
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operators since the alternatives are all weaker and thus O has nothing to negate.
Note that O, in the context of NPI licensing, must furthermore be immune to
the restriction against vacuous exhaustification.

Another exhaustification-based account of NPIs builds on the analyses pro-
posed by Krifka and Lahiri in [30] and [33]. Based on the morphological make-up
of Hindi NPIs, which are built out of the scalar particle bhii ‘even’ and an indefi-
nite NP, [33] argues that the distribution of such NPIs falls out straightforwardly
once we assume that the contribution of bhii, as with even, is to impose on its
prejacent that it be less likely than any relevant alternative. Assuming that
the indefinite NP activates scalar alternatives that differ only in terms of what
integer is used, the requirement imposed by even will only be satisfied in the
presence of entailment-reversing operators since only there will the alternatives
be weaker, and thus more likely (e.g., not a/one boy came to the party is entailed
by not two boys came to the party). Crnič in [14,15] has extended this analysis
even to NPIs which lack an overt even counterpart by proposing that all NPIs
involve association with a covert even-like operator. Note that within this family
of proposals, the derivation of scalar and free choice implicatures is still achieved
via exhaustification via exh.

Lastly, we turn to positive polarity elements, whose restricted distribution
has been explained within the exhaustification framework as well.9 Spector and
Nicolae, in [45] and [37,38], have argued that the positive polarity character of
disjunction should be analyzed as an interplay between a lexical requirement
for obligatory exhaustification imposed by the polarity item and an economy
condition which prevents vacuous exhaustification, following work by Fox and
Spector in [18,19]. Crucially, the relevant exhaustification operator in this case
is exh, as presented earlier in the paper, which only pays attention to innocently
excludable alternatives and cannot lead to contradictions. As an example, con-
sider the complex disjunction soit soit in French. [45] takes this disjunction to
require obligatory exhaustification with respect to an alternative proposition
where the disjunction is replaced with the conjunction. In upward entailing con-
texts, the result of exhaustification is the strengthened exclusive interpretation.
In downward entailing environments, however, the contribution of exh is vac-
uous since the conjunctive alternative is weaker when negated. Since vacuous
exhaustification is ruled out, the PPI-like behavior of the disjunction soit soit
falls out. Observe that this restriction against vacuous instances of exh is crucial
to the account and in this way, stands in stark contrast with the first family of
analyses proposed above, which deliver the acceptability of NPIs in downward
entailing contexts precisely because the exhaustification is vacuous. A simple
way to reconcile these proposals is to assume that there are indeed a number of
covert exhaustification operators which perform similar tasks but are subject to
different constraints, O and exh.

In the following sections I will provide an analysis of the NPI status of nici
by taking it to associate not with O or even, but with exh, a novel approach
as far as NPI licensing is concerned.

9 There are also accounts of PPIs that align better with the two analyses presented
above: [27,36,47].
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3.2 Nici in Upward Entailing Contexts

As already mentioned, I propose a decompositional analysis of nici :

• Nici spells out the negative marker and the additive particle: n-add.
• Each particle carries an inherent focal feature indicating active alternatives

which must be used up by a corresponding operator: exhn & exhadd.
• exhn & exhadd differ in terms of what alternatives they operate on.

We already know what alternative exhadd acts on, namely one where the
additive particle is replaced by the exclusive particle exh, which in turn is eval-
uated with respect to an alternative obtained via lexical item replacement (of
p with q), repeated in (17a)10. The alternatives considered by exhn are derived
via (i) lexical item replacement of p with q, and (ii) deletion, whereby con-
stituents are replaced with their sub-constituents, e.g. nici p with p, as shown
in (17c). Going through the composition step by step, we see that the first level
of exhaustification will result in the additive meaning, (17b), while the applica-
tion of exhn in (17d) will be vacuous since there are no stronger alternatives to
negate. Assuming exh is subject to a constraint against vacuous occurrences,
the unacceptability of nici in UE contexts falls out.

(17) LF: exhn [exhadd [n-add p]]
a. Alt(add p) = {add p, exh p} = {p, p∧¬q}
b. [[exhadd [n-add p]]] = [[exhadd [add p]]] = p∧q

c. Alt(exhadd n-add p) =

⎧
⎪⎪⎨

⎪⎪⎩

exhadd n-add p
exhadd n-add q

p
q

⎫
⎪⎪⎬

⎪⎪⎭

=

⎧
⎪⎪⎨

⎪⎪⎩

p∧q
p∧q
p
q

⎫
⎪⎪⎬

⎪⎪⎭

d. [[exhn [exhadd [n-add p]]]] = [[exhadd [n-add p]]] = p∧q

3.3 Nici in Downward Entailing Contexts

For ease of presentation, I repeat the relevant example below:

(18) Paul
Paul

nu
not

bea
drinks

vin.
wine.

Nu
Not

bea
drinks

nici
n-add

bere.
beer.

‘Paul doesn’t drink wine. He doesn’t drink beer either.’

We need to explain the following two facts:

• The interpretation of the sentence hosting nici is that of a conjunction of two
negated propositions (¬p∧¬q).

10 In fact, nothing prevents us from claiming that the alternative derived via deletion
of add, namely p, is also an alternative. Given the interpretation of add, however,
including this alternative will not add anything.
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• The use of nici carries a negative presupposition, which amounts to the second
conjunct (¬q).

Given the presence of an additional operator, namely the negation, exhn has
two possible adjunction positions. If it adjoins below the negation, the contri-
bution of exhn will be vacuous as before given the nature of the alternatives.

(19) [[¬ [exhn [exhadd [n-add p]]]]] = [[¬ [exhadd [n-add p]]]] = ¬(p∧q)

If exhn adjoins above the negation, its prejacent will denote the disjunction of
two negated propositions, so the result should be similar to what happens when
exh applies to a disjunction. Let’s begin by reviewing how free choice inferences
with disjunctive sentences come about within the exhaustification framework as
proposed by Fox in [16]. The basic idea is that the relevant alternatives are not
the disjuncts themselves, but rather their pre-exhaustified variants. One way
to implement this is by assuming exhaustification can happen recursively, via
two instances of the exh operator, as in (20).11 The first instance of exh will be
vacuous, (20b), since the alternatives are stronger but not innocently excludable,
(20a). The second level of exh will look at the pre-exhaustified alternatives
in (20c) and the result will be the conjunctive interpretation in (20d). This
conjunctive interpretation comes about as follows: the disjunction of A and B is
possible, but it’s not possible that only A is true and it’s not possible that only
B is true, so the conjunction itself must be possible.12

(20) Jenny can invite A or B. → Jenny can invite A and she can invite B.
LF: exh [exh[�[A∨B]]

a. Alt(�[A∨B]) = {�[A∨B], �A, �B}
b. [[exh[�[A∨B]]]] = �[A∨B]

c. Alt(exh[�[A∨B]]) =

⎧
⎨

⎩

exh[�[A∨B]]
exh[�A]
exh[�B]

⎫
⎬

⎭
=

⎧
⎨

⎩

�[A∨B]�A∧¬�B�B∧¬�A

⎫
⎬

⎭

d. [[exh [exh[�[A∨B]]]]] = �[A∨B] ∧¬[�A∧¬�B] ∧¬[�B∧¬�A]
= �[A∨B] ∧ [�A→�B] ∧ [�B→�A]
= �[A∧B]

Carrying this over to the case at hand, invoking recursive exhaustification on the
disjunction of two negated propositions will deliver precisely the right interpre-
tation, namely the conjunction of two negated propositions. Below I go through

11 More recent work does away with recursive exhaustification and instead adopts a
notion of innocent inclusion of alternatives as a way to derive the conjunctive infer-
ence [7]. I believe that this new approach will be equally suitable in the case at hand
but I leave it to future work to probe it further.

12 I simplified the presentation by ignoring the conjunctive alternative since its inclusion
is orthogonal to the derivation of the free choice implicature.
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each step of the derivation. In (21c) I list the alternatives considered by exhn.
The first application of exhn will be vacuous, (21d), as the alternatives are
symmetric and neither can be negated innocently. By the second application of
exhn, the result will no longer be vacuous as the alternatives in (21e) are no
longer symmetric – they can both be negated without contradiction, as shown
in (21f). The resulting meaning will be stronger, taking us from the disjunction
of two negated propositions to their conjunction.13,14

(21) [④ exhn [③ exhn [② ¬ [① exhadd [n-add p]]]]]

a. [[①]] = p∧q

b. [[②]] = ¬(p∧q) = ¬p∨¬q

c. Alt(②) =

⎧
⎪⎪⎨

⎪⎪⎩

¬exhadd n-add p
¬exhadd n-add q

¬p
¬q

⎫
⎪⎪⎬

⎪⎪⎭

=

⎧
⎪⎪⎨

⎪⎪⎩

¬(p∧q)
¬(p∧q)

¬p
¬q

⎫
⎪⎪⎬

⎪⎪⎭

d. [[③]] = [[exh]]n([[②]]) = [[②]]

e. Alt(③) =

⎧
⎪⎪⎨

⎪⎪⎩

exhn¬exhadd n-add p
exhn¬exhadd n-add q

exhn ¬p
exhn ¬q

⎫
⎪⎪⎬

⎪⎪⎭

=

⎧
⎪⎪⎨

⎪⎪⎩

¬(p∧q)
¬(p∧q)
¬p∧¬¬q
¬q∧¬¬p

⎫
⎪⎪⎬

⎪⎪⎭

=

⎧
⎪⎪⎨

⎪⎪⎩

¬(p∧q)
¬(p∧q)
¬p∧q
¬q∧p

⎫
⎪⎪⎬

⎪⎪⎭

f. [[④]] = [[exhn]]([[②]])
[[④]] = ¬(p∧q)∧¬(¬p∧q)∧¬(p∧¬q)
[[④]] = (¬p∨¬q)∧(¬p→ ¬q)∧(¬q→ ¬p)
[[④]] = ¬p∧¬q

We’ve thus shown why nici must co-occur with negation, and that is because
the presence of negation allows exhn to scope above it and access stronger alter-
natives which can be innocently excluded. Since the overall contribution of exhn

leads to a strengthened interpretation, the acceptability of nici in entailment-
reversal environments, more generally, falls out, as does its contribution to the
overall meaning, that of an additive.

13 One reviewer has asked why we don’t also consider alternatives without the negation,
since we consider alternatives obtained via deletion. Note that if we were to consider
such alternatives, then all the alternatives would be symmetric, and thus none would
be excludable, resulting in the vacuous application of exh. While this will have to
remain a stipulation for now, the same stipulation regarding the non-deletion of
negation has to be adopted even in the simpler cases involving indirect implicatures,
i.e. cases of strong scalar items giving rise to implicatures when they occur in the
scope of negation.

14 One might wonder whether the first instance of exhn does not count as vacuous.
While at the point of insertion it is, its global contribution does lead to strengthening
given that its presence alters the alternatives under consideration by the higher
instance of exh.



Negative Polarity Additive Particles 179

Before we conclude, it deserves pointing out that ni neg-words as well as
the additive nici, have a very restricted distribution, being allowed to appear
only under negation and without, as well as in fragment answers, as per the
distribution of neg-words in strict negative concord languages. I will not discuss
how to derive this restricted distribution, but I point the interested reader to the
work of Fălăuş and Nicolae in [21] for details on how to derive this distribution
within an exhaustification-based framework.

3.4 The Negative Antecedent Requirement

Having shown how the additive interpretation and the restricted distribution
are derived, we next turn to the antecedent requirement. Like şi, nici requires
an antecedent, but unlike with şi, the antecedent needs to be negative. At
which point does the presupposition triggering mechanism apply? There are
two options, either below or above the negation. If it applies below the negation,
the material presupposed, namely q, would end up contradicting the resulting
interpretation in (21f). If, on the other hand, the triggering mechanism is post-
poned until the matrix level, the negative additive implication ¬q will end up
being presupposed, as desired.

3.5 Carving Out the Space of Possibilities: şi or nici?

There is one potential concern that still needs to be addressed, namely why the
positive particle şi cannot be used with negation and have the LF in (21). I argue
that this relates to the morphological point made in the beginning of this section,
namely that nici spells out two particles, each of which associates with a distinct
exh operator. I argue that each instance of exhaustification (assuming recursive
exhaustification counts as a single instance) corresponds to a focus feature on
its associate. In the case of nici, which spells out n-add, there are two such
features. On the other hand, şi can host only one focus feature, meaning that
there can only be one instance of exh associating with it.

On a separate but related note, one might wonder why şi cannot take wide
scope with respect to negation. Recall from Sect. 2.3 that if it did, the resulting
interpretation would be the same as what we derive with nici, yet şi and nici
never overlap in their interpretation. There are languages, e.g. Japanese, where
the same particle, namely mo, can be used in both positive and negative contexts;
in fact, in Japanese mo is the only way to express additivity. For such particles
we would surely want to argue that they have the option of scoping above the
negation, unlike şi, thereby deriving an interpretation akin to that contributed
by nici. This seems like a deeper problem which will have remain an open issue
for now. What seems to be at play is some type of competition between the two
particles, şi and nici : while in the presence of negation şi is ambiguous, nici is
not, so of the two possible interpretations of şi, only the one not shared with nici
can ultimately survive. How to best formalize this remains an open problem, but
interestingly one we see in other cases of ambiguity resolution.
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4 Summary and Open Issues

In this paper I presented a new analysis for pairs of additive particles like Roma-
nian şi and nici which, I argued, captures their additive interpretation and
distribution. While Ahn’s 2015 recent analysis is similarly able to capture the
distribution of these particles, it is conceptually not as well suited for pairs of
particles such as the Romanian ones which very clearly share a morphological
and presumably semantic core with conjunctive rather than disjunctive parti-
cles; recall that her analysis takes the negative particle either to be a disjunction
at its core. That is not to say that an analysis such as Ahn’s is not viable and
possibly even better suited for other additive particles, such as English either,
which also doubles as a disjunction (either A or B) and free choice determiner
(either boy), although note that her analysis cannot immediately be extended
to account for these other uses.

The study of additive particles, especially in the context of polarity, is a very
fertile area cross-linguistically. There is ample variation both in terms of the
possible interpretations of these elements, as well as in the different roles they
may play within a language. Not only has this variation not received a proper
theoretical analysis, it has not even been fully mapped out yet (see for example
[23] and [13]). Take for example the negative additive particle. As mentioned
above, English either can also double as a positive disjunction and a free choice
determiner. This is not the case in Romanian, where instead it can be used
to form negative words by attaching to an indefinite NP (nicio fată ‘no girl’),
something we also see in, e.g., Hindi [33]. The creation of NPIs based on additive
particles like nici and indefinite NPs is in fact cross-linguistically common. The
common analyses of these elements attribute, however, a scalar semantics to the
additive particles, whereby they contribute an even-like interpretation. This is
not surprising since additive particles are cross-linguistically known to double
as scalar particles. There is variation within this area as well, however. While
Spanish ni must express a scalar meaning, Romanian nici can express it, while
English either cannot.

Nici can also appear in complex coordinations, e.g. nici A nici B ‘neither A
nor B’ to convey the conjunction of two negated propositions. French ni can also
function as a negative additive particle as in Romanian, as well as a negative
connective A ni B ‘neither A nor B’ and can be doubled, as in Romanian, ni A ni
B ‘neither A nor B.’ The distribution and interpretation of these particles is so
varied and multi-faceted that many authors have argued that a unified account
is not possible for all their different uses (see e.g. recent work particularly on
French ni by [24]). Clearly much is left to be understood.
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Abstract. It is well known that in his Prior Analysis, Aristotle presents
the system of syllogisms. Although many commentators consider Aristo-
tle’s system of modal syllogisms almost impossible to understand from a
modern point of view or even inconsistent, many philosophers still tried
to account for these claims by looking for a consistent semantics of it. In
this paper we will argue for a causal analysis of modal categorical sen-
tences based on the notion of causal power . According to Cheng (1997),
the causal power of A to produce B can be measured probabilistically.
Based on Cheng’s hypothesis, we will derive a qualitative semantics for
modal categorical sentences. We will argue that our approach fits well
with Aristotle’s analysis of real definition in the Posterior Analytics, and
that in this way we can account in a relatively straightforward way (using
just Venn diagrams) for several puzzling aspects of Aristotle’s system of
modal syllogisms.

1 Introduction

In his Prior Analytics Aristotle (1973) made a distinction between assertoric
and modal syllogistics. The crucial difference between the two syllogistics is that
only the latter makes use of two different types of predicative relations: acciden-
tal versus essential predication. ‘Animal’ is essentially predicated of ‘men’, but
‘walking’ is not. Although both (a) ‘Every man walks’ and (b) ‘Every man is an
animal’ can be true, it is natural to say that the ‘reasons’ for their respective
truths are different. Sentence (a) is true by accident, just because every actual
man happens to (be able to) walk. The sentence (b), on the other hand, is true
because manhood necessarily involves being animate. In traditional terms it is
said that (b) is true by definition, although this notion of ‘definition’ should not
be thought of nominalistically: it is the real definition. A natural way to account
for accidental predication is to say that a sentence of the form ‘Every S is P ’ is
true just in case every actual S-individual is also a P -individual. But how should
we account for essential predication? The answer to this question is important

We would like to thank the reviewers of this paper for their comments. This not only
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workshop. The work for this paper was supported by NWO grant ‘From Learning to
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c© Springer-Verlag GmbH Germany, part of Springer Nature 2020
D. Deng et al. (Eds.): TLLM 2020, LNCS 12564, pp. 183–206, 2020.
https://doi.org/10.1007/978-3-662-62843-0_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-662-62843-0_10&domain=pdf
https://doi.org/10.1007/978-3-662-62843-0_10


184 R. van Rooij and K. Xie

for logic, because it is by now generally assumed (e.g. Malink 2013; van Rijen
1989; Thom 1991; Vecchio 2016) that Aristotle’s system of modal syllogisms,
which is almost impossible to understand from a modern standard modal logic
point of view, should be understood in terms of the difference between accidental
and essential predication.

In this paper we will argue for a causal analysis of essential predication.
We will argue that this fits well with Aristotle’s analysis of real definition in
the Posterior Analytics, and that in this way we can account in a relatively
straightforward way for several puzzling aspects of Aristotle’s system of modal
syllogisms presented in his Prior Analytics.

2 Standard and Modal Syllogistics

Syllogisms are arguments in which a categorical sentence is derived as conclusion
from two categorical sentences as premisses. A categorical sentence is always one
of four kinds:

1. a-type: Universal and affirmative (‘All men are mortal’)
2. i-type: Particular and affirmative (‘Some men are philosophers’)
3. e-type: Universal and negative (‘No philosophers is rich’)
4. o-type: Particular and negative (‘Some men are not philosophers’).

SaP

SiP SoP

SePContrair

Subcontrair

Contradictoir

Su
ba

lt
er

n Subaltern

A categorical sentence always contains two terms. In the a-sentence, for
instance, the terms are ‘men’ and ‘mortal’, while in the e-sentence they are
‘philosopher’ and ‘rich’. Thus, the syntax of categorical sentences can be formu-
lated as follows: If S and P are terms, SaP , SiP , SeP , and SoP are categorical
sentences. Because a syllogism has two categorical sentences as premisses and
one as the conclusion, every syllogism involves only three terms, each of which
appears in two of the statements. The first term of the conclusion is called the
subject term, or minor term, the last term, the predicate term, or major term,
and the term that does not occur in the conclusion is called the middle term. The
premiss in which the major term occurs together with the middle term is called
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the major premiss, the other one the minor premiss. The quality of a proposition
is whether it is affirmative (in a- and i- sentences, the predicate is affirmed of
the subject), or negative (in e and o-sentences, the predicate is denied of the
subject). Thus ‘every man is mortal’ is affirmative, since ‘mortal’ is affirmed of
‘man’. ‘No men is immortal’ is negative, since ‘immortal’ is denied of ‘man’. The
quantity of a proposition is whether it is universal (in a- and e-sentences the
predicate is affirmed or denied of “the whole” of the subject) or particular (in i
and o-sentences, the predicate is affirmed or denied of only ‘part of’ the subject).

Medieval logicians used the letters ‘a’, ‘i’, ‘e’, and ‘o’ for coding the various
forms of syllogisms. The mood of a syllogism was given by a triple of letters like
aeo. This triple, for instance, indicates that the major premiss is of type a, the
minor premiss of type e, and the conclusion of type o. But apart from the mood,
what is important as well is the figure. The figure of a syllogism says whether
the major and minor terms occur as subject or predicate in their respective
premisses. This gives rise to four possibilities, i.e., four figures:

1st 2nd 3rd 4th
MP PM MP PM
SM SM MS MS
SP SP SP SP

A valid syllogism is a syllogism that cannot lead from true premisses to a
false conclusion. It is well-known that by a set theoretic semantic analysis, we
can account for syllogistic reasoning. For now we will interpret terms just as sets
of individuals and equate for simplicity the interpretation of a term with the
term itself. Then we say that SaP is true iff S ⊆ P , SiP is true iff S ∩ P �= ∅,
SeP is true iff S ∩ P = ∅, and SoP is true iff S �⊆ P .1

This semantic interpretation accounts for many valid syllogisms, but not all
of them. In particular, not for the valid syllogisms for which it is required that
SaP entails SiP . This can be easily accounted for by assuming that for the truth
of SaP it is not only required that S ⊆ P , but also that S �= ∅. It is well-known
that with such an interpretation of categorical sentences, all and only all of the
following syllogisms are predicted to be valid that Aristotle considered to be
valid as well.

Barbara1 Baroco2 Bocardo3 Camenes4
Celarent1 Festino2 Disamis3 (Fesapo4)
Darii1 Camestres2 Ferison3 Dimaris4
Ferio1 Cesare2 Datisi3 Fresison4

(Barbari1) (Camestrop2) (Felapton3) (Bramantip4)
(Celaront1) (Cesaro2) (Darapti3) (Camenop4)

The syllogisms between brackets are only valid in case one assumes existential
import, meaning that the extension of the subject term is non-empty. The above

1 Warning: in the literature categorical sentences of the form XaY and XiY are read
many times in the converse order as we read them and mean that all/some Y belong
to X.
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semantic analysis of categorical sentences is nice, because with the help of Venn-
diagrams, one can now easily check the validity of any syllogistic argument.2 For
later in the paper, note that we could interpret Aristotle’s standard categorical
sentences probabilistically as well with equivalent predictions: SaP is true iff the
conditional probability of P given S is 1, P (P |S) = 1, SeP is true iff P (S∩P ) =
0, SiP is true iff P (S ∩P ) �= 0 and SoP is true iff P (P |S) �= 1. Notice that on this
probabilistic interpretation SaP presupposes that P (S) > 1, which immediatelly
accounts for Aristotle’s subalternation inference: SaP |= SiP . This alternative
semantics is the one we are going to use in our analysis of modal syllogisms.
Therefore, we provide the following definition:

Definition 1. Truth conditions of Categorical sentences

• SaP is true iff P (P |S) = 1,
• SiP is true iff P (S ∩ P ) �= 0,
• SeP is true iff P (S ∩ P ) = 0, and
• SoP is true iff P (P |S) �= 1

With this definition we can give the truth definitions of categorical sentences
with the following Venn diagrams (where an area has a cross when we know that
it has at least one element, an area is shaded when we know it has no element,
and if the area is empty we don’t know whether the area has elements or not).

×

S P

SaP

×

S P

SiP

S P

SeP

×

S P

SoP

It is well-known that by drawing Venn diagrams one can give a decision pro-
cedure to determine which syllogisms are valid. Medieval logicians didn’t make
use of Venn diagrams, but developed another decision procedure to determine
which syllogisms are valid. This procedure made crucial use of the so-called
distribution-value of the terms involved. Whether a term is distributed or not is
really a semantic question: a term is said to be distributed when it is actually
applied to all the objects it can refer to, and undistributed when it is explic-
itly applied to only part of the objects to which it can refer. This formulation
has been criticised by Geach (1962) and other modern logicians, but as noted
by van Benthem (1973) and van Eijck (1985), it can be redefined in terms of
monotonicity. A term occurs distributively when it occurs monotone decreas-
ingly/negatively within a sentence, and undistributively when it occurs mono-
tone increasingly/positively within a sentence. Denoting a distributed term by −
and an undistributed term by +, the following follows at once: S−aP+, S+iP+,

2 On the other hand, it is well-known that we don’t need the full power of Boolean
algebra to account for Syllogistic validity; semi-lattices will do.
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S−eP−, and S+oP−, which we might think of now as a syntactic characteri-
sation. In terms of the distribution values of terms, we can now state the laws
of quantity or distribution, (R1) and (R2), and of quality, (R3). Together, they
constitute the rules of the syllogism:3

(R1) The middle term must be distributed at least once.
(R2) Every term that is distributed in the conclusion is also distributed in one

of the premises.
(R3) The number of negative conclusions must equal the number of negative

premises.

The above rules assume existential import. Without this assumption, we have
to strengthen (R2) to (R2’):

(R2’) Every term that is (un)distributed in the conclusion is (un)distributed in
one of the premises.

Medieval logicians and their followers standardly assumed that of all the
reasoning schemas stated in syllogistic style, all and only all forms are valid that
satisfy those roles. As far as we know, the first one who explicitly proved this
was Leibniz (1966).

Let us now come back to the question what is the natural interpretation of
Aristotle’s modal syllogistics. Let us assume that Ba�C means that all Bs are
necessary/essentially C. Aristotle claims that the following modal syllogisms are
valid and invalid, respectively:

1. Ba�C,Aa�B ∴ Aa�C Valid Barbara LLL
2. Ba�C,AaB ∴ Aa�C Valid Barbara LXL
3. BaC,Aa�B ∴ Aa�C Invalid Barbara XLL

Although Aristotle had intuitions about which modal syllogistic inferences
are valid and which not, he did not base that on a standard semantics. As it
turns out, it is already hard enough to account semantically for the intuitions
concerning 1–3. But what makes the task especially challenging is that Aristotle
also claims that not only conversion inference 4 is valid, but that the same holds
for the modal conversion inferences 5 and 6:

4. BeC ∴ CeB Valid
5. Be�C ∴ Ce�B Valid
6. Bi�C ∴ Ci�B Valid

Of course, it is easy to account for inferences 5 and 6 if we assume that the
modal should be interpreted in a de dicto way. But it is equally easy to see that
on such an analysis inference 2 is not predicted to be valid. A de re analysis
3 Standardly, more rules are stated, but these can be derived from the rules below.

One of the rules normally assumed, for instance, is that at least one of the premisses
must be affirmative. But this follows immediately from (R3).
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of sentences like Ba�C, on the other hand, would make inference 2 valid, but
such an analysis cannot account for the modal conversion inferences 5 and 6. So
neither a standard de dicto nor a standard de re analysis of modal statements
would work to account for Aristotle’s intuitions.

Some commentators (e.g. �Lukasiewicz (1966); Patzig 1968; Hintikka 1973)
concluded that the combination of these statements just doesn’t make any sense
and that Aristotle must have been confused. Others, however, tried to account
for these claims by looking for a consistent semantics of Aristotle’s system (e.g.
Thomason 1993; Uckelman and Johnston 2010). The most interesting of these
latter accounts build on the idea that Aristotle’s modal syllogistics was based
on his metaphysics and philosophy of science (e.g. Rescher 1964; van Rijen
1989; Patterson 1995; Malink 2013; Vecchio 2016).4 Unfortunately, most of these
authors have difficulty making many predictions of valid modal syllogistic rea-
soning that correspond with Artstotle’s intuitions. Recently, however, Malink
(2013) has shown that it is actually possible to come up with a systematic anal-
ysis of modal syllogistic sentences such that it gives rise to predictions almost
exactly in accordance with Aristotle’s claims.5 As we will see in Sect. 5, however,
on his analysis the validity of Barbara LXL, for example, is reduced to the valid-
ity of Barbara LLL, which we think is unexpected. One wonders whether another
analysis is not possible that interprets the second premiss of the argument not
as a necessity statement. We think such an analys is possible, if we make use of
a causal analysis of modal categorical statements.

In this paper we will argue for a causal analysis of Aristotle’s modal claims.
We will argue that this fits well with Aristotle’s analysis of demonstrative infer-
ences in the Posterior Analytics, and that in this way we can account in a
relatively straightforward way for several puzzling aspects of Aritotle’s system
of modal syllogisms presented in his Prior Analytics. Although we don’t see how
something like the medieval distribution theory that is just based on monotonic-
ity can be used as a decision procedure to check whether modal syllogisms are
valid, to our surprise Venn diagrams can be used for this purpose, or at least for
the fragment of Apodeictic syllogisms. In fact, we will see that just making use
of the distribution rules, which can be thought of as a monotonicity calculus,
cannot work on our causal analysis, because the rule of right upward monotonic-
ity won’t be valid anymore. In fact, we take this as a crucial insight behind the
above problem of the three Barbara’s.

4 Some (van Rijen (1989)) have claimed that Ba�C can hold only if ‘B’ is a substance
term. This won’t quite be enough (cf. Rini 1998). Malink (2013) demands on top
that a substance term can only be predicated of another substance term. We take
this to follow naturally from a causal view.

5 Vecchio (2016), building on Malink (2013), even slighly improves on Malink’s
predictions.
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3 Causal Analysis and Aristotelian Demonstrations

3.1 Causal Dependence and Causal Models

Consider the following two sentences:

(1) a. Aspirin causes headaches to diminish.
b. Aspirin relieves headaches.

Intuitively, (1-a) says that there exists a causal connexion between Aspirin
and diminishing headaches: the intake of Aspirin tends to diminish headaches.
Remarkably, (1-a) seems to express the same content as the generic sentence
(1-b). This strongly suggests that also the generic sentence (1-b) should be given
a causal analysis. Thus, not only (1-a), but also (1-b) expresses the fact that par-
ticular intakes of Aspirin tend to cause particular states of headache to go away,
because of what it is to be Aspirin. Or, as we will say, because of the causal
power of Aspirin to relieve headaches.

Causality is a kind of dependence. A number of authors have recently argued
for a dependency analysis of conditionals, which is most straightforwardly done
using probabilities: C depends on A iff P (C|A) > P (C).6 However, Douven
(2008) has argued that dependence is not enough, ‘If A, then C’ is acceptable
only if both P (C|A) > P (C) and P (C|A) are high.

We can implement Douven’s proposal by requiring that P (C|A) − P (C|¬A)
is close to 1 − P (C|¬A). Since P (C|A) > P (C) iff P (C|A) > P (C|¬A), we can
demand that the conditional is acceptable iff P (C|A)−P (C|¬A)

1−P (C|¬A) is high. This can
only be the case if both P (C|A) − P (C|¬A) and P (C|A) are high, so it derives
Douven’s demands.

The measure P (C|A)−P (C|¬A)
1−P (C|¬A) is interesting from a causal perspective. Espe-

cially among philosophers dissatisfied with a Humean metaphysics, causal pow-
ers have recently become en vogue (again). Indeed, a growing number of philoso-
phers (Harré and Madden 1975; Cartwright 1989; Shoemaker 1980; Bird 2007)
have argued that causal powers, capacities or dispositions are the truth-makers of
laws and other non-accidental generalities. Cheng (1997) hypothesises the exis-
tence of stable, but unobservable causal powers (Pearl (2000) calls them ‘causal
mechanisms’) pac of (objects or events of kind) A to produce C. Cheng then
derives a way how this objective but unobservable power can be estimated by
an observable quantity, making use of standard probability theory and assum-
ing certain natural independence conditions. It turns out that this quantity is
exactly the above measure: pac = P (C|A)−P (C|¬A)

1−P (C|¬A) . Cheng’s notion has been used
for the analysis of conditionals, generics and disposition statements, in van Rooij
and Schulz (2019, 2020).

Dispositions and causal powers are things that (kinds of) objects have, inde-
pendently of whether they show them. It is standardly assumed, though, that
these (kinds of) objects would show them, if they were triggered sufficiently.
Thus, there should be a relation with counterfactuals. Pearl (2000) provides a
6 For a discussion of some qualitative variants, see Spohn (2013) and Rott (2019).
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causal analysis of counterfactuals. He defines he ’probability of causal sufficiency
of A to produce C’, abbreviated by PSC

A , as P (CA | ¬C,¬A) = P (CA,¬C,¬A)
P (¬C,¬A) ,

with CA the property that is true of an object if after making the object an
A-object by intervention, the object would be a C-object.

Pearl (2000, Chap. 9) shows that under natural conditions PAC
A reduces to

Cheng’s notion of causal power, P (C|A)−P (C|¬A)
1−P (C|¬A) . The first of these natural con-

ditions is a consistency assumption used for counterfactuals,

(i) A ⇒ (CA = C).

This assumption is natural: if A already holds, an intervention to make A true
leaves everything as is.7 Pearl also assumes a notion of exogeneity, i.e., that CA

is independent of learning A (and thus also that ¬C¬A is independent of ¬A).

(ii) A variable A is said to be exogenous relative C in model M iff P (CA ∧
C¬A|A) = P (CA ∧ C¬A).

Pearl’s assumption that A is exogenous to C is very similar to Cheng’s (1997)
assumption that the potential causes of C are independent of one another (the
Noisy-OR assumption). It rules out that learning A influences the probability
of C via an indirect way, for instance that if B is another potential cause of C,
there is a common cause of A and B.

Making use of these two assumptions, Pearl (2000) shows that PSC
A =

P (CA∧¬C¬A)
1−P (C|¬A) . On the additional assumption of monotonicity,

(iii) C is monotonic relative to A iff for all u: CA(u) ≥ C¬A(u),

Pearl derives that

(2) PSC
A = P (C|A)−P (C|¬A)

1−P (C/¬A) .

Thus, PSC
A can be thought of as the causal power of A to produce C, i.e., pac.

Notice that if all involved causal powers have value 1, a sequence of such causal
powers is transitively closed: if PSB

A = 1 and PSC
B = 1, then also PSC

A = 1.
Obviously, also PSA

A = 1, meaning that causal power is reflexive, and that
demanding PS to be 1 gives rise to a pre-order.

In this paper we are going to make crucial of the following interesting about
the probabilistic measures P (C|A)−P (C|¬A)

1−P (C|¬A) and .8

7 If we would analyse the counterfactual A �→ C by CA, this consistency rule would
validate modus ponens and the inference A,C ∴ A �→ C, also known as conjunc-
tive sufficiency. Both inference rules are accepted by almost everyone working on
counterfactuals, although, to be honest, not by everyone.

8 Of course, the causal notions PSC
A and pac demand this as well in case their values are

1, but in addition they demand that A is a cause of C, and not that A is uniquely
caused by C. If we limit ourselves to values that are 1 or not, the probabilistic
measure is antisymmetric, and thus gives rise to a partial order.
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Fact 1. P (C|A)−P (C|¬A)
1−P (C|¬A) has its maximal value 1 iff P (C|A) = 1 and

P (C|¬A) �= 1.

Similarly, we predict that PS¬C
A = 1 and pa¬c = 1 holds only if P (C|A) = 0

and P (C|¬A) �= 0. This is due to the following fact.

Fact 2. P (¬C|A)−P (¬C|¬A)
1−P (¬C|¬A) is equal to P (C|¬A)−P (C|A)

P (C|¬A) and has its
maximal value 1 just in case P (C|A) = 0 and P (C|¬A) �= 0.

Interestingly, pa¬c corresponds with Cheng’s (1997) notion of causal power of
A to prevent C. We propose that these notions might help us to provide a nat-
ural semantics for Aristotle’s modal categorical sentences in order to illuminate
Aristotle’s hard to understand system of modal syllogisms.

3.2 A Causal Analysis of Aristotelian Demonstrations

Many dialogues of Plato focus on questions of the form ‘What is X?’, where
X is typically some moral property like virtue or courage, a natural kind of
thing like human, or water, or a mathematical object like a triangle. A good
answer to this kind of question must consist of a set of features all and only
all individuals of type X have. Aristotle, a pupil of Plato, was interested in the
same kind of questions. But he also was more ambitious. If all (and only all)
individuals or objects of type X share certain features, Aristotle also wanted
to know why. Indeed, for Aristotle, scientific inquiry is an attempt to answer
‘why’ questions. A scientific explanation of a fact about the world consists of
a valid syllogistic argument with some fundamental true claims as its premises
and this fact as the conclusion. But not any old valid syllogism would do, for the
premises must express fundamental true claims. A valid syllogism that satisfies
this extra requirement Aristotle calls a demonstration. A typical Aristotelian
demonstration is the following:

(3) a. All animals are living things.
b. All humans are animals.
c. Therefore, all humans are living things.

In this demonstration, the two premisses are taken to express essential fea-
tures of animals and humans, respectively. They follow from Aristotle’s theory
of real definitions of objects of type X in terms of (i) an immediately higher type
Y , and a differentia Z. If X is ‘human’, for instance, then Y would be ‘animal’,
and Z would be ‘rational’: a man is a rational animal. Thus, in ‘All humans
are animals’, ‘being animal’ is essentially predicated of humans, and the second
premise of the above syllogism can be expressed by Sa�P . However, not all true
sentences of the form Sa�P can be read off directly from Aristotle’s theory of
real definitions. Some have to be indirectly derived. This is what happens in the
above syllogism. In the above syllogistic argument, the premisses can be directly
read off from Aristotle’s theory of definition, but to reach the conclusion an
additional argument is needed. This is provided by the syllogism, that can be
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stated as being of the form Ba�C,Aa�B ∴ Aa�C. For Aristotle, this argument
explains why humans are living things. The argument turns a fact into a reasoned
fact.9

What has this all to do with causality? Well, Aristotle had a somewhat wider
notion of causality than many moderns have. For him, it is necessary for humans
to be able to learn grammar. But being able to learn grammar is not an essential
property of humans or of any higher kind. It just causally follows by necessity
from being rational (according to Aristotle). Thus, even though all and only all
objects of type X have feature f and g, it can be that one of the features is still
only a derived feature, causally derived.

So far, it seems that scientific demonstrations must consist of two premisses
that are both necessary. But this is not exactly what Aristotle seems to assume.
In fact, in his Posterior Analytics Aristotle discusses the following two valid
syllogisms:

(4) a. All objects that are near the earth do not twinkle
b. All (the) planets are near the earth
c. Therefore, (all) the planets do not twinkle.

and

(5) a. All objects that do not twinkle are near the earth.
b. All (the) planets do not twinkle.
c. Therefore, (all) the planets are near the earth.

In these arguments, the premises (4-b) and (5-a) are not taken to express
necessary truths. Although the second syllogism is not taken to be a scientific
demonstration, Aristotle claims that the first syllogistic inference is. It leads to a
‘reasoned fact’, because the middle term ‘being near the earth’ causally explains
the conclusion, something that is not the case for the middle term in the other
inference ‘objects that do not twinkle’. If we would translate the above arguments
in modal syllogistic terms, they would be of the forms Ba�C,AaB ∴ Aa�C and
BaC,Aa�B ∴ Aa�C, respectively. Note that they are thus of types Barabara
LXL and Barbara XLL, respectively.10 Note also that in his Prior Analytics,
Aristotle took only the first type of argument to be valid. So, there seems to be
a close relation between what Aristotle claims in his two Analytics.

4 Causality and Modal Syllogisms

Causal links need not only connect propositions, they can connect properties,
or features, as well. In fact, Danks (2014) argues that all prominent theories of

9 For much more detailed and sophisticated analyses of Aristotelian demonstration
see Crager (2015) and Vecchio (2016).

10 According to Vecchio (2016), the argument in (9) explains why planets do not twin-
kle, by using a fact is which part of the nominal definition of a planet (‘being near
the earth’), but which is not a part of its real definition.
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concepts could be represented by graphical causal models. Although not explic-
itly discussed, the essentialists’ version is one: features of birds are connected
(and thus caused) in various strengths to the essence of the kind, i.e., by what
it is to be a bird.

Let us now come back to the question what the natural interpretation of
Aristotle’s modal syllogistics is. Recall that Aa�B means that all As are neces-
sary/essentially B and that Aristotle claimed that the following modal syllogisms
are valid and invalid, respectively:

1. Ba�C,Aa�B ∴ Aa�C Valid Barbara LLL
2. Ba�C,AaB ∴ Aa�C Valid Barbara LXL
3. BaC,Aa�B ∴ Aa�C Invalid Barbara XLL

Similarly, Aristotle claims that the following modal syllogism is valid, where
Be�C means that by (de re) necessity no B is a C:

4. Be�C,AaB ∴ Ae�C Valid Celarent LXL

Moreover, Aristotle claims that not only conversion inference 5 is valid, but that
the same holds for the modal conversion inferences 6 and 7:

5. AeB ∴ BeA Valid
6. Ae�B ∴ Be�A Valid
7. Aa�B ∴ Bi�A Valid

We claim that Aristotle’s claims make perfect sense once we understand
Aa�B as causally explaining why B. More in particular, we would like to say
that Aa�B just means that A has complete causal power to make B to hold, i.e.,
PSB

A = 1 (or pab = 1) and that Ae�B just means that both A or B has complete
causal powers to prevent the other to hold, i.e., PS¬B

A = 1 and PS¬A
B = 1 (or

pa¬b = 1 and pb¬a = 1).11

Definition 2. Truth conditions of universal modal sentences.

• Aa�B is true iff PSB
A = 1

• Ae�B is true iff PS¬B
A = 1 and PS¬A

B = 1

A simple fact about probabilities is that if P (A), P (B) �= 0, then P (¬B|A) =
1 iff P (B|A) = 0 iff P (A ∧ B) = 0 iff P (¬A|B) = 1. Because of this, and if we
assume the consistency assumption for counterfactuals, exogeneity and mono-
tonicity, and assume in addition that P (A), P (B) �= 0, we can derive immedi-
ately the following facts from the above proposed analysis of modal categorical
sentences:

11 Aristotle’s (hyperintensional) distinction between necessity and essentiality suggests
that the analysis of Aa�B as pab = 1 is still too coarse-grained. Notice, however, that
even if A and B are necessary co-extensive, it will typically be (causally speaking)
that either pab = 1 and pba = 0, or pab = 0 and pba = 1. We take the former to be
the case if A is a substantive term and B an adjectival one.
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Fact 3. Facts about truth conditions of universal modal sentences.

• Aa�B is true iff P (B|A) = 1 and P (B|¬A) �= 1
iff P (A ∧ ¬B) = 0 and P (¬A ∧ ¬B) �= 0

• Ae�B is true iff P (A ∧ B) = 0 and P (¬A ∧ B) �= 0 and P (¬B ∧ A) �= 0

This fact shows that these truth conditions can be captured in terms of Venn
diagrams. However, besides circles for A and B, we now also need to have a
domain of discourse, D, to account for negation:
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We will assume the interpretation rule for non-modal universal categorical
sentences as in definition 1 repeated below

Definition 3. Truth conditions of non-modal Categorical sentences

• AaB is true iff P (B|A) = 1,
• AiB is true iff P (A ∩ B) �= 0,
• AeB is true iff P (A ∩ B) = 0, and
• AoB is true iff P (B|A) �= 1

Inference 1 is valid on this interpretation, because if the premisses are true
the following will hold (i) P (C|B) = 1, (ii) P (C|¬B) �= 1, (iii) P (B|A) = 1
and (iv) P (B|¬A) �= 1. Obviously, by (i) and (iii) it follows that P (C|A) = 1.
From (ii) and (iv) it follows that (a) there are some ¬Cs among the ¬Bs, and
(b) that there are some ¬Bs among the ¬As. By (a) and (b) this means that
P (C|¬A) �= 1. Thus, P (C|A) = 1 and P (C|¬A) �= 1 which means that Aa�C.

The validity of the inference can be checked by the following Venn diagram:
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Inference 2 is also valid on this interpretation, because if the premisses are
true it means that the following will hold (i) P (C|B) = 1, (ii) P (C|¬B) �= 1 and
(iii) P (B|A) = 1. Obviously, by (i) and (iii) it follows again that P (C|A) = 1.
From (ii) it follows that there are some ¬Cs among the ¬Bs. But because AaB,
it holds that all ¬Bs are ¬As, and thus there must also be some ¬Cs among
the ¬As. Thus, P (C|A) = 1 and P (C|¬A) �= 1 which means that Aa�C. The
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validity of this inference follows from the same Venn diagram as the one that
illustrates inference 1.

Inference 3, however, is not valid. The important thing to observe is that this
is just an instance of ‘right weakening’,12 or right upward monotonicity, an
inference which should (and does) not hold on our causal analysis. In particu-
lar, the inference has a counterexample, in case the domain consists only of C
individuals. The counterexample is illustrated by the following Venn diagram.

��

��

��

��

��

��
A C = D

B

×
×

Similarly, we can account for Aristotle’s intuition that inference 4 is valid.
Using the above interpretation of non-modal statements, we account for inference
5. The validity of inference 6 is obvious given the truth conditions of Ae�B. As
for inference 7, this immediately follows from the semantic analysis of statements
like Bi�A to be given in a minute.

Our predictions agree with all Aristotle’s claims of (in)validities of universal
modal syllogisms with modality �. For instance, we correctly predict Aristotle’s
claimed validity of Cesare LXL, Camestres XLL, and his claim of invalidity of
Camester LXL. The latter one – Ba�A,CeA �|= Be�C – is particularly inter-
esting. It is easy to see that this inference would be predicted as valid, if we
analysed CeA as true iff P (A|C) = 0, which presupposes that P (C) �= 0. How-
ever, we have analysed CeA as true iff P (C ∧A) = 0, and on this interpretation
Camestres LXL is not predicted to be valid, in accordance with Aristotle’s intu-
itions.13 More in particular, our analysis makes the right predictions for the
modal Barbara and Celarent syllogisms of the first figure.

As for the second figure, and limiting ourselves to universal statements, we
have to explain why (according to Aristotle)

(6) a. Ae�B,CaB |= Ce�A Cesare LXL
b. AeB,Ca�B �|= Ce�A Cesare XLL

and

(7) a. Aa�B,CeB �|= Ce�A Camestres LXL
b. AaB,Ce�B |= Ce�A Camestres XLL

12 In condtional terms, right weakening means that if A ⇒ B and B |= C, then also
A ⇒ C.

13 Note, though, that we would predict invalidity as well if we interpreted Aa�B as
being true iff A ⊆ B and P (¬A ∩ ¬B) �= 0 and interpreted AeB as true iff either
P (B|A) = 0 or P (A|B) = 0. Although these interpretation rules would also give
us the correct predictions for inferences 1 until 5, the interpretation rule for Aa�B
would, unfortunately, not give us inference 7.
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As for (6-a), this follows immediately from our semantics. For (6-b) this
follows because AeB is true P (A ∧ B) = 0. As for (7-a). This doesn’t follow,
because it is not guaranteed that P (C|¬A) �= 0, which makes the conclusion
false.14 Inference (7-b) is immediately verified. There are no other modal syl-
logisms with only universal statements of the second figure to be checked, and
we don’t know about Aristotle’s intuitions on only ‘universal’ modal syllogisms
of the fourth figure (Cameses4). Because all valid syllogisms of the third figure
involve non-universal sentences as well, we predict for all modal syllogisms that
only involve universal sentence in accordance with Aristotle’s intuition.

As for modal syllogisms with non-universal sentences, we first need to know
what makes sentences like Ai�B true. In counterfactual terms, it seems natural
to propose that Ai�B is true iff ∃x : xaA,∃D : xa�D and P (BD|¬B,¬D) = 1,
where xaA is the singular categorical sentence that (all) x is A, and xa�D the
singular categorical sentence that (all) x is necessary D. Notice that in non-
counterfactual terms, our interpretation of Ai�B comes down to the following:
Ai�B is true iff ∃x : xaA & xaB and ∃y : yeB. But we want to account for
conversion Ai�B |= Bi�A as well. Therefore, we will propose a more symmetric
definition: Ai�B is true iff ∃x,∃D : xa�D and (i) xaA and PSB

D = 1 or (ii) xaB
and PSA

D = 1. To simplify things, however, we won’t make use of property D,
but just use singular modal sentences like xa�B, instead. Notice that this modal
sentence just reduces to the conjunction of two non-modal sentences: xaB and
∃y : yeB. We will do the same to give the truth conditions of the modal sentence
Ao�B.

Definition 4. Truth conditions of non-universal modal sentences.

• Ai�B is true iff ∃x : xaA & xaB and (xa�B or xa�A)
iff ∃x : xaA & xaB and ∃y : yeB or yeA

• Ao�B is true iff ∃x : xaA & xeB and ∃y : yeA & yaB

Notice that we didn’t provide the simpler and perhaps more intuitive truth
conditions for Ao�B: Ao�B is true iff ∃x : xaA and xe�B. Our truth conditions
are more complicated, because we used y such that yeA instead of ¬x. We need
these more complicated truth conditions because the simpler truth conditions
can’t account, for instance, for Aristotle’s claimed invalidity of Baroco XLL, at
least if we interpret AaB as true iff P (B|A) = 1.15

14 Alternatively, we could say that AeB is true iff either P (B|A) = 0 or P (A|B) = 0.
That would get those inferences right as well.

15 To be clear, the simpler interpretation rule for Co�B – which would come down
to P (¬B|A) �= 0 and P (B) �= 0 – is possible, if Baroco XLL were not valid. It is
interesting to observe that although Aristotle claims that he found a counterexample
to Baroco XLL, several commentators (e.g. Van Rijen 1989; Patterson 1995) have
argued that he was mistaken. For discussion, see Malink (2013). Alternatively, we
could use the simpler and more intuitive interpretation rule for Co�B, if we would
interpret AaB as true iff A ⊆ B. This interpretation rule for AaB gives problems at
other places, however.
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Interestingly, also these non-universal modal sentences can be captured in
terms of Venn diagrams, if we make one addition: if we have circles © in two
areas, then we know that at least one of those areas must be non-empty:

��

��

��

��
×

© ©

A B

Ai�B

D

��

��

��

��

× ×

A B

Ao�B

D

Notice that from the above interpretation rules of Aa�B and Ai�B, infer-
ence 7, the conversion inference Aa�B ∴ Bi�A is immediately predicted to be
valid, in accordance with Aristotle’s intuitions. Let us now see whether we can
account for Aristotles’ claims with respect to modal syllogisms involving also
non-universal sentences. First, Aristotle claims (8-a) (of the first figure) to be
valid, but (8-b) not to be so:

(8) a. Ba�A,CiB |= Ci�A Darii LXL
b. BaA,Ci�B �|= Ci�A Darii XLL

Our interpretation rules of non-universal modal sentences indeed make Darii
LXL valid. Moreover, these interpretation rule makes Darii XLL invalid, as
desired. The following Venn diagram shows the counterexample to Darii XLL.
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��
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×

Aristotle also claims a distinction between the following syllogisms, also of
the first figure:

(9) a. Be�A,CiB |= Co�A Ferio LXL
b. BeA,Ci�B �|= Co�A Ferio XLL

Inference (9-a) follows immediately if we analyse Co�A as true iff ∃x : xaC,∃D :
xa�D and P (¬AD|B,¬D) = 1. There is an easy counterexample to (9-b), again
due to the fact that the conclusion Co�A demands that there is at least one A,
while premise BeA can be true without there being such an A. Notice, though,
that we have not analysed Co�A as above, but rather as in definition 4. Fortu-
nately, the validity of Ferio LXL and the invalidity of Ferio XLL follows from
this interpretation rule as well, as might be checked by a Venn diagram. We
leave this to the reader.
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Aristotle didn’t give his opinion on every possible syllogism which involves
sentences with necessity modals. In fact, he limited himself to syllogisms that
(i) have a necessity modal in the conclusion, (ii) are of the first three figures
and (ii) that are valid without any modal. Still, there are 6 valid syllogisms
in each figure, and 3 possible combinations where at least one of the premises
has a necessity modal. Of those 54 syllogisms, Aristotle expressed his opinion
on 42 of those modal syllogisms.16 23 of those syllogisms he counted valid, and
the others non-valid. He looked at 14 syllogisms where all categorical sentences
involved had a necessity modal, such as Barbara LLL, and he counted all of them
as valid. We can check that all such modal syllogisms are valid on our analysis
as well. Let us go to one of the more challenging ones to explain: Darii LLL,
Ba�A,Ci�B |= Ci�A. The first premise means that PSA

B = 1. According to
the second premise, ∃x : xaC,∃D : xa�D and PSB

D = 1. Because if PSA
B = 1

and PSB
D = 1, it follows by transitivity that also PSA

D = 1. It follows that thus
∃x : xaC,∃D : xa�D and PSA

D = 1, which means that conclusion Ci�A is true.
As for the other 30 modal syllogisms of this type that Aristotle considered,

we checked them as well, and our analysis predicts in accordance with Aris-
totle’s intuitions. Thus, our analysis makes predictions exactly in accordance
with Aristotle’s explicity discussed claims of (in)validity for every modal syllo-
gism in which at most the modal � occurs (a system also known as ‘apodeictic
syllogisms’)!

Theorem 1. Using the truth conditions of categorical sentences as given in def-
initions 2 until 4, all and only all apodeictic syllogisms are predicted to be valid
that Aristotle counted as valid.

We think this result is quite remarkable. What is perhaps even more remark-
able is that validity of epodeictic syllogisms can be decided by means of Venn
diagrams:

Theorem 2. Validity of epodeictic modal syllogisms as discussed by Aristotle in
his Prior Analytics can be decided by means of Venn diagrams.

We haven’t checked our predictions for all 16.384 modal syllogisms, though.
In fact, we didn’t check any syllogism that involve possibility and contingency
modals that Aristotle also discussed. In this paper we did not even propose
meanings of such sentences. But the smoothness of our explanation of Aritotle’s
intuitions concerning apodeictic syllogisms makes one optimistic that we can
also account for Aristotle’s intuitions on other modal syllogisms.

But there is further ground for optimism. Malink (2013) and Vecchio (2016)
have recently shown how to account for most (if not all) of the Aristotle’s claims
about modal syllogisms making use of essences. Aa�B is true iff all As are B
in virtue of what it is to be an A. But that is exactly how we think of our own
proposal as well.

16 We base ourselves here completely on appendix A of Malink (2013).
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5 A Challenge: Counterexamples to Barbara LXL?

We have shown in the previous section that our causal power analysis can account
for why the modal syllogism Barbara LXL, Ba�C,AaB ∴ Aa�C is valid,
although Barbara XLL, BaC,Aa�B ∴ Aa�C, is not. We have seen that this
can be shown if we analyse statements like Ba�C = 1 by P (C|B)−P (C|¬B)

1−P (C|¬B) = 1
and AaB = 1 by P (B|A) = 1. We have also seen that the causal notions of
causal power and PSC

A come down to this probabilistic notion under certain
circumstances.

Although Aristotle claimed that Barbara LXL is valid, very soon (putative)
counterexamples to this modal syllogisms were offered:17

(10) a. All litererats necessarily have knowledge, all men are litarate, thus
all men necessarily have knowledge.

b. Ba�C,AaB ∴ Aa�C Barbara LXL

In fact, Aristotle himself provided a (putative) counterexample to Celarent
LXL himself.

(11) a. All ill people are necessarily not healthy, all men are ill, thus all
men are necessarily not healthy.

b. Be�C,AaB ∴ Ae�C Celarent LXL

Malink (2013) and Crager (2015) argue that these counterexamples can be
explained away if we take seriously Aristotle’s analysis of ‘genuine predication’
from Aristotle’s Categories. The idea is that terms can denote sets of different
ontological types: some denote substances, while others denote qualities. Just as
each substance has an essence, this is also the case for each quality. However,
denotations of the same type can only stand in a limited number of extensional
relations with each other. For instance, for any two substances A and B, it cannot
be that A ∩ B �= ∅ without either A ⊂ B or B ⊂ A. Beyond this extensional
constraint, there lays a more important intensional constraint: if A and B are
of the same ontological type, then, if A ⊂ B, then Aa�B. Malink (2013) and
Crager (2015) argue that Aristotle took Barbara LXL and Celarent LXL to be
valid because he demanded that in a demonstration with a necessary conclusion,
also the seemingly nonmodal premise (in our cases, the minor premise AaB)
should be a case of genuine predication.

If Malink (2013) and Crager (2015) are correct, it means that valid modal
syllogisms with a necessity modal in the conclusion should, in the end, all be of
the form LLL. It also suggests that our explanation in the previous section of
the validity of Barbara LXL and Celarent LXL will not be correct, for otherwise
the (putative) counterexamples above would likely be genuine counterexamples.
If we want to stick to our causal analysis, this suggests that instead of look-
ing at the extensional notion P (C|B)−P (C|¬B)

1−P (C|¬B) = 1 for the analysis of Ba�C we

17 For modern discussion, see van Rijen (1989), Rini (1989), Malink (2013) and Crager
(2015).
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should look at the intensional counterpart, P (CB)−P (C¬B)
1−P (C|¬B) = 1, where interven-

tion still plays an important role, and the counterfactual probabiltiy P (BA) is not
reduced to the conditional probability P (B|A). Indeed, on such an intensional
analysis Barbara LXL, Ba�C,AaB ∴ Aa�C, would not be valid, because from
P (CB)−P (C¬B)

1−P (C|¬B) = 1 and P (B|A) = 1, we cannot conclude that P (CA)−P (C¬A)
1−P (C|¬A) = 1.

We don’t know, though, whether Malink’s (2013) and Crager’s (2015) inter-
pretation of Aristotle is correct. For one thing, Malink (2013) himself already
notes that Aristotle explicitly discusses modal syllogisms that he takes to be
valid even though the nonmodal premise does not seem to involve genuine pred-
ication. But, of course, if Malink and Crager are not correct, we would have
to explain away the above ‘putative’ counterexamples in another way. In fact,
Vecchio (2016, Chap. 1) argues that Aristotle himself explained away the (puta-
tive) counterexamples to Barbara LXL and the like in a more straightforward
way than was suggested by Malink (2013): by demanding that the terms are
interpreted in an omnitemporal way, which makes the non-modal premise false.
Vecchio (2016, Chap. 3) also argues explicitly that Aristotle used syllogisms of
the form Barbara LXL in his analysis of scientific demonstrations in the Posterior
Analytics, just as we suggested in Sect. refsec3.2. Vecchio argues that Barbara
LXL can be used to turn a nominal definition, ‘Thunder is a noise in the clouds’
(of form AaB) to a real definition ‘Thunder is (necessarily) the extinguishing
of fire in the clouds’ (of form Aa�C) via the essential major premise ‘A noise
in the clouds is (by necessity) the extinguishing of fire in the clouds’ (of form
Ba�C).18 Note that if Vecchio is right, our ‘extensional’ causal analysis might
be on the right track after all.

6 Conclusion and Outlook

In this paper we have shown that Aristotle’s intuitions about apodeictic syllo-
gisms as expressed in his Prior Analytics can be captured semantically by giving
a causal semantics of modal categorical sentences. Moreover, we have seen that
this causal semantics can be reduced to an extensional analysis just making use
of probabilities, which allowed to check modal syllogisms by simple Venn dia-
grams. The only real complication is that whereas for standard syllogisms no
domain of discourse was required, we need such a domain now, because for our
analysis of modal syllogisms information about the complement of the denota-
tions of terms is crucial. (Of course, we need such complications as well, once we
allow negative terms to occur in standard syllogisms). Finally, we have argued
that we can motivate our causal analysis by Aristotle’s analysis of demonstrative
proofs as worked out in his Posterior Analytics.

18 There exists an interesting analogue between this and the way natural kind terms
receive their content according to the causal theory of reference: first a set of super-
ficial properties is used to identify a set of things, and later having these superficial
properties is explained by some essential properties all the things in the set have in
common.
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Of course, we will never know whether our causal analysis fits Aristotle’s
semantic intuitions on modal syllogisms, because he never clearly stated these
intuitions in the first place. But this leaves open the question whether our seman-
tic analysis is plausible in the first case. One reviewer doubted the plausibility
of our analysis, suggesting that the difference between AaB and Aa�B should
not just be that P (¬A ∧ ¬B) �= 0. More in general one might doubt whether
the truth conditions of modal categorical sentences could be described at all by
Venn diagrams. We think that there are two points to be made here. First of all,
our basic idea is that a sentence like Aa�B should be analysed causally as saying
that pab = 1, or better perhaps that PSB

A = 1. On this causal view, modality
statements are really treated in an intensional (or even hyperintensional) man-
ner. It is just that by making certain assumptions that PSB

A = 1 holds exactly
if P (B|A) = 1 and P (B|¬A) �= 1. Notice that if one of those assumptions is not
made, the reduction of the causal notion to the purely probabilistic one would
not go through. For instance, one might doubt that for causality we should really
demand the consistency assumption, saying that if A (or ¬A) holds, the truth
value of BA (or B¬A) is the same as the truth value of B. This assumption
comes down to the strong centering assumption known from conditional logic,
and corresponds with the inference A,B ∴ A ⇒ B. Intuitively, one might argue,
this inference should not hold if ‘⇒’ expresses a relation of causal relevance.
Indeed, A and B can both be true without there being a causal relation between
them. Once the consistency condition is given up, truth conditions of modal
categorical sentences could not be reduced to simple probabilistic claims that
can be expressed by Venn diagrams. Something similar holds when we give up
the exogeneity condition or the monotonicity condition. Importantly, however,
we think that our semantics is still appropriate if we disregard the reduction
to simple probabilistic claims.19 Second, we don’t think it is strange that the
complements of the denotations of A and B should play a role for the semantic
analysis of Aa�B. Recall that the basic idea of our analysis is that Aa�B is
true if A has the causal power to make B true. For A to have the causal power
to make B true means that A must make a difference to the truth B. But if B
is a necessary truth, A cannot make such a difference. So, for Aa�B to hold,
there must be a non-B individual. But obviously, Aa�B |= AaB, so this non-B
individual cannot be an A-individual. Thus, there must be a ¬A∧¬B-individual,
meaning that P (¬A ∧ ¬B) �= 0.

Although we are surprised that our semantic analysis captures so many of
Aristotle’s intuitions, and in particular that this could be done by using Venn
diagrams, we don’t think that our analysis is, in general, unnatural. There is only
one interpretation rule that we feel is really artificial: our interpretation rule for
Ao�B. This interpretation rule is artificial already because it is symmetric. This

19 There is one real worry we have, though, and that is our semantic analysis of Ao�B.
We fear that our proposed analysis is not exactly natural, for one thing because it
entails that Ao�B entails Bo�A.
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interpretation rule was given just to get the ‘facts’ right. These ’facts’ are now
Aristotle’s intuitions, and we noted already in footnote 14 that his intuitions
might as well be mistaken on the crucial modal syllogism (Baroco XLL) that
forced us to our artificial interpretation rule.

As mentioned above, in his Prior Analytics Aristotle also discussed infer-
ences concerning possibility and contingency modals. Of course, for the standard
possibility modal, a natural analysis suggests itself:

(12) Aa♦B ≡ ¬(Ao�B) Ae♦B ≡ ¬(Ai�B)
Ai♦B ≡ ¬(Ae�B) Ao♦B ≡ ¬(Aa�B)

We think, however, that to provide a semantic account of possibility statements
we need to give up the assumption that we made in Sect. 3.1: that statements
like CA have a truth value in {0, 1}. We hypothesise that such statements have to
have a value in [0, 1], instead, thought of as the chance of C after an intervention
to make A true. But it remains to be seen whether such an analysis gives rise to
predictions that accord with Aristotl’s intuitions. It is even less clear whether we
can account for Aristotle’s claims involving the contingency modal, Δ, a task that
is perhaps the most challenging. Striker (1985) argues, though, that sentences
like AaΔB should be interpreted basically as generic sentences, where B applies
by nature, or for the most part, to A. Interestingly, this suggestion would be
much in line with van Rooij and Schulz’s (2020) analysis of generic sentences,
according to which sentences of the form ‘As are B’ are interpreted as having
high causal power, i.e. pab ≈ 1. But it is more natural to interpret AaΔB as ∀x ∈
A : ¬∃D : xa�D and (Da�B or De�B) and AiΔB as ¬∃x ∈ A : ∃D : xa�D
and (Da�B or De�B) to account for Aristotle’s claims that AaΔB is equivalent
with AeΔB and AiΔB with AoΔB, and that not only AiΔB is equivalent with
BiΔA, but also that AoΔB is equivalent with BoΔA. We don’t know whether
with this interpretation we can account for all of Aristotle’s intuitions w.r.t.
modal syllogisms involving Δ.

The bulk of this paper is about modal syllogisms, involving sentences that
are either true or false. As mentioned in Sect. 3, however, our approach was
motivated by the quantitative causal analysis of conditionals and generic sen-
tences of van Rooij and Schulz (2019, 2020). It is well-known that Adams (1965,
1966) developed a well-behaving probabilistic entailment relation |=p based on
the assumption that the assertability of conditional A ⇒ C ‘goes with’ the cor-
responding conditional probability, P (C|A). This logic can be axiomatised and
is now known as the basic non-monotonic logic: system P. A question that is still
open is whether a similarly well-behaved logic can be developed that is based
on the assumption of van Rooij and Schulz (2019, 2020) that conditionals and
generic sentences express relations of causal relevance. The causal relevance of
A for B is measured by Cheng’s notion of the causal power of A to produce B,
or (better perhaps) by Pearl’s notion of the ‘probability of causal sufficiency’.
Because the values of these measures can be anywhere between −1 and 1, this
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open question is difficult to handle. The question would be easier to handle, how-
ever, when we care only whether these causal powers have values 1 or 0. Then
the question becomes whether it is possible to develop a logic for conditionals
that express such qualitative causal relevance relations. But notice that on our
causal semantics of Aristotelian modal sentences we have limited ourselves to
qualitative causal relevance relations. This suggests that Aristotle’s system of
modal syllogisms, or something very close to it, can actually be viewed as the
qualitative logic that deals with causal conditionals!

A Appendix

A.1 Table of Modal Syllogisms with Necessity Modals

See Tables 1, 2, 3 and 4.

Table 1. Conversion rules for necessity modality

Form of conversion rule Validness

From Aa�B to Bi�A valid

From Ai�B to Bi�A valid

From Ae�B to Be�A valid

Table 2. Apodeictic syllogistic of first figure discussed by Aristotle

Name of syllogisms Form of syllogism Validness

Barbara LLL From Ba�C, Aa�B to Aa�C Valid

Barbara LXL From Ba�C, AaC to Aa�C Valid

Barbara XLL From BaC, Aa�C to Aa�C Invalid

Celarent LLL From Be�C, Aa�B to Ae�C Valid

Celartent LXL From Be�C, AaC to Ae�C Valid

Celarent XLL From BeC, Aa�C to Ae�C Invalid

Darii LLL From Ba�C, Ai�B to Ai�C Valid

Darii LXL From Ba�C, AiB to Ai�C Valid

Darii XLL From BaC, Ai�B to Ai�C Invalid

Ferio LLL From Be�C, Ai�B to Ao�C Valid

Ferio LXL From Be�C, AiB to Ao�C Valid

Ferio XLL From BeC, Ai�B to Ao�C Invalid
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Table 3. Apodeictic syllogistic of second figure discussed by Aristotle

Name of syllogisms Form of syllogism Validness

Cesare LLL From Ce�B, Aa�B to Ae�C Valid

Cesare LXL From Ce�B, AaB to Ae�C Valid

Cesare XLL From CeB, Aa�B to Ae�C Invalid

Camestres LLL From Ca�B, Ae�B to Ae�C Valid

Camestres LXL From Ca�B, AeB to Ae�C Invalid

Camestres XLL From CaB, Ae�B to Ae�C Valid

Festino LLL From Ce�B, Ai�B to Ao�C Valid

Festino LXL From Ce�B, AiB to Ao�C Valid

Festino XLL From CeB, Ai�B to Ao�C Invalid

Baroco LLL From Ca�B, Ao�B to Ao�C Valid

Baroco LXL From Ca�A, AoB to Ao�C Invalid

Baroco XLL From CaB, Ao�B to Ao�C Invalid

Table 4. Apodeictic syllogistic of third figure discussed by Aristotle

Name of syllogisms Form of syllogism Validness

Darapti LLL From Ba�C, Ba�A to Ai�C Valid

Darapti LXL From Ba�C, BaA to Ai�C Valid

Darapti XLL From BaC, Ba�A to Ai�C Valid

Felapton LLL From Be�C, Ba�A to Ao�C Valid

Felapton LXL From Be�C, BaA to Ao�C Valid

Felapton XLL From BeC, Ba�A to Ao�C Invalid

Disamis LLL From Bi�C, Ba�A to Ai�C Valid

Disamis LXL From Bi�C, BaA to Ai�C Invalid

Disamis XLL From BiC, Ba�A to Ai�C Valid

Datisi LLL From Ba�C, Bi�A to Ai�C Valid

Datisi LXL From Ba�C, BiA to Ai�C Valid

Datisi XLL From BaC, Bi�A to Ai�C Invalid

Bocardo LLL From Bo�A, Ba�A to Ao�C Valid

Bocardo LXL From Bo�A, BaA to Ao�C Invalid

Bocardo XLL From BoA, Ba�A to Ao�C Invalid

Ferison LLL From Be�C, Bi�A to Ao�C Valid

Ferison LXL From Be�C, BiA to Ao�C Valid

Ferison XLL From BeC, Bi�A to Ao�C Invalid
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Abstract. This short note presents an empirical puzzle: the Vietnamese
counterpart of any has two morphological variants, only one of which,
namely the more complex one, is acceptable under an existential modal.
The note then discusses a theory of any whose explanation of the accept-
ability of any under existential modals requires exhaustification. The
Vietnamese fact is then shown to follow from the theory under the
assumption that exhaustification has a bipartite syntax. The note ends
with some open questions for further research.
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1 An Observation About Vietnamese

Wh-phrases in Vietnamese is ambiguous between an interrogative and an NPI
reading [3].

In this note, we will not be concerned with the interrogative reading, and will
gloss simply as ANY BOOK. Our aim is to explain an obser-
vation relating to a particular morpheme which can be prefixed to the ANY
phrase, namely the word , which we will gloss as BK.

Unsurprisingly, both the plain NPI, henceforth ANY, and its more complex
variant with BK, henceforth BK-ANY, are acceptable in standard downward
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entailing (DE) environments, as exemplified in (1) and (2), and unacceptable in
standard upward entailing (UE) environments, as exemplified in (3) [20,21].1

Here is the puzzle we aim to resolve: under existential modals, ANY is deviant,
while BK-ANY is acceptable and, just like English any, licenses the free choice
inference [4].

Suppose, as the null hypothesis should be, that ANY has the same semantic and
syntactic properties as any, a theory of any conducive to the explanation of the
difference between ANY and BK-ANY should involve a grammatical formative
X such that X is required for the well-formedness of (5a) and, at the same time,
has no effect on either the well-formedness of (5b) or the deviance of (5c).

(5) a. John is allowed to read any book
b. John did not read any book
c. *John read any book

This theory will enable us to simply identify the presence of BK with that of
X, say by positing an Agree relationship between the two, and derive the fact,
observed for Vietnamese, that ANY under existential modals requires BK (cf.
(4)), ANY in DE environment allows but does not require BK (cf. (1) & (2)),
and ANY in plain UE environments is deviant with or without BK (cf. (3)).

The next section presents such a theory.

2 A Theory of “any”

2.1 Licensing

What follows is essentially a modified and simplified version of the theory of
any which has been proposed and developed by Luka Crnič in a series of recent
1 The intended reading for the verb in (3) is episodic, not generic. Thus, the deviance

will be clearer when the progressive aspect marker is added and the sentence is
embedded under ‘I saw,’ as exemplified in (i) below, whose intended
reading is ‘I saw Nam reading a book.’

For an explanation of the acceptability of ANY under a generic reading of the verb
which is compatible with what we will say below, see [23].
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papers [6–8]. I am, of course, responsible for any misrepresentation and falsehood
contained in the presentation.

We assume that any comes with a covert domain restriction, and its lexi-
cal meaning is that of the existential quantifier [4,11]. Thus, (6) will have the
meaning in (6a), which is equivalent to (6b).

(6) John did not read anyD book
where D ∩ [[book]] = {a, b, c}
a. ¬[∃x ∈ D ∩ [[book]]: John read x]
b. ¬[a∨b∨ c]

For ease of exposition, we will often represent existentially quantified sentences
as disjunctions. In a parallel fashion and for the same purpose, we will represent
universally quantified sentences as conjunctions.

(7) John read everyD book
where D ∩ [[book]] = {a, b, c}
a. ∀x ∈ D ∩ [[book]]: John read x
b. a ∧b ∧ c

We call the intersection of D and the NP complement of any its “domain,” and
say that S and S′ are “domain alternatives” if they differ only with respect to
the domain of any. If, furthermore, the domain of any in S′ is a subset of the
domain of any in S, we call S′ a “subdomain alternative” of S. Adopting the
proposal made in [6–8], we take the distribution of any to be constrained by the
following condition.2

(8) Licensing
Any is acceptable only if it is dominated by a sentence S which entails
its subdomain alternatives

The condition requires that replacing the domain of any with a stronger, i.e.
smaller, domain should result in a weaker sentence. To see how Licensing predicts
the acceptability of any under negation, consider (9a) and its two subdomain
alternatives, (9b) and (9c). The domain of any is represented extensionally.3

(9) a. John did not read any {a, b, c} = ¬(a∨b∨c)
b. John did not read any {a, b} = ¬(a∨b)
c. John did not read any ∅ = 	

Since ¬(a∨b∨c) is stronger than ¬(a∨b) and 	, Licensing is satisfied: the smaller
the domain, the weaker the sentence. Now consider (10a) and its two subdomain
alternatives, (10b) and (10c).

2 Crnič, in [6–8], formulates this condition not in terms of entailment but in terms of
Strawson entailment. We come back to this point below.

3 � and ⊥ represent the tautology and the contradiction, respectively.
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(10) a. *John read any {a, b, c} = a∨b∨c
b. *John read any {a, b} = a∨b
c. *John read any ∅ = ⊥

Since a∨b∨c is weaker than a∨b and ⊥, Licensing is not satisfied: the smaller the
domain, the stronger the sentence. Thus, Licensing explains the grammaticality
of (5b) and the ungrammaticality of (5c).

For (5a), however, Licensing makes the wrong prediction. Specifically, it pre-
dicts (5a) to be as unacceptable as (5c), since embedding the sentences in (10)
under the existential modal, henceforth symbolized as ♦, does not change entail-
ment relations between them.

(11) a. John is allowed to read any {a, b, c} = ♦(a∨b∨c)
b. John is allowed to read any {a, b} = ♦(a∨b)
c. John is allowed to read any ∅ = ⊥

Since ♦(a∨b∨c) is weaker than ♦(a∨b) and ♦(⊥), Licensing is not satisfied.
The next subsection presents an auxiliary hypothesis which enables the the-

ory to make the correct prediction about any under ♦.

2.2 Exhaustification

The auxiliary hypothesis is that sentences may be interpreted “exhaustively”
[5,12]. We implement this hypothesis by claiming that each sentence S may be
parsed as [EXH(R)(F(S))(S)] which is interpreted as follows [1].4

(12) EXH(R)(F(S))(S) is true iff both (i) and (ii) hold:
(i) ∀S′ : S′ ∈ EXCL(S, F(S)) ∩ R → S′ is false
(ii) ∀S′ : S′ ∈ INCL(S, F(S)) → S′ is true

R is the set of “relevant” sentences, i.e. those that count as possible answers
to the question under discussion. As relevance is closed under conjunction and
negation, R is the Boolean closure BC(A) of some set A of sentences [14,22].

F(S) is the set of “formal alternatives” of S in the sense of [13,19,26,29].
The formal alternatives of a sentence S containing anyD are derived from S by
replacing any with any or every and replacing D with any domain restriction
D’. Thus, (13a) has (13b) as the set of its formal alternative, where E stands for
the set of entities. We assume, for illustration, that a, b, c, d are all the books
in the world. The existential modal is represented by ♦, so ♦a means ‘John is
allowed to read a,’ for example.
4 The background motivation for this theory is a conflict between the Gricean Max-

ims, especially Quality and Quantity, which seem to be truisms about linguistic
communication, and the observable fact that people can convey a proposition p, for
example ‘John talked to Mary and not Sue,’ by uttering a sentence S whose literal
meaning is prima facie a proposition q which is weaker than p, for example the sen-
tence John talked to Mary. Essentially, the proponents of the EXH theory resolve
this conflict by denying that S is the sentence being uttered. What is uttered, they
say, is really EXH(R)(F(S))(S), which in fact conveys the stronger proposition p as
its literal meaning. For more discussion on this issue see [27] and references therein.
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(13) a. S = John is allowed to read anyD book
b. F(S) = {♦(John read anyD’ book),♦(John read everyD’book) | D′

⊆ E} = {⊥,♦a,♦b,♦c,♦d,♦(a ∨ b),♦(a ∨ c),♦(a ∨ d),♦(b ∨ c),
♦(b ∨ d),♦(c ∨ d),♦(a ∨ b ∨ c),♦(a ∨ b ∨ d),♦(a ∨ c ∨ d),♦(b ∨ c ∨ d),
♦(a∨b∨c∨d),♦(a∧b),♦(a∧c),♦(a∧d),♦(b∧c),♦(b∧d),♦(c∧d),
♦(a ∧ b ∧ c),♦(a ∧ b ∧ d),♦(a ∧ c ∧ d),♦(b ∧ c ∧ d),♦(a ∧ b ∧ c ∧ d)}

In fact, it follows from our assumption that S and its domain alternatives all
have the exact same set of formal alternatives.

EXCL(S, F(S)) and INCL(S, F(S)) are the set of “excludable” and “includ-
able” alternatives of S in F(S), respectively. The general definition of the func-
tions EXCL(S, A) and INCL(S, A), for any sentence S and set of sentences A,
is given in (14) [1].5

(14) a. EXCL(S, A) =
⋂{A′ | A′ is a maximal subset of A such that {S}

∪{¬S′ | S′ ∈ A′} is consistent}
b. INCL(S, A) =

⋂{A′ | A′ is a maximal subset of A such that {S}∪
{S′ | S′ ∈ A′} ∪ {¬S′ | S′ ∈ EXCL(S, A)} is consistent}

Now consider the sentence Sabc in (15a) and its two subdomain alternatives Sab

and S∅ in (15b) and (15c), respectively.

(15) a. Sabc = John is allowed to read anyD book
where D ∩ [[book]] = {a, b, c}

(i) F(Sabc) = (13b)
(ii) EXCL(Sabc, F(Sabc)) = {⊥, ♦d, ♦(a∧b), ♦(a∧c), ♦(a∧d),

♦(b∧c), ♦(b∧d), ♦(c∧d), ♦(a∧b∧c), ♦(a∧b∧d), ♦(a∧c∧d),
♦(b∧c∧d), ♦(a∧b∧c∧d)}

(iii) INCL(Sabc, F(Sabc)) = {♦a, ♦b, ♦c, ♦(a∨b), ♦(a∨c),
♦(b∨c), ♦(a∨b∨c)}.

b. Sab = John is allowed to read anyD’ book
where D′ ∩ [[book]] = {a, b}

(i) F(Sab) = (13b)
(ii) EXCL(Sab, F(ab)) = {⊥, ♦c, ♦d, ♦(a∧b), ♦(a∧c), ♦(a∧d),

♦(b∧c), ♦(b∧d), ♦(c∧d), ♦(a∧b∧c), ♦(a∧b∧d), ♦(a∧c∧d),
♦(b∧c∧d), ♦(a∧b∧c∧d)}

(iii) INCL(Sab, F(Sab)) = {♦a, ♦b, ♦(a∨b), ♦(a∨b∨c)}
c. S∅ = John is allowed to read anyD′′ book

where D′′ ∩ [[book]] = ∅
(i) F(S∅) = (13b)
(ii) EXCL(S∅, F(S∅)) = ∩∅
(iii) INCL(S∅, F(S∅)) = ∩∅

5 Thus, suppose we try to conjoin S consistently with the negation of as many sentences
in A as possible. Those sentences which feature in every such trial that are not S are
the elements of EXCL(S, A). Then, suppose we try to conjoin S and the negation of
every sentence in EXCL(S, A) with as many sentences in A as possible. The sentences
which feature in every such trial that are neither S nor elements of EXCL(S, A) are
the elements of INCL(S, A).
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Since Sabc = ♦(a∨b∨c) is weaker than its subdomain alternatives Sab = ♦(a∨b)
and S∅ = ⊥, Licensing is not satisfied. Now let us ask whether Licensing is
satisfied by the exhaustified variant. Specifically, let us ask (16).

(16) Is there a parse of φ = EXH(R)(F(Sabc))(Sabc) such that φ entails its
subdomain alternatives?

Among the elements of EXH(R)(F(Sabc))(Sabc), only R, which denotes the set of
relevant sentences, is “pronominal” in the sense that it has a contextually deter-
mined interpretation. This means that the question in (16) can be formulated
more concretely as (17).

(17) Can R be assigned a value such that (17a) entails (17b) and (17c)?
a. EXH(R)(F(Sabc))(Sabc)
b. EXH(R)(F(Sab))(Sab)
c. EXH(R)(F(S∅))(S∅)

If the answer is affirmative, then we predict (18) to have a parse which is gram-
matical, which means we predict (18) to be grammatical, as observed.6

(18) John is allowed to read any book

And the answer is, in fact, affirmative. Suppose we parse R as the Boolean closure
of EXCL(Sabc, F(Sabc)), then the following holds.

(19) Let R = BC(EXCL(Sabc, F(Sabc)))
a. EXH(R)(F(Sabc))(Sabc) = ♦a ∧ ♦b ∧ ♦c ∧ ¬♦d ∧

¬♦(a∧b) ∧ ¬♦(a∧c) ∧ ¬♦(b∧c)
b. EXH(R)(F(Sab))(Sab) = ♦a ∧ ♦b ∧ ¬♦d ∧ ¬♦(a∧b)

∧ ¬♦(a∧c) ∧ ¬♦(b∧c)
c. EXH(R)(F(S∅))(S∅) = ⊥

Since (19a) is stronger than (19b), Licensing is satisfied by these two sentences.
However, (19c) is stronger than both. Thus, what we need to add to the theory
is the presupposition that the domain of any is non-empty. Under this presup-
position, and the construal of entails in (8) as ‘Strawson-entails’ (see footnote
2), we predict both the grammaticality of any under existential modals and its
universal interpretation [6–8].

6 We assume that a sentence is grammatical if it has one parse which is grammatical,
and is ungrammatical if it has no parse which is grammatical. Crnič, in [6–8], pro-
poses formal constraints on R to guarantee that no parse which violates the licensing
condition for any can be generated by the grammar. As far as I can see, this is nec-
essary only if we want the grammar to be “crash-proof.” Note, also, that the account
we are proposing does not concern how the value of R is determined. What it tells
us is which values of R would make the sentence grammatical. In this sense it is
similar to Binding Theory, which does not tell how a certain pronoun comes to carry
an index in a discourse context, but does tell us which indices make the sentence
grammatical.
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2.3 Summary

We have seen that when any is embedded under an existential modal, there is
an exhautified meaning of the sentence which satisfies Licensing. If the sentence
is parsed without EXH, there is no meaning for it which satisfies Licensing.
The reader is invited to verify for himself that exhaustification has no effect on
Licensing with respect to sentences containing no existential modals. We thus
have (20), where ✓ indicates satisfaction and ✗ indicates violation of Licensing.

(20)

without EXH with EXH
John read any book ✗ ✗

John did not read any book ✓ ✓

John is allowed to read any book ✗ ✓

3 Accounting for the Observation About Vietnamese

Let us come back to the puzzle about Vietnamese presented in Sect. 1. The
puzzle, to repeat, is this: BK is required for ANY under existential modals, but
makes no difference when there is no modal. The situation is thus (21), where
✓ indicates acceptability and ✗ indicates unacceptability.

(21)

without BK with BK
John read ANY BOOK ✗ ✗

John did not read ANY BOOK ✓ ✓

John is allowed to read ANY BOOK ✗ ✓

Given the discussion in the last section, it should be clear what we can say to
account for the Vietnamese facts: BK-ANY implies the presence of EXH, while
simple ANY implies the absence of EXH. To implement this by familiar syntac-
tic machineries, let us say that EXH bears a feature [F] which needs to agree
with another instance of [F] in its c-command domain, and BK, which is seman-
tically transparent, bears [F] for the whole DP headed by ANY. This situation
is represented below, where strikethrough indicates semantic transparency.7

(22) [S EXH[F] ... [DP BK[F] ANY NP]]

We note that this kind of bipartite syntax for semantic functions, where an
interpreted operator at one structural position is associated with a morpholog-
ical reflex at another remote structural position, is a fact about natural lan-
guage which has been observed before. It has been proposed, for example, that
7 An anonymous reviewer asks why not say that BK carries EXH itself. The question

is justified, and my answer would be that there is no reason not to say that BK is
EXH itself if semantics is all we care about. However, we also care, minimally, about
phonology: we do want to take into account at least the fact that BK is pronounced
inside the DP, not clause initially. Saying that BK is an agreement reflex of a clause
initial EXH is just a way of saying that BK is EXH but is not pronounced where
it is interpreted, a prevalent phenomenon in natural language. Alternatively, we
could say that BK undergoes covert movement. Discussing the relative merits and
disadvantages of these two analyses would take us beyond the scope of this note.
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the quantifier no one is by itself an existential quantifier which agrees with a
covert, structurally higher, sentential negation. Split scope phenomena such as
the ambiguity of (23) have motivated such analyses [24,30].

(23) The company needs to fire no employee
a. NOT[F] [need [∃x the company fire no[F] employeex]]

= it is not necessary for the company to fire any employee
b. need [NOT[F] [∃x the company fire no[F] employeex]]

= it is necessary that the company fires no employee

Even the word only, which seems to be as semantically contentful as any word
can be, has been analyzed as a semantically transparent element which agrees
with a remote covert sentential operator which is semantically contentful [2,18].
On this view, (24a) has the analysis in (24b). 8

(24) a. Mary talked to only John
b. ONLY[F] [Mary talked to only[F] Johnfocus]

Thus, the analysis we propose for BK, therefore, may not be as extraordinary as
it first seems. Note that our account provides a straightforward explanation of
another fact about Vietnamese: this language, just like English, does not allow
ANY under universal modals.9

The readers are invited to verify for themselves that (26), with or without exhaus-
tification, fails to satisfy Licensing.

4 Open issues

It goes without saying that this short squib leaves issues open regarding the
two variants of the Vietnamese NPIs. Here are three. First, when the NP sister
of ANY is modified by a numeral, the ANY phrase is in fact licensed under
universal modals, provided BK is present.10

8 In fact, a bipartite analysis for ONLY has been proposed for Vietnamese [10].
9 Here is the English example.

(25) *John is required to read any book

10 English exhibits the same phenomenon, as pointed out by [8], which acknowledges
it to be an unsolvable problem for the account proposed there.

(27) John is required to read any two books

The fact that in Vietnamese the presence of BK is obligatory might be instructive
as it suggests exhaustification must play a part.
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Second, only BK-ANY allows the “supplementary” use [9].

Third, while both ANY and BK-ANY allow the existential reading in neutral
yes/no questions, only ANY allows this reading in biased yes/no questions.11

Given our hypothesis that BK cooccurs with EXH, the question naturally arises
as to how these phenomena relate to exhaustification.12 We leave this interesting
issue to future research.
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Abstract. Comparatives license the use of negative polarity items
(NPIs) within their than-clause. What exactly constitutes the NPI
licenser in comparatives? In this paper, I argue that it is the very status
of being the standard in a comparison that constitutes the NPI licenser.
Based on Zhang and Ling (2020)’s interval-subtraction-based theory on
comparatives, I show that by serving as the standard in a comparison and
playing the role of subtrahend in a subtraction equation, a than-clause
is inherently downward-entailing. Moreover, it demonstrates strong neg-
ativity like the classical negation operator not does. Therefore, a than-
clause licenses both weak and strong NPIs. Crucially, this NPI licenser is
due to monotonicity projection based on degree semantics (implemented
with intervals), not due to a set-operation-based negation operator.

Keywords: Comparatives · Than-clauses · Negative polarity items ·
Degree semantics · Interval subtraction · Subtrahend · Monotonicity ·
Downward-entailingness · Hierarchy of negativity · Informativeness

1 Introduction

Within the formal semantics literature on comparatives, there have been debates
on whether and how than-clauses/phrases provide a licensing environment for
negative polarity items (NPIs) (see e.g., Hoeksema 1983, von Stechow 1984,
Heim 2006, Giannakidou and Yoon 2010, Alrenga and Kennedy 2014).1

Empirically, as shown in (1)–(5), typical weak NPIs (e.g., any), emphatic
NPIs (or minimizers, e.g., give a penny, could help), and some strong NPIs
(e.g., yet, in weeks) are licensed within than-clauses. Strong NPIs generally
require the licensing from strongly negative-flavored expressions like not or with-
out.
1 I only focus on clausal comparatives and than-clauses in this paper.
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(1) a. Roxy ran faster than any boy did.
b. (i) Roxy didn’t see any boy.

(ii) *Roxy saw any boy.

(2) a. John would sooner roast in hell than give a penny to the charity.
b. (i) John left the world without giving a penny to his son.

(ii) *John left the world with giving a penny to his son.

(3) a. My urge to steal was stronger than I could help.
b. (i) I couldn’t help being so eager to steal.

(ii) *I could help being so eager to steal.

(4) a. It requires better performance than I’ve seen yet.
b. (i) I haven’t read the book yet.

(ii) *I have read the book yet.

(5) a. He made me feel happier than I felt in years.
b. (i) He wasn’t happy in years.

(ii) *He was happy in years.

One prevailing hypothesis is that a than-clause brings a silent negation oper-
ator (e.g., Alrenga and Kennedy 2014). As illustrated in (6), under the canonical
‘A-not-A’ analysis for comparatives (see Schwarzschild 2008 for a review), this
sentence includes a hidden negation, meaning that there exists a degree d such
that Mary is d-tall but John is not d-tall. With this proposal of a hidden nega-
tion operator for a than-clause, it seems a natural consequence that this negation
operator constitutes the NPI licenser for licensing than-clause-internal NPIs.

(6) Mary is taller than John is.
∃d.[ Mary is d-tall ∧¬ John is d-tall ]
� There exists a degree d such that Mary’s height meets or exceeds d
and John’s height doesn’t meet d.

However, this proposal of a silent negation operator is problematic for a few
reasons. First, as pointed out by Giannakidou and Yoon (2010), strong NPIs like
either cannot be licensed within a than-clause, as shown in (7).

(7) a. *Kevin is not tall, and John is taller than Bill is either.
b. (i) Bill is not tall, and I know that John isn’t tall, either.

(ii) *Bill is tall, and I know that John is tall, either.

Moreover, the presence of a hidden negation should lead to scopal ambigu-
ity. However, as illustrated by (8), no scopal ambiguity between negation and
universal quantifier every boy is attested.

(8) Mary is taller than every boy is.
a. #∃d[ Mary is d-tall ∧¬∀x[boy(x) → x is d-tall ]] ¬ > ∀: unattested
b. ∃d[ Mary is d-tall ∧∀x[boy(x) → ¬ x is d-tall ]] ∀ > ¬: �
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Furthermore, whether a than-clause is inherently monotonic (i.e., downward-
or upward-entailing) seems not fully settled, and empirical evidence seems mixed,
against the prediction of those advocating a hidden negation for a than-clause. As
noted by Larson (1988), Schwarzschild and Wilkinson (2002), and Giannakidou
and Yoon (2010), though the downward-entailing (DE) pattern is observed for
(9), (10) shows a clear upward-entailing (UE) pattern. It seems likely that the
monotonicity hinges rather on the kind of quantifiers within a than-clause.

(9) Downward entailment
a. X is taller than every boy is |= X is taller than every blond boy is
b. X is taller than every blond boy is �|= X is taller than every boy is

(10) Upward entailment
a. X is taller than some boy is �|= X is taller than some blond boy is
b. X is taller than some blond boy is |= X is taller than some boy is

However, though the ‘hidden negation’ hypothesis is not empirically favored,
this does not entirely rule out the possibility that a than-clause is still inherently
monotonic and provides an NPI licensing environment (see also Hoeksema 1983).
After all, strong NPIs like in years are licensed within a than-clause (see (5)).

In this paper, I argue that a than-clause indeed creates a DE environment
and thus contributes an NPI licenser. Crucially, it is not a negation operator, but
a degree-based one. Following Zhang and Ling (2020)’s interval-subtraction-
based approach to comparatives, I show that it is the very status of being the
standard in a comparison, i.e., the subtrahend in a subtraction equa-
tion, that makes a than-clause an NPI licenser. The negativity of the subtrahend
is as strong as the negation operator not, allowing a than-clause to license both
weak and strong NPIs (see Zwarts 1981, Hoeksema 1983).

The paper is organized as follows. Section 2 presents Zhang and Ling (2020)’s
interval-subtraction-based approach to comparatives. Section 3 and 5 demon-
strates, respectively, the inherent DE-ness and the strong negativity of the stan-
dard – the subtrahend – in comparatives. Between them, Sect. 4, an interlude,
shows the interplay between a than-clause and its internal quantifiers on mono-
tonicity projection. Then Sect. 6 explains how various NPIs are licensed within
a than-clause. Section 7 provides a further discussion. Section 8 concludes.

2 An Interval-Subtraction-Based Analysis
of Comparatives

Zhang and Ling (2020) (see also Zhang and Ling 2015) is a recent development of
interval-based approaches to comparatives (cf. degree-based approaches, see
Kennedy 1999, Schwarzschild 2008, and Beck 2011 for reviews; see Schwarzschild
and Wilkinson 2002 and Beck 2010 for earlier development of interval-based
approaches to comparatives).

According to Zhang and Ling (2020), comparatives are analyzed as a sub-
traction relation among three definite descriptions (see (11)): two posi-
tions along a scale – representing (i) the standard of comparison (here 3
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The lower bound of difference: y1 − x2

The upper bound of difference: y2 − x1

x1 x2 y1 y2

Subtrahend: [x1, x2] Minuend: [y1, y2]

Fig. 1. The subtraction between two intervals. Here [y1, y2] means the minuend, [x1, x2]
the subtrahend, and the difference between these two intervals is the largest range of
possible differences between any two points in these two intervals, i.e., [y1−x2, y2−x1].

o’clock) and (ii) the measurement associated with the matrix subject (here 5
o’clock) – and the distance (or difference) between them (here two hours).

(11) 5 o’clock is two hours later than 3 o’clock is.
5 o’clock
︸ ︷︷ ︸

Position 1

− 3 o’clock
︸ ︷︷ ︸

Position 2: the standard

= 2 hours
︸ ︷︷ ︸

the distance

(along a scale of time)

Crucially, within the new development of Zhang and Ling (2020), these three
definite descriptions are represented in terms of intervals (i.e., convex sets of
degrees),2 and the relation among them is represented as interval subtraction
(see (12)). The use of intervals and interval arithmetic allows for characterizing
the positions and distance in a generalized way, supporting the expression of
potentially not-very-precise measurements (i.e., positions) on a scale.

As illustrated in Fig. 1, here [y1, y2] and [x1, x2] represent two not-very-
precise positions along the scale, and thus, the shortest distance between these
two positions is the value of y1−x2, while the longest distance between these two
positions is the value of y2−x1 (see Moore 1979 for details of interval arithmetic).

(12) [y1, y2]
︸ ︷︷ ︸

Position 1: minuend

− [x1, x2]
︸ ︷︷ ︸

Position 2: the standard, i.e., subtrahend

= [y1 − x2, y2 − x1]
︸ ︷︷ ︸

the distance: difference

Some examples of interval subtraction are shown in (13). In (13a), the lower
bound of the difference, 2, means the minimum distance between positions [4, 8]

2 A convex totally ordered set P is a totally ordered set such that for any two random
elements a and b belonging to this set P (suppose a ≤ b), any element x such that
a ≤ x ≤ b also belongs to this set P . For example, {x | x > 3} and {x | 3 < x ≤ 5}
are convex sets, i.e., intervals; {x | x < 3 ∨ x > 5} is not a convex set.

Since an interval is a convex set of degrees, an interval like {x | a ≤ x < b} can
be written as [a, b), with a closed lower bound ‘[’ and an open upper bound
‘)’. Intervals like {x | x > a} and {x | x ≤ b} are written as (a, +∞) and (−∞, b],
where +∞ and −∞ mean positive and negative infinity.
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and [1, 2], while the upper bound of the difference, 7, means the maximum dis-
tance between these two positions. [2, 7] stands for an interval of distance (i.e., a
difference) in (13a), but an interval of position (i.e., a subtrahend) in (13b). Inter-
val subtraction can be generalized to intervals involving open and/or unbounded
end points (e.g., (13c)).

(13) a. [4, 8] − [1, 2] = [2, 7]
b. [4, 8] − [2, 7] = [−3, 6] ((13a) vs. (13b): X − Y = Z �|= X − Z = Y )
c. (5,+∞) − [1, 3] = (2,+∞)

Zhang and Ling (2020)’s interval-subtraction-based approach is particularly
suitable for analyzing clausal comparatives that contain both than-clause-
internal quantifiers and numerical differentials, as illustrated by (14).

(14) The giraffe is between 3 and 5 feet taller than every tree is.
� The height of the giraffe falls within the interval I such that

I
︸︷︷︸

Minuend

− [[than every tree is tall]]
︸ ︷︷ ︸

Subtrahend

= [3′, 5′]
︸ ︷︷ ︸

Difference

Intuitively, the standard of comparison here, i.e., [[than every tree is]], cannot
be reduced to a single degree. However, a than-clause is a scope island, so that
the embedded universal quantifier every tree cannot go through quantifier rais-
ing, disallowing the conduction of comparisons between the height of the giraffe
and that of each tree (see e.g., Larson 1988, Schwarzschild and Wilkinson 2002).
Under the interval-subtraction-based approach, a than-clause means a poten-
tially not-very-precise position on a scale. Thus, for (14), [[than every tree is]]
means the interval ranging from the height of the shortest to that of the tallest
tree(s). Based on the formula of interval subtraction (see (12)), the sentence
meaning of a comparative can be derived from the semantics of its than-clause
and the differential. Eventually, only one comparison is performed, but both
the lower and upper bounds of the comparison standard contribute to this
comparison.

Specifically, gradable adjective tall means a relation between an interval I
and an atomic entity x, meaning that the height measure of x falls at the position
represented as interval I along a scale of height (see (15) – (17)). Since an interval
is a convex set of degrees (of type d), the type of intervals is 〈dt〉.
(15) [[tall]]〈dt,et〉

def= λI〈dt〉.λx.height(x) ⊆ I
(height is a measure function of type 〈e, dt〉, taking an atomic entity
as input and returning its measurement along a scale of height, i.e., the
range of markings closest to the top of x.)

(16) Measurement constructions
a. My giraffe is between 19 and 20 feet tall.

height(my giraffe) ⊆ [19′, 20′]
b. I am 6 feet tall. height(I) ⊆ [6′, 6′], or height(I) ⊆ [6′,+∞)

(6 feet can have an ‘at least’ reading or an ‘exactly’ reading.)
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(17) Positive use of adjectives (see e.g., Bartsch and Vennemann 1972)
My giraffe is tall: height(my giraffe) ⊆ ICpos (ICpos: the
context-dependent interval of being tall for a relevant comparison class)

Comparative morpheme -er/more denotes a positive increase, i.e., the
default, most general, positive interval (0,+∞) (see (18)). Like other additive
particles (e.g., another, also), it carries a requirement of additivity: there is a
discourse salient scalar value serving as the base of increase (i.e., standard).

(18) [[-er/more]]〈dt〉
def= (0,+∞) Requirement of additivity:

there is a discourse-salient value serving as the base of increase.

A than-clause is considered a short answer to its corresponding degree ques-
tion. It is derived via (i) a lambda abstraction, which generates a set of intervals,
and (ii) the application of an informativeness-based maximality operator, [[than]],
which picks out the most informative definite interval (see (19) and (20)).3

(19) [[than every tree is tall]]
a. Generating a degree question: λI.∀x[tree(x) → height(x) ⊆ I]
b. Deriving its most informative fragment answer:

ιI[∀x[tree(x) → height(x) ⊆ I]

(20) [[than]]〈〈dt,t〉〉,dt
def= λp〈dt,t〉.ιI[p(I) ∧ ∀I ′[[p(I ′) ∧ I ′ �= I] → I ⊂ I ′]],

[[than]] is defined when ∃I[p(I) ∧ ∀I ′[[p(I ′) ∧ I ′ �= I] → I ⊂ I ′]]

Obviously, [[than Bill is tall]] addresses how tall Bill is, thus amounting to the
height measurement of Bill.4 [[than every tree is tall]] addresses how tall every
tree is, thus amounting to the most informative (i.e., narrowest) interval ranging
from the height of the shortest to the tallest tree(s). Suppose there are three
trees in our context, measuring [3′, 5′], [6′, 10′], and [11′, 13′], respectively. Then
[[than every tree is tall]] amounts to the interval [3′, 13′].

A silent operator is assumed to perform interval subtraction (see (21)). The
inputs are two intervals: Istdd and Idiff, representing the subtrahend and the
difference. The output is a third interval, the one representing the minuend.

(21) [[�]]〈dt,〈dt,dt〉〉
def= λIstdd.λIdiff.ιI[I − Istdd = Idiff]

Thus, for a clausal comparative like (14) (repeated here in (22)), its than-
clause serves as the standard of comparison and plays the role of Istdd (see
(22a)). A numerical differential (here between 3 and 5 feet) restricts the default
positive differential -er (see (22b)). Eventually, matrix-level semantics is derived
via interval subtraction (see (22c)). According to the formula of interval subtrac-
tion (see (12)), (22c) means that the height of my giraffe falls into an interval

3 See also Zhang and Ling (2020) (especially footnote 21 in that paper) for a brief
discussion on the short-answer (or free-relative) view of than-clauses.

4 Evidently, the meaning of a than-clause is distinct from the positive use of gradable
adjectives (see (17)). Mary is taller than Bill is tall does not entail that Bill is tall.
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I ′ such that (i) the lower bound of I ′ minus the height of the tallest tree(s) is 3
feet, and (ii) the upper bound of I ′ minus the height of the shortest tree(s) is 5
feet.

(22) The giraffe is between 3 and 5 feet taller than every tree is. (= (14))
LF of (14): The giraffe is [3′, 5′] . . . -er

︸ ︷︷ ︸

Idiff

� than every tree is tall
︸ ︷︷ ︸

Istdd

tall

a. Istdd = [[than every tree is tall]] = ιI[∀x[tree(x) → height(x) ⊆ I]]
(Roughly, this is an interval from the height of the shortest to that
of the tallest tree(s): [height(shortest-tree),height(tallest-tree)].)5

b. Idiff = [3′, 5′] ∩ (0,+∞) = [3′, 5′]
c. [[(14)]] ⇔ height(my-giraffe) ⊆ ιI ′[I ′ − Istdd = Idiff]

⇔ hght(grf) ⊆ ιI ′[I ′ − ιI[∀x[tree(x) → hght(x) ⊆ I]] = [3′, 5′]]
⇔ hght(grf) ⊆ ιI ′[I ′ − [hght(shortest),hght(tallest)] = [3′, 5′]]
� (i) the lower bound of I ′ minus the height of the tallest tree(s)
is 3 feet, and (ii) the upper bound of I ′ minus the height of the
shortest tree(s) is 5 feet (see (12)).

3 The downward-entailingness of a than-clause

The formula of interval subtraction (see (12), repeated in (23)) crucially underlies
Zhang and Ling (2020)’s interval-subtraction-based approach to comparatives.

The three definite scalar values (in terms of intervals) in a subtraction equa-
tion constrain each other. Thus we can compute the value of the minuend
from the given values of the subtrahend and the difference. In fact, this is how
the matrix-level semantics of a comparative is derived (see (22)): sentence-level
semantics is derived from the meaning of the than-clause and the differential.

Then as shown in (24), we cannot directly apply interval addition to the
subtrahend and the difference to compute the value of the minuend (see Moore
1979 and the illustration in (25)).6 Instead, we need to follow the formula of
interval subtraction. Therefore, as shown in (24b), it is the upper bound of
the subtrahend that contributes to the computation of the lower bound of
the minuend, and it is the lower bound of the subtrahend that contributes
to the computation of the upper bound of the minuend.

5 To facilitate notations, I avoid writing endpoints of height(x) in this kind of cases.
6 Applying an operation on two intervals results in a third interval that represents the

largest possible range of values (see Moore 1979). Here is a general recipe for basic
operations – addition, subtraction, and multiplication:

(i) [x1, x2]〈op〉[y1, y2] = [α, β]
The lower bound of α = min(x1〈op〉y1, x1〈op〉y2, x2〈op〉y1, x2〈op〉y2)
The upper bound of α = max(x1〈op〉y1, x1〈op〉y2, x2〈op〉y1, x2〈op〉y2).
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(23) [y1, y2] − [x1, x2] = [y1 − x2, y2 − x1] Interval subtraction (= (12))

(24) X − [a, b] = [c, d]. Generally speaking, X �= [a + c, b + d]
a. X is undefined if b + c > a + d. (i.e., for X to be defined, the lower

bound of X cannot exceed the upper bound of X.)
b. When defined, X = [b + c, a + d].

the lower bound of X = the upper bound of the subtrahend [a, b]
+ the lower bound of the difference [c, d]

the upper bound of X = the lower bound of the subtrahend [a, b]
+ the upper bound of the difference [c, d]

(25) a. [6, 8] − [3, 4] = [2, 5] Interval subtraction
b. [3, 4] + [2, 5] = [5, 9] Interval addition

An interval means a range of possible values of degrees. Thus, for a given
interval, it becomes less informative (i.e., including more possibilities) if we lower
its lower bound or raise its upper bound, and it becomes more informative (i.e.,
including fewer possibilities) if we lower its upper bound or raise its lower bound.

As a consequence of (24b), raising the upper bound of the subtrahend leads to
a higher lower bound for the minuend, thus decreasing the informativeness of the
subtrahend but increasing the informativeness of the minuend. More generally,
changing an endpoint of the subtrahend always makes the informativeness of the
subtrahend and the minuend change in opposite directions. When the subtrahend
becomes more informative, the minuend becomes less informative, and vice versa.

In this sense, the informativeness of a than-clause (i.e., a subtrahend) always
projects to the matrix-level informativeness (which corresponds to the minuend)
in a reverse way, demonstrating the hallmark of DE-ness (see Fauconnier 1978,
Ladusaw 1979; 1980), as shown in (26) and (27):

(26) Function f is downward-entailing iff ∀x∀y[x entails y → f(y) entails
f(x)].

(27) If Istdd ⊆ I ′
stdd, then ιI ′[I ′ − I ′

stdd = Idiff] ⊆ ιI[I − Istdd = Idiff].
(Here f(K) = ιI ′[I ′ −K = Idiff], and Idiff means a given free variable.)

It is worth noting that this DE-ness is due to the application of interval
subtraction. It is by being the standard of a comparison and playing the
role of subtrahend in interval subtraction that makes a than-clause – the
subtrahend interval Istdd – inherently DE.

Another remark is that the monotonicity and the polarity of the differential
(i.e., Idiff) in a comparative never interfere with the monotonicity projection
from a than-clause to matrix-level semantics (see (27)).

According to Zhang and Ling (2020), the differential of more-than compara-
tives is positive, i.e., a subset of (0,+∞) (see (28a)–(28c)), while the differential
of less-than comparatives is negative, i.e., a subset of (−∞, 0) (see (28d) and
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(28e)). These positive and negative differentials are all definite descriptions of
scalar values, i.e., similar to the value of 4 (or -4 ). The notion of intervals is to
generalize and include both precise and potentially not-very-precise values.7

Both Istdd and Idiff are definite descriptions of intervals, each making inde-
pendent contribution to the derivation of matrix-level semantics. The monotonic-
ity projection from Istdd to the minuend is entirely irrelevant to Idiff (see (27)).
In particular, it is entirely irrelevant to the direction of inequalities – whether
its the minuend or Istdd that meets or exceeds more degrees along a scale (cf.
(6)). The direction of inequalities actually amounts to the polarity of Idiff in
this analysis. Thus, as illustrated in (28) and (29), the pattern of monotonicity
projection is always the same for both more-than and less-than comparatives,
regardless of the monotonicity or polarity of Idiff.

The contrast between (28) and (29) is due to the interplay between the
subtrahend status of a than-clause and than-clause-internal quantifiers (universal
vs. existential). Details of this interplay will be shown in Sect. 4.

(28) Downward entailment for comparatives with various differentials
a. X is more than 2 inches taller than every boy is

|= X is more than 2 inches taller than every fat boy is
(here Idiff = (2,+∞), a positive UE differential:
more than 2 fat boys ran |= more than 2 boys ran)

b. X is at most 3 inches taller than every boy is
|= X is at most 3 inches taller than every fat boy is
(here Idiff = (0, 3], a positive DE differential:
at most 3 boys ran |= at most 3 fat boys ran)

c. X is between 5 and 10 inches taller than every boy is
|= X is between 5 and 10 inches taller than every fat boy is
(here Idiff = [5′, 10′], a positive non-monotonic differential:
between 5 and 10 fat boys ran �|= between 5 and 10 boys ran
between 5 and 10 boys ran �|= between 5 and 10 fat boys ran)

d. X is less tall than every boy is
|= X is less tall than every fat boy is
(here Idiff = (−∞, 0), a negative differential.)

e. X is between 5 and 10 inches less tall than every boy is
|= X is between 5 and 10 inches less tall than every fat boy is
(here Idiff = [−10′,−5′], a negative non-monotonic differential.)

(29) Upward entailment for comparatives with various differentials
a. X is more than 2 inches taller than some fat boy is

|= X is more than 2 inches taller than some boy is
b. X is at most 3 inches taller than some fat boy is

|= X is at most 3 inches taller than some boy is

7 Even for a sentence like Sue is a few inches taller than Tom is, a few inches represents
the measurement of the distance between two positions on a height scale, i.e., the
measurement is a definite item which has a potentially not very precise value.
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c. X is between 5 and 10 inches taller than some fat boy is
|= X is between 5 and 10 inches taller than some boy is

d. X is less tall than some fat boy is
|= X is less tall than some boy is

e. X is between 5 and 10 inches less tall than some fat boy is
|= X is between 5 and 10 inches less tall than some boy is

4 Monotonicity Projection Patterns from a than-clause

As illustrated in (30), the restrictor of universal quantifiers is DE (see (30a)),
and so is the scope of not (see (30b). The interplay between them leads to two
reverses in monotonicity projection and eventually an UE pattern (see (30c)).

(30) a. every dog is cute |= every black dog is cute DE
∵ λx.black-dog(x) ⊆ λx.dog(x) (i.e., [[black dog]] entails [[dog]].)
∴ λP.∀x[black-dog(x) → P (x)] ⊇ λP.∀x[dog(x) → P (x)]
(i.e., Reverse – [[every dog]] entails [[every black dog]].)

b. Bill did not run |= Bill did not run fast DE
∵ λx.run-fast(x) ⊆ λx.run(x) (i.e., [[run fast]] entails [[run]].)
∴ λx.¬run-fast(x) ⊇ λx.¬run(x)
(i.e., Reverse – [[not running]] entails [[not running fast]].)

c. not every black dog is cute |= not every dog is cute UE
λP.¬∀x[black-dog(x) → P (x)] ⊆ λP.¬∀x[dog(x) → P (x)]
(i.e., [[not every black dog]] entails [[not every dog]].)

Similarly, the DE and UE patterns in (9) and (10) are due to the interplay
between the subtrahend status of a than-clause and its internal quantifiers.

In (31), there is a than-clause-internal universal quantifier. Thus the mono-
tonicity projection involves three reverses: (i) from the meaning of a noun
phrase NP to that of every NP ; (ii) from every NP to Istdd, i.e., the most infor-
mative interval including the measurement of every NP; (iii) finally, from Istdd,
the subtrahend, to the matrix-level semantics. Eventually, these three reverses
lead to the DE pattern in (9).

(31) This tree is taller than every animal/giraffe is.
a. Reverse 1: the projection from [[NP]] to [[every NP]]

∵ λx.giraffe(x) ⊆ λx.animal(x) (i.e., [[giraffe]] entails [[animal]].)
∴ λP.∀x[giraffe(x) → P (x)] ⊇ λP.∀x[animal(x) → P (x)]
(i.e., any property P such that ∀x[animal(x) → P (x)]
also makes ∀x[giraffe(x) → P (x)] hold true.)
(i.e., Reverse 1 – [[every animal]] entails [[every giraffe]].)

b. Reverse 2: the projection from [[every NP]] to the than-clause
∵ λI.∀x[grf(x) → hght(x) ⊆ I] ⊇ λI.∀x[anm(x) → hght(x) ⊆ I]
(i.e., any interval I such that ∀x[animal(x) → height(x) ⊆ I]
also makes ∀x[giraffe(x) → height(x) ⊆ I] hold true.)
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∴ ιI[∀x[grf(x) → hght(x) ⊆ I]] ⊆ ιI ′[∀x[anm(x) → hght(x) ⊆ I ′]]
(i.e., the most informative interval I s.t. ∀x[grf(x) → hght(x) ⊆ I]
is not less informative than the most informative interval I ′ s.t.
∀x[animal(x) → height(x) ⊆ I ′].)
(i.e., Reverse 2 –[[than every giraffe is (tall)]] entails
[[than every animal is (tall)]].)

c. Reverse 3: the projection from Istdd to sentence meaning
∵ [[than every giraffe is (tall)]] ⊆ [[than every animal is (tall)]]
∴ ιIminuend[Iminuend − ιI[∀x[giraffe(x) → height(x) ⊆ I]] = Idiff] ⊇
ιI ′

minuend[I
′
minuend − ιI ′[∀x[animal(x) → height(x) ⊆ I ′]] = Idiff]

(i.e., Reverse 3 – [[taller than every animal is]] entails
[[taller than every giraffe is]].)

In (32), there is a than-clause-internal existential quantifier. The mono-
tonicity projection from NP to some NP is straightforward. Then the projection
involves two reverses: (i) from some NP to Istdd; (ii) from Istdd to the matrix-
level semantics. Eventually, these two reverses lead to the UE pattern in (10).

(32) This tree is taller than some animal/giraffe is.
a. the projection from [[NP]] to [[some NP]]

∵ λx.giraffe(x) ⊆ λx.animal(x)
(i.e., [[giraffe]] entails [[animal]].)
∴ λP.∃x[giraffe(x) ∧ P (x)] ⊆ λP.∃x[animal(x) ∧ P (x)]
(i.e., any property P such that ∃x[giraffe(x) ∧ P (x)]
also makes ∃x[animal(x) ∧ P (x)] hold true.)
(i.e., [[some giraffe]] entails [[some animal]].)

b. Reverse 1: the projection from [[some NP]] to the than-clause
∵ λP.∃x[giraffe(x) ∧ P (x)] ⊆ λP.∃x[animal(x) ∧ P (x)]
∴ for each most informative interval I s.t. ∃x[grf(x)∧hght(x) ⊆ I],
there must exist an interval I ′ s.t. ∃x[anm(x) ∧ hght(x) ⊆ I ′]
and I ′ is not less informative than I.
(i.e., Reverse 1 – [[than some animal is (tall)]] entails
[[than some giraffe is (tall)]].)

c. Reverse 2: the projection from Istdd to sentence meaning
∵ [[than some animal is (tall)]] ⊆ [[than some giraffe is (tall)]]
∴ ιIminuend[Iminuend − ιI[∃x[giraffe(x) ∧ height(x) ⊆ I]] = Idiff] ⊆
ιI ′

minuend[I
′
minuend − ιI ′[∃x[animal(x) ∧ height(x) ⊆ I ′]] = Idiff]

(i.e., Reverse 2 – [[taller than some giraffe is]] entails
[[taller than some animal is]].)

5 The Strong Negativity of a than-clause

Within the literature on NPIs, it has been widely acknowledged since Zwarts
(1981) that not all NPIs have the same requirement for their licensing envi-
ronment. Zwarts (1981) (see also Zwarts 1998) classifies negative-flavored
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environments into three levels – downward-entailing, anti-additive, and
anti-morphic (see (33) and (34)) – and proposes that the licensing of strong
NPIs (cf. weak NPIs) requires an environment that is higher on this hierarchy.

Section 3 shows that due to its subtrahend status in a subtraction equation,
a than-clause is by nature DE. Here I show that a subtrahend also satisfies the
requirements in (33) and (34). Thus a than-clause is anti-morphic, demonstrating
strong negativity like classical negation operator not does.

(33) Function f is anti-additive iff ∀x∀y[f(x ∨ y) = f(x) ∧ f(y)].

(34) Function f is anti-morphic iff it is anti-additive and anti-multiplicative.
Function f is anti-multiplicative iff ∀x∀y[f(x ∧ y) = f(x) ∨ f(y)].

To show that the subtrahend status of a than-clause is anti-additive, I follow
the recipe of interval subtraction (see (12)) to prove the equivalence in (35).

(35) ιI[I − [a1, b1] ∪ [a2, b2] = [c, d]]
︸ ︷︷ ︸

f(x∨y)

= ιI[I − [a1, b1] = [c, d]] ∩ ιI[I − [a2, b2] = [c, d]]
︸ ︷︷ ︸

f(x)∧f(y)

(Suppose all these intervals are defined, i.e., a1 < b1, a2 < b2, and c < d.)

I adopt Moore (1979)’s definition for the intesection and union operations
on two intervals. As shown in (36), for two intervals [a1, b1] and [a2, b2], if their
intersection interval is non-empty (i.e., not the case that a1 > b2 or a2 > b1),
then their intersection is again an interval – essentially the overlap between the
two input intervals. Similarly, as shown in (37), if there is overlap between two
intervals, then the union of the two intervals is also an interval – essentially the
entire interval including all the elements in the two input intervals. Evidently,
these two operations on intervals are parallel to those defined on sets.

(36) [a1, b1] ∩ [a2, b2] = [max(a1, a2),min(b1, b2)] Interval intersection
(Defined when their intersection is non-empty.)

(37) [a1, b1] ∪ [a2, b2] = [min(a1, a2),max(b1, b2)] Interval union
(Defined when their intersection is non-empty.)

Thus, (38) and (39) show the derivation for the left and right part of (35),
respectively. Together, they prove the anti-additivity of the subtrahend status.

(38) ιI[I − [a1, b1] ∪ [a2, b2] = [c, d]]
= ιI[I − [min(a1, a2),max(b1, b2)] = [c, d]]
= [max(b1, b2) + c,min(a1, a2) + d]
(defined when max(b1, b2) + c < min(a1, a2) + d.)
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(39) ιI[I − [a1, b1] = [c, d]] ∩ ιI[I − [a2, b2] = [c, d]]
= [b1 + c, a1 + d] ∩ [b2 + c, a2 + d]
= [max(b1, b2) + c,min(a1, a2) + d]
(defined when max(b1, b2) + c < min(a1, a2) + d.)8

To show that the subtrahend status of a than-clause is also anti-multiplicative
(see (34)), I also use interval subtraction to prove the equivalence in (40).

(40) ιI[I − [a1, b1] ∩ [a2, b2] = [c, d]]
︸ ︷︷ ︸

f(x∧y)

= ιI[I − [a1, b1] = [c, d]] ∪ ιI[I − [a2, b2] = [c, d]]
︸ ︷︷ ︸

f(x)∨f(y)

(41) and (42) show the derivation for the left and right part of (40), respec-
tively. Together, they prove the anti-multiplicativity of the subtrahend status.

(41) ιI[I − [a1, b1] ∩ [a2, b2] = [c, d]]
= ιI[I − [max(a1, a2),min(b1, b2)] = [c, d]]
= [min(b1, b2) + c,max(a1, a2) + d]
(defined when min(b1, b2) + c < max(a1, a2) + d.)

(42) ιI[I − [a1, b1] = [c, d]] ∪ ιI[I − [a2, b2] = [c, d]]
= [b1 + c, a1 + d] ∪ [b2 + c, a2 + d]
= [min(b1, b2) + c,max(a1, a2) + d]
(defined when b1 + c < a1 + d, and b2 + c < a2 + d.) 9

(35) and (40) both hold true, indicating that the subtrahend in an interval
subtraction equation is both anti-additive and anti-multiplicative.10 Thus the
subtrahend status is anti-morphic, demonstrating a negativity as strong as the

8 Obviously, as far as [max(b1, b2)+c,min(a1, a2)+d] is defined, i.e., max(b1, b2)+c <
min(a1, a2) + d, then it must be the case that b1 + c < a1 + d, and b2 + c < a2 + d,
i.e., [b1 + c, a1 + d] and [b2 + c, a2 + d] are defined.

Moreover, it must be the case that b2 + c < a1 + d and b1 + c < a2 + d, i.e., the
intersection between the intervals [b1 + c, a1 + d] and [b2 + c, a2 + d] is non-empty.

9 As fas as b1 + c < a1 + d and b2 + c < a2 + d (i.e., [b1 + c, a1 + d] and [b2 + c, a2 + d]
are both defined), it must be the case that min(b1, b2) + c < max(a1, a2) + d.

10 Here are two concrete examples illustrating (35) and (40). Suppose [a1, b1] = [1, 3];
[a2, b2] = [2, 4]; [c, d] = [1, 7], then [a1, b1] ∪ [a2, b2] = [1, 4]; [a1, b1] ∩ [a2, b2] = [2, 3].

(i) For the left of (35), ιI[I − [a1, b1] ∪ [a2, b2] = [c, d]]. Thus the unique I is [5, 8].
For the right of (35), the intersection between ιI[I − [a1, b1] = [c, d]] and ιI[I −
[a2, b2] = [c, d]] amounts to intersecting [4, 8] and [5, 9], which is also [5, 8].

(ii) For the left of (40), ιI[I − [a1, b1] ∩ [a2, b2] = [c, d]]. Thus the unique I is [4, 9].
For the right of (40), the union of ιI[I−[a1, b1] = [c, d]] and ιI[I−[a2, b2] = [c, d]]
amounts to the union of [4, 8] and [5, 9], which is also [4, 9].
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classical negation operator not.11 Therefore, by playing the role of subtrahend
in an interval subtraction, a than-clause is by nature strongly negative-flavored.

Just like the inherent DE-ness of a than-clause is due to interval subtraction,
its anti-additivity and anti-multiplicativity are also based on degree semantics
implemented with interval arithmetic. The inference patterns with regard to
than-clause-internal DPs are distinct from (35) and (40).

As shown in (43) and (44), it seems that the interpretation of comparatives
is anti-additive, but not anti-multiplicative (see also Hoeksema 1983). These
patterns are due to both (i) the subtrahend status of a than-clause and (ii)
the analysis of a than-clause as the short answer to its corresponding degree
question (see (19)). Suppose the most informative intervals standing for the
heights of A and B are [a1, b1] and [a2, b2], respectively. As shown in (45), both
than A or B is (tall) and than A and B are (tall) are analyzed as the interval
[min(a1, a2),max(b1, b2)].12 For (45b), since the individual variable of a gradable
adjective is an atomic entity (see (15)), I assume a distributivity operator, dist,
in deriving [[than A and B are tall]]. Eventually, this analysis of than A and B
are (tall) makes the left part of (44a) equal to ‘X is taller than A is ∧ X is taller
than B is’ (see (43)) and thus more informative than the right part of (44a).

(43) X is taller than A or B is ↔ X is taller than A is ∧ X is taller than B is

(44) a. X is taller than A and B are (↔ X is taller than A or B is)
→ X is taller than A is ∨ X is taller than B is

b. X is taller than A is ∨ X is taller than B is
�→ X is taller than A and B are

11 Not is also anti-morphic, as illustrated by (i):

(i) a. Mary didn’t run → Mary didn’t run fast
b. Mary didn’t sing or dance ↔ Mary didn’t sing ∧ Mary didn’t dance
c. Mary didn’t sing and dance ↔ Mary didn’t sing ∨ Mary didn’t dance .

12 The equivalence between [[than A or B is tall]] and [[than A and B are tall]] means
that degree questions how tall is A or B and how tall are A and B have the same
short answer. This is intuitively right, as suggested by analogous examples in (i):

(i) Context: A ate an orange. B ate an apple. C ate a peach.
a. – What did A, B, or C eat? – A piece of fruit (� a range of items)
b. – What did (each of) A, B, and C eat? – A piece of fruit (� a range) .
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(45) [[than A is tall]] = [a1, b1], and [[than B is tall]] = [a2, b2]
a. [[than A or B is tall]] = [min(a1, a2),max(b1, b2)]
b. [[than A and B are dist tall]] = [min(a1, a2),max(b1, b2)]

(dist def= λXe.λP〈et〉.∀x[x �atom X → P (x)])
� ∀x[x �atom A ⊕ B → height(x) ⊆ [min(a1, a2),max(b1, b2)]] 13

The DE-ness and anti-additivity of clausal comparatives have previously been
demonstrated by Hoeksema (1983). Here based on Zhang and Ling (2020)’s
interval-subtraction-based analysis of comparatives, I further pin down the
source of the DE-ness and anti-additivity in clausal comparatives: it is the sub-
trahend status of their than-clause. Moreover, I show that the negativity of the
subtrahend status is actually as strong as that of classical negation operator not,
reaching the highest level of Zwarts’ hierarchy.

6 NPI Licensing by a Than-Clause

How are weak and strong NPIs licensed within a than-clause? The brief answer
is that as a subtrahend, a than-clause is strongly negative-flavored, naturally
creating an NPI-licensing environment. NPIs are thus licensed in both more-
than and less-than comparatives (see naturally occurring examples of less-than
comparatives in (46) and (47) and more-than comparatives in (1)–(5)).

(46) Millennials have less money than any other generation did at their age.14

(47) . . . , executives’ views on the current global economy and expectations of
future global growth are less favorable than they have been in years.15

Specifically, as illustrated in (48), weak NPI any is analyzed as a narrow-
scope, non-deictic indefinite (see also Giannakidou 2011). It is distinct from
a genuine deictic indefinite (e.g., some boy) in the sense that its narrow-scope
reading is compulsory (see Barker 2018 on the scoping behavior of NPIs), so that
a dynamic update with this non-deictic indefinite cannot be non-deterministic.

13 With the use of this distributivity operator, dist, evidently, for measurement con-
structions and the positive use of gradable adjectives (see (16) and (17)), the follow-
ing inference patterns hold, which are consistent with our intuition: (i) John and Bill
are between 5.9 and 6.2 feet tall |= John is between 5.9 and 6.2 feet tall; (ii) John
and Bill are tall |= John is tall. Nevertheless, the interval [[than A is tall]] entails
(i.e., is a subset of) the interval [[than A and B are dist tall]] (see (45b)).

14 https://www.businessinsider.in/millennials-have-less-money-than-any-other-generat
ion-did-at-their-age-but-youd-never-guess-it-from-the-way-theyre-flaunting-their-mo
ney-on-dating-apps/articleshow/69379306.cms.

15 https://www.mckinsey.com/business-functions/strategy-and-corporate-finance/our-
insights/economic-conditions-snapshot-september-2019-mckinsey-global-survey-res
ults.

https://www.businessinsider.in/millennials-have-less-money-than-any-other-generation-did-at-their-age-but-youd-never-guess-it-from-the-way-theyre-flaunting-their-money-on-dating-apps/articleshow/69379306.cms
https://www.businessinsider.in/millennials-have-less-money-than-any-other-generation-did-at-their-age-but-youd-never-guess-it-from-the-way-theyre-flaunting-their-money-on-dating-apps/articleshow/69379306.cms
https://www.businessinsider.in/millennials-have-less-money-than-any-other-generation-did-at-their-age-but-youd-never-guess-it-from-the-way-theyre-flaunting-their-money-on-dating-apps/articleshow/69379306.cms
https://www.mckinsey.com/business-functions/strategy-and-corporate-finance/our-insights/economic-conditions-snapshot-september-2019-mckinsey-global-survey-results
https://www.mckinsey.com/business-functions/strategy-and-corporate-finance/our-insights/economic-conditions-snapshot-september-2019-mckinsey-global-survey-results
https://www.mckinsey.com/business-functions/strategy-and-corporate-finance/our-insights/economic-conditions-snapshot-september-2019-mckinsey-global-survey-results
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Roughly, any boy means a random, very vague or low informative boy
conceptualized from the contextually relevant set of individuals.16

Thus as shown in (48a), the than-clause amounts to addressing the speed of a
random boy in the context, denoting the most informative interval I ′ such that
the speed of a random boy (among X, Y, and Z) falls within I ′: i.e., the interval
of speed ranging from the slowest to the fastest boy’s speed, which is the interval
[6.7 m/s, 7.8 m/s]. The than-clause serves as the standard of comparison. Then
with the value of Idiff (here [0.1 m/s,+∞)), the matrix-level meaning can be
thus derived via interval subtraction.

(48) (Context: Roxy ran at a speed of 8 ± 0.1 m/s, and the boys – X, Y, and
Z – ran at a speed of 6.7 m/s, 7.2 m/s, and 7.8 m/s, respectively.)
Roxy ran (at least 0.1 m/s) faster than any boy did. (= (1a))
LF: Roxy ran at least 0.1 m/s . . . -er

︸ ︷︷ ︸

Idiff

� than any boy did run fast
︸ ︷︷ ︸

Istdd

fast

a. Istdd = [[than any boy did run fast]]
= [[than a random boy (among X, Y, and Z) did run fast]]
i.e., the interval ranging from the slowest to the fastest boy’s speed
(see also (45a)), which is [6.7 m/s, 7.8 m/s] under the given context.

b. Idiff = [0.1 m/s,+∞) ∩ (0,+∞) = [0.1 m/s,+∞)
c. speed(Roxy) ⊆ ιI[I − ιI ′[speed(a-random-boy) ⊆ I ′]

︸ ︷︷ ︸

=[6.7 m/s,7.8 m/s]

= [0.1 m/s, +∞)]

︸ ︷︷ ︸

=[7.9 m/s,+∞) (see (12))

The licensing and interpretation of emphatic and strong NPIs are similar, as
sketched below. Emphatic NPIs contribute a narrow-scope, non-deictic, scalar-
related item: i.e., they can be interpreted as a random item conceptualized
from an ordered set (of actions, times, etc). Then in interpreting a than-clause,
an interval – a range of measures – is yielded from the use of such an NPI.

In (49), give a penny, a minimizer (or emphatic NPI), can be considered a
random action, a notion abstracted from an ordered set of actions (along a
contextually relevant scale such as effort amount, generosity, willingness, etc),
and a (lower or upper) bound of this ordered set is give a penny.

In this would sooner . . . than sentence, the comparison is performed along a
scale of willingness. Thus, the than-clause means a right-bounded interval, i.e.,
(. . . ,willingness(give-a-penny)], and serves as Istdd in this comparative.17

16 In terms of dynamic semantics, we can consider any boy an introduced variable that
(i) only exists very locally, taking narrow scope, and (ii) is vague in the sense that
it only carries non-distinctive restrictions that hold true for all and each specific
individual in the relevant set (e.g., here boy(x) and speed(x) ⊆ [6.7 m/s, 7.8 m/s]).

17 Why does give a penny correspond to the upper bound of an interval of willingness?
I assume this is due to the meaning postulate of this idiomatic expression. This
expression should also correspond to the lower bound of an interval of effort amount
or generosity (e.g., John didn’t give a penny means that John didn’t even make the
least effort or show the least generosity). In our world knowledge, larger effort should
correlate with less willingness and more generosity.
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(49) He would sooner roast in hell than give a penny to others. (≈ (2a))
a. [[give a penny]]

� a random action abstracted from a set of actions (ordered along
a certain scale, e.g., effort amount, generosity, willingness), ‘give a
penny’ representing a (lower or upper) bound of this set
(i.e., any action that is at least/most like ‘give a penny’)

b. [[than he would like to give a penny to others]]
= (. . . ,willingness(give-a-penny)]

Similarly, in (50), could help can be considered a random action abstracted
from an ordered set of actions (along a scale of self-control strength, or a scale
of difficulty for resisting an urge). Eventually, the comparison here is performed
along a scale of self-control strength, and the use of could help leads to a right-
bounded interval in interpreting than I could help.18

(50) My urge to steal was stronger than I could help. (= (3a))
a. [[could help]] � a random action from a set of actions (ordered along

a certain scale, e.g., self-control strength)
b. [[than the urge I could help is strong]]

= (. . . , the largest value of my self-control strength]

For (51) and (52), strong NPIs yet and in years express a very vague range
of time. From the semantics of yet, we only know that this range of time is right-
bounded (see (51a)). From the semantics of in years, we only know that this
range of time is measured with the unit of years (see (52a)). Intuitively, both yet
and in years suggest a long time. The use of yet or in years presumably rules
out the existence of some deictic time point/interval. The than-clauses convey a
range of performance quality or happiness within these vague ranges of time.

(51) It requires better performance than I’ve seen yet. (= (4a))
a. [[yet]] � a vague range of time: (. . . , an unspecified reference time]
b. [[than the performances I’ve seen yet are good]]

≈ [the lowest quality of all performances I’ve seen,
the highest quality of all performances I’ve seen]

18 According to the interval-subtraction-based analysis, Istdd in more-than compara-
tives needs to be right-bounded, but Istdd in less-than comparatives needs to be
left-bounded. Therefore, for more-than comparatives in (49) and (50), the two Istdd
(along the scales of willingness and self-control strength) should be right-bounded.
For a less-than comparative like he did less than give a penny to his son, Istdd has
to be left-bounded (e.g., along a scale of effort amount).
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(52) He made me feel happier than I felt in years. (= (5a))
a. [[in years]]

� a vague range of time measured with the unit of years: (. . . , . . .)
b. [[than I felt happy in years]]

≈ [the lowest degree of my happiness over a long time,
the highest degree of my happiness over a long time]

For the cases of NPIs licensed by classical negation operator not (see (53)),
the low informativeness of NPIs is directly flipped by the operation of nega-
tion. As shown in (48)–(52), for the cases of than-clause-internal NPIs, the low
informativeness of these NPIs leads to low informative intervals that serve as
comparison standard, and then it is during interval subtraction that low infor-
mativeness gets flipped into high informativeness at the matrix level.

(53) a. Roxy didn’t see any boy.
� No boy was seen by Roxy.

b. He left the world without giving a penny to his son.
� No action, not even the least effort-demanding one, accompanied
his leaving the world.

c. I couldn’t help laughing.
� Laughing was beyond my self-control.

d. I haven’t read the book yet.
� At no time have I read the book.

e. He wasn’t happy in years.
� At no time was he happy.

In sum, NPIs convey a random, low informative, non-deictic item, which can
be a deficient indefinite or a very uninformative range of time (see Giannaki-
dou 2011 on the deficiency of NPIs). NPI licensers make use of them in a way
that flips informativeness, i.e., projecting the low informativeness of NPIs to
sentential-level meaning and, meanwhile, flipping low informativeness into high
informativeness. The subtrahend status of a than-clause plays exactly this role
in flipping informativeness, thus licensing NPIs.

7 Discussion

The current paper is innovative in addressing the monotonicity projection
resulted from the operation of interval subtraction. Thus, the subtrahend status
of a than-clause makes it a degree-semantics-based NPI licenser. As mentioned
earlier, the basic view of Hoeksema (1983) is maintained: i.e., comparatives are
DE and anti-additive. The current paper further strengthens and pinpoints this
view, showing that due to its subtrahend status, the negativity of the comparison
standard is actually as strong as that of classical negation operator not.

Previously, Giannakidou and Yoon (2010) argues that comparatives do not
contain a DE operator that can license NPIs. Their analysis is problematic in
a few respects. First, as I have shown throughout the paper, comparatives do
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contain a DE operator. It is the subtrahend status of the than-clause. However,
distinct from the classical, set-operation-based, negation operator, the subtra-
hend status gets its negative flavor from the operation of interval subtraction.

Second, according to Giannakidou and Yoon (2010), only weak NPIs, but not
strong NPIs, can be licensed in a non-DE environment (such as comparatives)
via a rescuing mechanism. They also analyze English minimizers like give a
penny as weak NPIs. However, empirical data like (4), (5), and (47) (a naturally
occurring example) show that English strong NPIs like yet and in years are also
licensed within a than-clause. Thus even if weak NPIs might not rely on a DE
environment for licensing, we still need to explain why some strong NPIs are
nevertheless licensed within a than-clause.

Third, Giannakidou and Yoon (2010) suggests that than-clause-internal any
is likely to be a free choice item (FCI), not an NPI, and as a consequence,
than-clause-internal any does not need a DE environment for licensing. This is
suspicious for two reasons (see also Aloni and Roelofsen 2014 for discussion).

(i) First, FCI any is ill-formed in both positive and negative episodic sen-
tences, and FCI any has its own licensing environments, such as modal state-
ments (see (54)). Then it becomes puzzling why any is grammatical in an embed-
ded episodic than-clause, as shown in (1a) (repeated here as (55)). If, as claimed
by Giannakidou and Yoon (2010), the than-clause is not negative-flavored, then
any should simply be ruled out in (55), no matter it is an NPI or an FCI.

(54) a. *Anyone ate. � FCI any : ill-formed in positive episodic sentences
b. *Anyone didn’t eat.

� FCI any : ill-formed in negative episodic sentences
c. Anyone can eat. � FCI any : licensed in modal statements

(55) a. Roxy ran faster than any boy did (yesterday). (= (1a))

(ii) Second, according to Giannakidou and Yoon (2010), than-clause-internal
any can be modified by almost, suggesting that it is FCI any, not NPI any
(see the contrast in (56)). However, it is questionable whether the use of
almost is a great test for distinguishing FCI and NPI any, and the empiri-
cal evidence is not as clear-cut as shown in (56) (which repeat Giannakidou
and Yoon 2010’s (51)). On the one hand, naturally occurring examples from
Corpus of Contemporary American English (CoCA, Davies 2008) show that NPI
any can be compatible with the modification of almost (see (57)). On the other
hand, Kadmon and Landman (1993) argue for a unified account for NPI and
FCI any.

(56) a. Mary wrote more articles than almost any professor suggested.
b. ??Mary didn’t buy almost any book.

(57) a. BA and BS aren’t worth almost anything now . . .
b. These people, they don’t have almost anything.
c. . . . they didn’t get almost anything that they wanted.

https://www.english-corpora.org/coca/
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Taken together, these provide evidence showing that it is questionable to
analyze than-clause-internal any (see (1a)/(55)) as FCI.

A further issue raised by the analysis of Giannakidou and Yoon (2010) is on
either. According to Giannakidou and Yoon (2010), either is a genuine strong
NPI in English, and it cannot be licensed within a than-clause (see (7a), repeated
here as (58)). Indeed, either can only appear in sentences containing classical
negative words like not, no one, never, etc. However, I tend to think that the
semantics of either is largely different from NPIs like any, give a penny, could
help, yet, in years, etc. Intuitively, the ungrammatical use of either in positive
sentences (see (7b-ii), repeated here as (59)) is much more similar to the ungram-
matical use of too in negative sentences (see (60b)) than to an unlicensed NPI.
If too is not analyzed as a positive polarity item (PPI), why do we need to
analyze either as an NPI? After all, the interpretation of other NPI phenomena
involves monotonicity projection and downward inferences, introducing narrow-
scope, non-deictic variables, or triggering strengthening implications, but the
interpretation of either does not involve any of these.

(58) *Kevin is not tall, and John is taller than Bill is either. (= (7a))

(59) *Bill is tall, and I know that John is tall, either. (= (7b-ii))

(60) a. Mary came. I know that Bill came, too.
b. *Mary didn’t came. I know that Bill didn’t came, too.

The current analysis on NPI licensing in comparatives is rooted in Ladu-
saw’s and Zwarts’ theories on DE-ness and negativity: NPI phenomena mark
downward inferences. The current analysis is also compatible with three other
influential theories of NPI phenomena.

Specifically, my sketched analysis of NPIs as narrow-scope, low informative,
non-deictic items captures the essence of Giannakidou’s non-veridicality theory
of NPIs (see Giannakidou 2011 for a review): NPIs are distinct from genuine
indefinites in that there is no projectable existential force.

Then the communicative value of NPIs in my analysis is consistent with
Kadmon and Landman (1993)’s view that NPI licensing triggers strengthening
implications: NPIs convey locally low informativeness, but this low informative-
ness is eventually flipped into high informativeness by DE operators.

Finally, according to Barker (2018)’s scope-marking theory, NPIs signal that
an indefinite is taking narrow scope, and the narrow-scope reading is more infor-
mative than a wide-scope reading. This view captures our intuition that NPIs
seem to be interpreted as locally existential, but globally universal (see (61)).
Therefore, Barker (2018) provides a generalized view for the universal flavor of
NPIs. My analysis of than-clause-internal any as NPI any is thus a special case.
There is no need to attribute this universal flavor to an FCI-any account.
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(61) Mary didn’t see any cat. (cf. ∃x[cat(x) ∧ ¬see(Mary, x)] – ∃ > ¬)
a. ¬∃x[cat(x) ∧ see(Mary, x)] ¬ > ∃
b. ∀x[cat(x) → ¬see(Mary, x)] ∀ > ¬

Among the core issues on NPIs, compositionality has not been much
addressed in the current paper. I analyze the meaning of a than-clause as a
definite, most informative scalar value (in terms of an interval) that is the short
answer to a corresponding degree question. However, I haven’t gone into the com-
positional details of a comparative containing than-clause-internal NPIs. Strong
NPIs cannot be used in wh-questions or degree questions. Thus, a plausible
derivation scheme should involve a delayed evaluation mechanism in interpret-
ing a than-clause that contains NPIs (see Barker and Shan 2014, Zhang 2020 for
relevant discussions on the evaluation order in NPI licensing and the composi-
tional issue of than-clause-internal quantifiers). This is left for future research.

Another issue worth mentioning is how the current analysis can be extended
to account for NPI licensing in phrasal comparatives (e.g., phrasal compara-
tives in Greek/English, Japanese yori -comparatives, Chinese b̌ı-comparatives).
Cross-linguistically, these constructions do not necessarily demonstrate the same
pattern with regard to licensing than-phrase-internal NPIs. Besides, I suspect
that emphatic and strong NPIs like give a penny and in years simply cannot be
used in phrasal comparatives, due to syntactic reasons. A full investigation is
also left for another occasion.

8 Conclusion

With the use of an existing, independently motivated analysis of comparatives
(i.e., Zhang and Ling 2020’s interval-subtraction-based analysis), I have shown
that by serving as the standard in a comparison and playing the role of sub-
trahend in a subtraction equation, a than-clause is by nature strongly negative-
flavored. The subtrahend status is downward-entailing, anti-additive, and anti-
morphic, flipping the informativeness of an interval standing for the subtrahend.
Therefore, a than-clause is a natural NPI licenser.

The current analysis has profound implications for theories of NPIs and NPI
licensing, especially with regard to how NPIs are composed and evaluated with
other parts of a sentence. There is still much left for future research.
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