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Preface

In 2020, the annual congress of the German Academic Association for Production 
Technology (WGP) will be held as a Webinar from September 23th to 24th under 
the slogan “Production at its limits – shaping change through innovation”. The 
WGP is hosting its annual congress for the 10th time in a row.

On behalf of the WGP, the organizing institutes are looking forward to exciting 
discussions with experts from research.

Production research permanently shifts the boundaries of what is feasible. 
Under the slogan “Production at its limits”, the contributions show production pro-
cesses that advance into new areas in terms of methodology, use of resources or 
interdisciplinary.

But where does the search for new borders lead to? Which borders do we still 
have to cross, which ones do we prefer not to cross?

The focus of the congress is on production processes in border areas related 
to extreme velocity, size, accuracy, methodology, use of resources and interdisci-
plinarity. Challenges from the fields of forming machines and processes, cutting 
machines and processes, additive processes, automated assembly and robotics, 
machine learning and management sciences will be addressed.

The conference transcript summarizes the contributions from production sci-
ence and industrial research. They provide the readership with an overview of cur-
rent trends in production research and give an insight into ongoing research by the 
German Academic Association for Production Technology.

We wish all participants an interesting and inspiring WGP annual congress.

September 2020

Prof. B.-A. Behrens Prof. A. Brosius Prof. W. Hintze

Prof. S. Ihlenfeldt
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Abstract.  The near-surface layer of forging tools is repeatedly exposed to high 
thermal and mechanical loading during industrial use. For the assessment of 
wear resistance of tool steels, in previous work thermal cyclic loading tests 
were carried out to investigate changes in hardness. However, actual results of 
time-temperature-austenitisation (TTA) tests with mechanical stress superposi-
tion demonstrated a distinct reduction of the austenitisation start temperature 
indicating a change in the occurence of tempering and martensitc re-hardening 
effects during forging. Therefore, the superposition of a mechanical compres-
sion stress to the thermal cyclic loading experiments is of high interest. Tests 
are carried out in this study to analyse hardness evolution of the tool steel H11 
(1.2343) under consideration of forging process conditions. The results show 
that the application of compression stresses on the specimen during the temper-
ature cycles is able to restrict tempering effects while increasing the amount of 
martensitic re-hardening.

Keywords:  Forging · Tool hardness · Phase transformation · Wear estimation · 
Martensitic re-hardening · Tempering

1  Introduction

High workpiece temperatures of up to 1250 °C during forging steel result in excessive 
heating of the surface layer of the forging tools [1]. Numerous investigations show 
that high surface temperatures in combination with strong cooling due to spray cool-
ing lead to a structural change in the tool surface layer [2]. By this means, micro-
structural changes are caused leading to tool hardness changes depending mainly on 
the tool alloy, the maximum tool temperature and the cooling conditions [3] increas-
ing the risk of tool failure or tool deformations [4]. However, recent studies have also 
proven, that mechanical stress strongly influences the austenitisation-behaviour of 
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hot work steels enabling the occurrence of martensitic re-hardening [5]. In general, 
 hardness-changes have a decisive influence on the wear behaviour and thus on the tool 
life [6]. In each forging cycle the tools are exposed to a combination of thermal and 
mechanical stresses [7]. Statistical investigations on forging dies show that the main 
cause of failure of forging tools is due to approx. 70% abrasive wear and approx. 25% 
mechanical cracking [8]. In industrial practice, the type of damage is strongly depend-
ent on the existing stress collectives. For example, increased wear appears due to ther-
mally induced micro-cracks and abrasion in the tool surface [9]. The growth of tool 
wear also leads to geometric deviations and a reduction in component quality, which 
contradicts the demand for near-net-shape production and consistent product quality. 
In case of a significant wear progress or a tool breakage, high setup costs are incurred 
in addition to the costly production of new tools. Therefore, reliable information about 
the expected tool life is necessary for economical process control and the schedul-
ing of set-up times. Moreover, for the design of wear-optimised tools a realistic pre-
diction of the expected tool wear as a function of the forging cycles is required. In 
addition to the work of Klassen et al. [5], time-temperature-austenitisation (TTA) tests 
with mechanical stress superposition were carried out by Behrens et al. [10]. By var-
ying the compression load between 30% and 80% of the elastic limit kf0 determined 
at 900 °C of hardened H11 tool steel, a distinct reduction of the Ac1 temperature of 
approx. 40 °C was detected as shown in Fig. 1-A for every heating rate tested. The 
Ac1 temperature of a tool steel is of high interest for its wear behaviour because at 
this temperature the phase transformation to austenite starts, which is retransformed 
to even harder martensite during the tool cooling [11]. In the context of this study, 
this effect is referred to as (martensitic) re-hardening. An exemplary application of the 
data from Behrens et al. [10] via an UPSTNO subroutine in the finite element soft-
ware Simufact.forming 16 is presented in Fig. 1-B, indicating the area of a forging 
tool where the Ac1 temperature is exceeded during the forging process. Including the 
consideration of mechanical stress on the Ac1 temperature, the area, where martensitic 
re-hardening effects are expected (Tprocess > Ac1), is significantly increased resulting 
in a different expected wear behaviour.

Fig. 1.  Results of TTA tests with mechanical stress superposition on H11 tool steel [10] (A)/
Exemplary influence on the size of the of the martensitic re-hardening zone (red) with and 
without consideration of mechanical stress (B)
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As a consequence, further tests are carried out in this study presenting the results 
of a cyclic thermo-mechanical loading to H11 tool steel. Peak temperatures are varied 
in regard to Ac1 and mechanical loading in regard to the elastic limit of the material to 
test the influence of the parameters on tempering effects and martensitic re-hardening.

2  Methodology

For carrying out cyclic loading tests a forming dilatometer DIL805D by TA 
Instruments is used equipped with SiO2 deformation punches (Fig. 2-A). Since 
investigations on wear-related topics are fundamentally about saving costs, the nec-
essary testing procedure is also strongly connected to an evaluation of testing costs. 
Therefore, hollow samples are of high interest in order to not only to be able to 
achieve process relevant heating and cooling rates but also to minimise the amount of 
nitrogen cooling gas. This sample type is characterised by an increased specimen sur-
face in comparison to the conventional specimen made of bulk material. Because of 
this decision, two main circumstances using the DIL805D had to be addressed:

1. The primary use case of the deformation unit for the DIL805 is the evaluation of 
mechanical properties using cylindrical bulk samples (Ø 5 mm x 10 mm). The 
default hydraulic force control parameters are therefore optimised for this sample 
type. Using hollow samples with these parameters results in high force deviations 
as shown in Fig. 2-B, especially during fast heating or quenching segments, where 
the sample length is rapidly changing. As a consequence the controller sensitivity 
has to be significantly increased by reducing the proportional value to xp = 0.007. 
This system value is the most influential parameter for the determination of the 
control strength in proportional relation to the systems inherent control power after 
a control deviation is measured. In this case, less power of the hydraulic pressure 
pump for the regulation of the punch force has to be engaged to accommodate for 
the reduced specimen cross section. This change reduces force deviations during 
fast temperature changes to less than 10% of the specified value while allowing 
heating rates of up to 600 K/s.

Fig. 2.  Dilatometer DIL805D test apparatus and hollow specimen geometry (A)/Optimisation 
of force PID control parameters for hollow samples (B)
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2. The DIL805D default programming capabilities are limited to a certain amount 
of test segments. Therefore, the DIL control software was extended by TA 
Instruments with a custom cycle generator module enabling the application of con-
tinuous thermal cycles with a constant mechanical stress superposition.

With this test-setup prepared, two types of tests were carried out in regard to the 
respective test matrices presented in Tables 1 and 2. At first, an extended cyclic 
re-hardening test is performed by applying sets of 25 thermo-mechanical load 
cycles with peak temperatures from 800 °C to 900 °C. Mechanical stress is super-
imposed with three levels in regard to the elastic limit kf0 of H11 tool steel deter-
mined at 900 °C. The aim of the test is to identify the lowest peak temperature where 
 re-hardening effects can be observed by an increase in hardness. Also, this test is also 
used to investigate the relationship between the austenitisation behaviour character-
ised by TTA tests and the wear-relevant hardness. While the dilatometric TTA test 
used by Behrens et al. [10] is based on tactile measurements to identify phase trans-
formation on a micrometre scale, the hardness evaluation features an optical meas-
urement of indents for the determination of the hardness value. Therefore it must be 
assumed, that the detection resolution with this procedure is reduced, leading to the 
assumption that the measurable minimum temperature at which re-hardening occurs is 
higher compared to the TTA tests.

Afterwards, thermo-mechanical loading tests with high cycle counts up to 2000 
are carried out to estimate the effects during industrial use. Regarding peak tempera-
tures 600 °C, 750 °C and 900 °C are used to ensure the formation of re-hardening as 
well as tempering effects. The thermal cycle profile using a heating rate of 500 K/s 
and the application of the mechanical stress superposition is identical in both parts of 
this study. Keeping a thermal cycle time of about eight seconds in mind, the repetition 
number had to be reduced to two because of the high testing time of over two hours 
per 1000 cycles.

Table 1.  Test matrix for the re-hardening study

Stress superposition 
[% kf0]

Temperature range 
[°C]

Temperature 
Increment [°C]

Cycles Repetitions

0 800–900 20 25 3

30
50
80

Table 2.  Test matrix for the high cycle loading tests

Peak temperatures [°C] Stress superposition 
[%kf0]

Investigated cycle 
numbers

Repetitions

600 0, 30, 50, 80 1, 10, 50, 100, 500, 1000, 
2000

2

750
900
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All tested samples are metallographically prepared for micro-hardness measure-
ment at nine measuring points across the sample length as shown in Fig. 3-A. For 
this purpose, the samples are first cast in epoxy resin and subsequently wet grinded in 
several steps with SiC grinding paper ranging from a 220 to a 1200 grid. Afterwards 
the samples are polished three times using diamond suspension with an abrasive grain 
diameter of 6, 3 and 1 µm. Both operations are carried out on a Tegramin-30 sam-
ple preparation device by Struers. The embedded specimens are then etched with 5% 
nital acid for light microscopical images of the microstructure. For the micro-hardness 
measurement the standardised measuring method according to Vickers with a test load 
of 1.961 N (corresponds to HV0.2) is used.

3  Results and Discussion

3.1  Pretesting

In Fig. 3-B an exemplary overview of the microstructure after 10 loading cycles at 
900 °C with 80% kf0 is presented showing a characteristic transition from the outer 
area of the specimen to the center. Because of heat transfer between the sample and 
the deformation punch leading to lower peak temperatures, the outer area is domi-
nated by tempered ferrite with remaining martensite plates featuring a reduced hard-
ness of 380 HV. The centre of the specimen, where the testing temperature is ensured, 
only consists of a fine-grained structure, which can be referred to as re-hardened mar-
tensite. Hardness in this area is significantly increased to 650 HV compared to the 
base hardness of 450 HV.

In this study hardness was only evaluated in the middle area of the specimen close 
to the central welding location of the thermocouple placed at evaluation point 5. This 
is achieved by statistically averaging the hardness values of the measuring points from 
position 4 to 6 while also calculating the standard deviation in this area to assess pos-
sible fluctuations in hardness.

Fig. 3.  Hardness measuring locations (A) and microstructural image of the transition area 
representing the hardness measuring locations from 2 to 4 showing tempered ferrite and 
re-hardenend martensite after thermo-mechanical loading (B)
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3.2  Re-hardening Study

As assumed in Sect. 2, the results of the re-hardening study, plotted in Fig. 4, does 
not show a clear conformity to the measured Ac1 temperatures via TTA testing. While 
without stress superposition (0% kf0) re-hardening can initially be observed at tem-
peratures over 880 °C, the superposition with 80% of the elastic limit kf0 will acti-
vate this effect already at temperatures of about 850 °C. In agreement with the results 
of Fig. 1-A the magnitude of the impact due to the mechanical stress level decreases 
with increased loading. While the measured data agrees with the finding that higher 
mechanical load leads to lower re-hardening start temperatures in theory, the differ-
ence between all results of the mechanical stress superposition tests are relatively 
minor in practice. The calculated standard deviation of ±15 HV are explained with 
the inherent measurement inaccuracy of the optical Vickers method. An exception is 
found in the hardness values of the 50% stress superposition series where the stand-
ard deviation values are significantly increased (approx. ±45 HV). The reason for this 
was found in the evaluation area defined in Fig. 3-A. While in the other test series 
at this zone either re-hardened or tempered microstructure was found exclusively, in 
the prominent test series a transitional microstructure comparable to Fig. 3-B was 
found. A possible explanation for this are slight offsets on the thermocouple welding 
location or a slight non-concentric placement of the sample in regard to the deforma-
tion punches of the dilatometer leading to deviations of the temperature field applied. 
Keeping this in mind, it must be concluded that the superposition with mechani-
cal stress levels over 30% of kf0 leads to no distinct difference on the occurrence of 
re-hardening effects compared to each other.
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Fig. 4.  Hardness over peak temperature for H11 after 25 thermo-mechanical loading cycles, 
heating rate: 500 K/s
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3.3  High Cycle Loading

Because of the findings of the re-hardening study, only the results with mechanical 
loading of 80% kf0 and without additional loading are shown in Fig. 5 for the evalua-
tion of the thermo-mechanical loading test at higher cycle counts and for better com-
prehension. In general, the results of measurements at 30% and 50% kf0, which are 
not shown in this picture, are nearly identical to the results depicted below for 80% 
kf0.

Regarding the three tested peak temperatures, three individual findings can be 
identified: After the loading at a peak temperature of 600 °C no measurable change in 
hardness could be observed under consideration of a minor standard deviation of less 
than 5 HV both with mechanical stress superposition and without. This finding indi-
cates that the superposition applied has no influence on the material specific activation 
temperature for the occurrence of tempering effects.

At a peak temperature of 750 °C and up to 250 testing cycles no significant dif-
ferences between all mechanical loading scenarios can be observed either. During all 
tests the hardness is reduced from 450 HV down to about 340 HV indicating temper-
ing effects. However, after 500 cycles the reduction of hardness is slowed down by the 
application of mechanical stress superposition leading to a remaining hardness delta 
of approximately 30 HV over the full testing cycle spectrum. This finding is mainly 
explained by the diffusion properties of forcefully resolved carbon in the ordered mar-
tensitic matrix. At first, because of the high concentration gradient between matrix 
and microstructure, carbon can be transferred regardless of the overlaying mechani-
cal stress leading to the identical drop in hardness. However, after the concentration 
compensation reached a critical point, the superposition with mechanical stress leads 

Fig. 5.  Hardness results of the thermo-mechanical loading tests on H11 with cycle counts on a 
process relevant scale
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to additional restraint on the martensitic structure slowing down the ongoing diffu-
sion process. The standard deviation of the hardness values for this test series were 
also found to be in an acceptable range of less than ±10 HV indicating a homogenous 
microstructural distribution over the evaluation area of all related samples.

At a peak temperature of 900 °C, an immediate increase of the base hardness from 
450 HV to over 600 HV is measured after all loading scenarios. During all tests at 
900 °C with mechanical stress superposition a steady decrease of specimen length 
(about 4 µm per cycle) was also observed leading to severe deformation as shown 
in Fig. 6-A. To prevent a collapse of the specimen, which was found to be happen 
after a length decrease of about 500 µm, all tests with mechanical stress superposition 
had to be stopped after 100 loading cycles. Since the microstructure in the deformed 
area presented in Fig. 6-B is dominated by re-hardened martensite, as can be derived 
from Fig. 3-B, transformation-induced plasticity is determined as the reason for the 
sample deformation. This effect describes the occurrence of plastic deformations as a 
result of elastic mechanical stress during a phase transformation of the microstructure 
from austenite to martensite [12]. In the case of this study the transformation from 
martensite to the smaller austenitic structure during heating leads to a reduction of 
the sample length which is amplified by the mechanical load. During cooling the size 
increase in length direction due to the retransformation to martensite is also blocked 
by the deformation punches. Both effects combined cause an incremental reduction of 
the specimen length during each loading cycle. Still, up to a cycle count of 100, the 
measured hardness values were approx. 30 HV higher than the measurements with no 
external mechanical stress applied. However, because of the slightly increased stand-
ard deviation of both testing series of about ±15 HV, the influence of the superposed 
mech. loading is found to be minor in regard to the absolute achievable peak hardness. 
Nevertheless, the results of the test series with superposed mech. stress were extrapo-
lated in accordance to the unloaded test results by adding a constant offset value of 30 
HV to obtain a full data set for upcoming numerical material modelling.

4  Summary and Outlook

In the present study, the influence of mechanical stress superposition applied to 
 thermal-cyclic experiments to reproduce the tool load in the surface layer while forg-
ing was investigated. In previous work, the decrease of the material characteristic Ac1 

500 µm
A B

Fig. 6.  Deformed specimen after 50 thermo-mechanical loading cycles at 900°C and 80% kf0 
superposition (A) with martensitic microstructure formed by re-hardening (B)
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temperature was already confirmed by dilatometric TTA tests. Now the occurrence 
of the associated martensitic re-hardening effects at reduced temperatures could be 
shown at the example of H11 tool steel. Regarding the two test series carried out in 
this study two main findings could be identified:

• While the TTA tests indicated a clearly measurable influence of the mech. stress 
level on the reduction of Ac1, the results of the re-hardening study were only 
dependent on the amount of mech. stress to a lesser degree. In summary, it was 
found that as long as any mechanical load was applied, a significant reduction of 
about 20 °C to the minimum temperature necessary for re-hardening was observed.

• As a result of the high cycle loading tests, it was shown that tempering effects are 
influenced by an external mech. stress superposition, resulting in slower reduc-
tion in hardness. However, the maximum amount of hardness achievable due to 
 re-hardening was found to be only marginally influenced by the application of 
mech. stress superposition.

These observations indicate for future work that for more precise wear estimations 
based on calculated process variables, the normal mechanical contact stress on the 
surface layer must also be taken into account. In the next step, a user subroutine for 
Simufact.forming 16 will be created to visualise the material data gathered in this 
study. Also, widely used nitride tool layers for additional wear resistance are in the 
focus of upcoming investigations. Since these layers represent a significant chemical 
modification of the surface layer, the austenitisation and the behaviour of the hard-
ness evolution under thermo-mechanical load will be tested analogously to this study. 
Finally, laboratory forging tests are planned to validate the results of the material 
characterization and simulations.
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Abstract.  The current trend of mass customization pushes conventional 
production techniques to their limits. In the case of forming technology, 
limitations in terms of adaptability and flexibility emerge, while additive man-
ufacturing lacks in the manufacturing of large, geometrically simple compo-
nents. Combining both processes has potential to use the strengths of each 
process and thus realize time and cost efficient mass customization. As the 
interactions between the processes have not been fully investigated yet, in 
this work a distinct modelling approach in LS-DYNA is used to examine the 
influence of the additively manufactured elements on the formability. Namely, 
varying geometric properties and number of pins created with additive man-
ufacturing are in the focus of this research. The used material is the alloy 
Ti-6Al-4V, which requires processing at elevated temperatures due to its low 
formability at room temperature. The results show a clear influence of the addi-
tively manufactured elements on the formability.

Keywords:  Additive manufacturing · Forming · Titanium

1  Introduction

Mass customization describes the industrial trend to manufacture personalized prod-
ucts in high production volumes [1]. This trend is pushing conventional production 
methods to their limits [2]. One way to overcome these limits is the combination of 
conventional manufacturing processes with additive manufacturing (AM) [3] with 
its high degree of geometric freedom [4]. However, additive manufacturing shows a 
deficit with regard to the manufacturing time, especially for high production volumes 
[3]. In contrast, sheet metal forming is highly efficient in producing large quantities. 
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Therefore, it is ideally suited for being combined with additive manufacturing for the 
production of hybrid components [5]. As a result, parts can be produced with less 
time, costs and energy compared to an additive only process [6]. A possible area of 
application for hybrid components are medical implants such as hip sockets. In this 
field, hybrid implants offer adaptability to patient-specific customizations, but also 
standard geometries, which can be produced with forming technology, to reduce pro-
duction time and costs [7]. Instead of inefficiently producing the whole part with laser 
powder bed fusion (PBF-LB), only the customizable pins are built upon the sheet 
metal. As a result, standardized sheets with adaptable additively manufactured struc-
tured can be used in a deep drawing process. Thus, hybrid processes grant a leading 
edge in terms of manufacturing times of additively manufactured parts. Additionally, 
hybrid parts offer the adaptability conventional forming parts are not capable of. The 
used material is the titanium alloy Ti-6Al-4V because of its properties such as bio-
compatibility and specific strength [8]. However, high strength, low Young’s modulus 
and limited plastic strain at room temperatures reduce the formability in cold form-
ing processes [9]. At a temperature of 400 °C and higher, less energy is necessary for 
dynamic recrystallization and additional slip systems are activated [10]. Thus, exper-
iments are performed at a temperature of 400 °C. Investigations on the combination 
of warm bending and PBF-LB to produce hybrid parts made from Ti-6Al-4V with 
one additively manufactured element (AE) show the manifold interactions between 
the two processes [11]. The combination of these two operations is influenced by the 
their sequence [11] and the interactions between the AM- [12] and the forming pro-
cess [5]. Purpose of this research is to investigate these interactions, namely the influ-
ence of more than one AE on the formability of the hybrid parts made from Ti-6Al-4V 
in LS-DYNA to gain knowledge of the interactions. Since the AEs are the adaptable 
component of the hybrid part, different combinations have to be investigated since 
a strong influence on the formability is expected. With this intention, the following 
parameters are varied in this study:

– the influence numbers of AEs (Num) with their own layouts,
– different geometries (Geo),
– AE-diameters (Dia),
– distances to the middle (Pos),
– fillet radii (Rad).

2  Experimental Setup and Procedure

2.1  Material and Modelling Approach

In this research, the hybrid parts (Fig. 1 – right) consist of the two components: 
sheet material and additively manufactured elements, both made of Ti-6Al-4V. The 
sheet has a fine grained equiaxed α + β-microstructure. The hexagonal close packed 
 α-titanium has a limited formability at room temperature and causes anisotropic 
mechanical behaviour [9]. Without any heat treatment, the additively manufactured 
component consists of a martensitic α′-titanium. This granular structure is harder, 
stronger and less ductile compared to the equiaxed microstructure of the sheet 
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material. The results of tensile tests performed at 400 °C (Fig. 1 – left) show the dif-
ferences and thus prove the need for different material models. In order to represent 
these different material properties in the numerical simulation, two different material 
models for sheet and AE are used. A second differentiation regarding the components 
of the hybrid part is made on basis of the element formulation. The sheet is modelled 
with shell elements and seven integration points across the thickness which is com-
mon for sheet metal forming simulation [13]. Solid elements are used for the addi-
tively produced pins due to their volumetric geometry. Both components are joined 
via common nodes (Fig. 2 – left) in a 3D-simulation. Due to symmetries, only a quar-
ter of the hybrid part is modelled.

The sheet is modelled with the LS-DYNA material model  “233-CAZACU_
BARLAT” that was found to represent the material behaviour precisely even at higher 
temperatures in [13]. This material model bases on the model of Cazacu and Barlat 
from 2006 [14]. However, this model is only applicable for shell elements. Thus, the 
material keyword “024-PIECEWISE _LINEAR_PLASTICITY”, which bases on the 
modelling approach of von Mises, is used for the pins. The flow curves for both mate-
rial models are extrapolated using the approach of Nemat-Nasser [15]. The schematic 
setup of the process is shown in Fig. 2 – right.

Fig. 1.  Tensile flow curves of hybrid part’s components at 400 °C (left); hybrid part (right)
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Fig. 2.  Numerical representation of hybrid part with highlighted common nodes (left); 
schematic setup of the deep drawing process (right)
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For the die, binder and punch rigid shell elements are used. The spherical punch 
has a diameter of 60 mm, the die clearance is 1.7 mm and the radius of the die is set 
to 10 mm. The sheet has a diameter of 105 mm, a thickness of 1.5 mm and the height 
of the pins is 5 mm. The drawing depth is set constant to 15 mm without usage of a 
failure criterion.

2.2  Sheet Material Modelling Validation

To assure that the process model can be used, the material model itself has to be val-
idated first. Prior investigations used the same material model but a different sheet 
geometry (Fig. 3 – right), on which one AE was built after the forming process [16]. 
The same geometry is used for the recent material validation by thickness compar-
ison. With this intention, the thickness distribution after the deep drawing process 
is calculated in the simulation and measured for real parts of a sheet without pins. 
The sheet thickness is measured along the x-axis in the x-z-plane. Since the numer-
ical model only consists of a quarter of the real process, the thickness distribution is 
mirrored at the y-z-plane. The comparison of sheet thickness (Fig. 3) shows the high 
accuracy of the numerical model.

Namely, maximum differences (Δt) in sheet thickness are lower than 3% of the 
thickness, which corresponds to 0.05 mm. Nevertheless, the critical sheet thickness 
reductions in the area of the punch radii are underestimated in the simulation. In par-
ticular, this is important for the spherical punch geometry where the shape is expected 
to lead to the highest thinning in the centre of the sheet. As this is the area where the 
pins are placed, the influence and resulting thickness reduction is even more critical.

2.3  Investigated Parameter Combinations

In this paper the results of the investigated influence of AE-diameter (Dia), 
AE-position (Pos), AE-geometry (Geo), number of additively build up pins (Num) and 
the size of the fillet radius at the transition (Rad) on the formability of hybrid parts 

Fig. 3.  Comparison of thickness distributions (left) between simulation and real part (right) 
along the x-axis for sheet thickness 1.5 mm; measurement path and critical spots marked (right)
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are presented. For a better understanding, the parameters and the different shapes 
and layouts are visualized in Fig. 4. The maximum sheet thickness reduction and the 
maximum stresses according to von Mises are calculated and evaluated in the simula-
tions, as they are indicators for failure in terms of rupture during the forming process. 
Constant process parameters for all simulations are a forming temperature of 400 °C 
and a binder force of 20 kN. The drawing depth is set to 15 mm and the velocity of 
the punch to 200 mm/s. The coefficient of friction is assumed to be µ = 0.2 in the con-
tacts punch-blank, die-blank and binder-blank according to [16]. The diameter Dia 
varies between 3 mm and 7 mm, the position Pos between 10 mm and 20 mm and the 
fillet radius Rad between 0 mm and 1 mm. The layout of 8 and 9 pins is either cir-
cular (Num = 8-C, 9-C) or crosswise (Num = 8-X, 9-X). The reference setting is the 
combination of five pins (Num = 5), with a diameter of 5 mm, a radius of 0.5 mm, 
Pos = 10 mm and cylindrical pins.

3  Results and Discussion

Regarding formability the sheet thickness reduction and von Mises stresses are cal-
culated for each simulations. Since high values in any of these outputs are indicators 
for failure in a real forming process, factor levels that result in low values are to be 
identified. The pins hinder the material flow during the forming process resulting in 
higher stresses and thickness reductions (Fig. 5). This effect arises at the transition 
area between the pins and the sheet. One reason is the geometric properties of the 
pins. Due to their height, the pins have a higher resistance towards forming. Thus, 
mainly the sheet material is formed under load.

Fig. 4.  Visual explanation of the investigated parameters; reference layout (Num) marked
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Therefore, a lower ratio of “sheet with pin” to “sheet without pin” (Fig. 6) leads 
to a concentration of the forming on less material. As a result, the local stresses and 
resulting thickness reductions increase.

Additionally, the sharp corners at the bottom of the pins have a stress concentrat-
ing effect. This can be reduced by using fillet radii (Fig. 7). With increasing radius 
(Rad), the stress concentrating effect and thus the thinning is reduced. However, the 
improvement for an increase from 0.5 mm to 1 mm is quite low.
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Fig. 5.  Comparison of the calculated sheet thickness reduction between a sheet without pins 
(left) and with five pins (right)
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Unlike for the reference geometry “cylinder” that results in the lowest stresses, the 
geometry “ellipse_L” has by far the highest pin-sheet-ratio among the other geome-
tries and results in the highest local stresses (Fig. 8). The lowest thickness reduction 
is found for the pin geometry “square”. Thus, the geometries “cylinder” and “square” 
are preferred due to their higher formability.

Additionally, this effect is visible for the crosswise layouts (8-X, 9-X) where again 
the pin-sheet-ratio is the highest compared to the other layouts (Fig. 9). The idea that 
this ratio matters only in a radial line is enhanced by a comparison between the results 
of the simulations with eight pins in a circular layout (8-C) and in a crosswise layout 
(8-X). Even though the amount of pins is the same, the maximum thickness reduction 
of the crosswise layout (8-X) is 50% higher. The circular layout has a higher forma-
bility compared to the crosswise layout.

An increasing diameter (Dia) leads to higher stresses and thickness reductions as 
well (Fig. 10). Again, the increasing ratio of pin to sheet is an explanation for that. For 
later applications, the diameter is preferred to be as low as possible. The lower thick-
ness reduction for Dia = 5 mm compared to 4 mm is so far inconclusive. However, 
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simulations with diameters of 4.9 mm and 5.1 mm lead to similar results as for 5 mm. 
Thus, this range needs to be investigated further.

In contrast, the distance of the AEs to the centre (Pos) is almost not of concern for 
the material flow (Fig. 11). No clear influence is visible within the investigated param-
eters. Regardless of their position, the pins are placed in the forming zone, which is 
why the pin to sheet ratio has the highest effect on the formability.

4  Summary and Outlook

In conclusion, a new approach to manufacturing adaptable hybrid parts with less costs 
and time was investigated using numerical simulation. The used material modelling 
approach for the sheet material was validated and the numerical simulation was used 
to investigate the influence of additively manufactured elements (AE) on the forma-
bility of hybrid parts. The volumetric geometry of the pins leads to a higher resistance 
towards forming compared to the sheet. Thus latter mainly compensated the loadings. 
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It was shown that with increasing ratio of pin to sheet the formability of the hybrid 
parts was decreasing. With increasing AE-diameter (Dia) the formability decreases 
as well as for increasing number of pins (Num) in a radial line. The  pin-sheet-ratio 
increases for both occasions and thus the stresses are distributed over a reduced 
proportion of sheet metal, which increases the loadings for the remaining sheet. 
Additionally, the transition zone between the pin and the sheet metal is the most crit-
ical part because of the stress concentrating effect causing higher thickness reduction 
in this area. The fillet radius lowers the stress concentrating effect of the transition 
yet does not remove it completely. However, stresses and thinning are reduced and 
thus formability increased. The AE-position (Pos) has the lowest effect on the form-
ability since the pin-sheet-ratio stays constant. Future work will include the influence 
of a heat treatment before the forming process to smoothen the rather sharp gradient 
of mechanical properties between the two components. The interactions between the 
factors is another possibility for investigations. Finally, the gained knowledge will be 
applied in physical experiments to identify a process window and the maximal draw-
ing depth for different parameter combinations. Thus, it is possible to overcome the 
limiting process times of additive manufacturing and to produce adaptable hybrid 
parts.
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Abstract.  In the scope of project A7 of the collaborative research center 
TCRC73 investigations of superimposed oscillation forming have been con-
ducted. Positive effects regarding the reduction of plastic work, surface quality 
and mold filling in an ironing process could be demonstrated. Basic investiga-
tions also showed these effects for a compression process. By means of this 
research, the findings are transferred to the production of a functional com-
ponent with an external gearing. For this purpose, a hydraulically working 
oscillating device is installed in an existing tool system in order to produce a 
demonstrator component. Forming experiments with and without superim-
posed oscillation are conducted. The components are examined concerning 
the plastic work required for forming as well as metallographic properties and 
surface quality. For this purpose, micrographs of the structure are taken and 
the flow lines and grain structure are analyzed. Hardness measurements are 
conducted and conclusions about the influence of superimposed oscillation on 
forming behavior are drawn.

Keywords:  Superimposed oscillation · Gear · Sheet bulk metal forming

1  Introduction

In order to meet increasing demands on the economy and resource efficiency of pro-
duction processes, a new production technique, Sheet Bulk Metal Forming (SBMF), 
has been developed in the scope of the Collaborative Research Center TCRC73. This 
manufacturing technology combines the positive characteristics of sheet metal and bulk 
metal forming. These include increased strain hardening due to forming, higher surface 
quality and a near-net-shape production [1]. In order to extend the limits of this technol-
ogy, an SBMF process has been developed within the framework of subproject A7 at the 
Institute for Forming Technology and Machines (IFUM). In this process, a demonstrator 
component consisting of an internal and an external gearing is produced in three produc-
tion steps [2]. The focus of subproject A7 is primarily on the investigation of dynamic 
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process forces in the main force flow of the forming machine. For this purpose, the 
internal gearing of the component is ironed under superimposed oscillation in the sec-
ond stage of the SBMF process. As a result, mold filling is improved and plastic work 
reduced by means of superimposition oscillation [3]. In addition, ring-compression tests 
revealed that the surface quality also increases under superimposed oscillation [4].

Examinations of forming under superimposed oscillation date back to the 1950s. 
At that time, Blaha et al. observed a reduction in yield stress by means of superim-
posed oscillation forming of zinc single crystals in the ultrasonic frequency range [5]. 
Izumi et al. showed a yield stress reduction as a function of the oscillation amplitude 
in compression tests in a frequency range of 22 kHz [6]. Investigations for lower fre-
quencies have been conducted by Osakada et al. for an oscillating tool die. Here, a 
forming force reduction of up to 57% could be demonstrated in a superimposed oscil-
lation extrusion process with a frequency of 0.1 Hz [7]. In the industry, superimposed 
oscillation is exemplarily used for deep drawing processes by Jimma et al. [8]. A 
reduction in surface roughness could also be demonstrated by superimposed oscilla-
tion forming in comparison to oscillation-free forming [9]. The oscillation-induced 
reduction of plastic work can basically be explained by two effects, the  surface-related 
effect and the volume-related effect [10]. The volume-related effect is defined as all 
vibration-induced effects inside the material. Kirchner et al. attributed the reduc-
tion in mean stress to the elastic relaxation of the material during stress release [11]. 
 Surface-related effects describe the effects between tool and workpiece surfaces. 
Common explanations for a reduction in the average forming force due to surface-re-
lated effects are an oscillation induced reduction of the friction coefficient [12] and 
the erratic slide in stick-slip movements [13]. Furthermore, a solidification by plas-
tic deformation under superimposed oscillation could be demonstrated. Kyryliv et al. 
investigated a method applying deformation under superimposed oscillation to the 
surface of cylindrical specimens of ferritic steel by means of a rotating centrifuge pro-
vided with balls. Here, solidification was reached by higher residual stresses due to 
superimposed oscillation in the range of A = 5 mm and f = 24 Hz [15].

In terms of the literature, investigations on superimposed oscillation forming in a 
frequency range of a few hundred Hertz are still largely unexplored. Ring compression 
tests at the IFUM showed significantly reduced friction as well as plastic work and 
increased surface quality in this frequency range [9]. In this present research, super-
imposed oscillation is applied to a compression process for forming a complex gear 
geometry. The plastic work required for forming is investigated as a function of the 
oscillation parameters. The microstructural properties of the components are analyzed 
in micrographs. Here, the focus is on an investigation of the flow lines. In addition, 
hardness measurements and an analysis of the quality of functional surfaces take place.

2  Experimental Setup

The experiments are conducted on the hydraulic press Wanzke GTA 250 at the IFUM. 
The tool system consists of a die, a deep drawing stamp and a compression stamp (see 
Fig. 1). A hydraulically operating oscillating device is installed beneath deep-drawing 
and compression stamp.
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A high-frequency cylinder supported by an oil pad generates the oscillation. The 
oil pad is supplied with a volumetric oil flow by a rotary piston valve connected to 
pressurized oil tanks. The rotary piston valve is connected to an electric motor that 
can be used to adjust the oscillation frequency by varying the rotational speed [19]. 
The oscillating device can realize frequencies of up to f = 600 Hz and amplitudes of 
up to A = 50 µm [14]. For the experiments, round blanks with a diameter of 42 mm 
are cut out of a 2 mm thick DC04 steel sheet by waterjet cutting. The round blanks 
are positioned on the deep-drawing stamp in the tool system. During the experiments, 
a tool die moves down on the sheet metal blank and forms a cup. Subsequently, the 
oscillating device is activated and the compression stamp displaces the cup frame into 
the tooth cavity of the die. Tool die, compression stamp and deep-drawing stamp con-
sist of the steel 1.3343 and are hardened to a value of 60 ± 2 HRC. The roughness of 
the gear geometry of the tool die is about Ra = 0.8 µm. The lubricant used is Beruforge 
152 DL. All gears are compressed to the same tooth width of 4.35 mm in order to be 
able to compare the components. This compression height is chosen since the oscillat-
ing device reaches its operating limits according to the achievable forming force. To 
investigate the influence of both, frequency and amplitude, the amplitudes A = 30 µm 
and A = 50 µm as well as the frequencies f = 200 Hz and f = 300 Hz are varied. 
Therefore, the effects of changing amplitude at constant frequency as well as changing 
frequency at the same amplitude are considered. The experiments are repeated three 
times per parameter. The varied experimental parameters are shown in Table 1.

1. Operation
deep drawing

Cup

2. Operation
compression Gear

Electric motor and oil
tank connection

Rotary piston
valve

Oil pad

High 
frequency
cylinder

Initial state
Round 
blank

Die

Deep
drawing
stamp

Compression
stamp

Fig. 1.  Tool system for superimposed oscillation compression of a gear.

Table 1.  Experimental parameters for the superimposed oscillated experiments.

Frequency, f 0 Hz 200 Hz 200 Hz 300 Hz

Amplitude, A 0 µm 30 µm 50 µm 30 µm
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3  Results

In the following, the experimental results of the oscillation-free and superimposed 
oscillated experiments are evaluated. The influences of superimposed oscillation on 
the characteristics of the components during forming are investigated and analyzed. 
The focus is on the plastic work required for forming, the mechanical and metallo-
graphic properties and on an analysis of the surface quality of the components.

3.1  Influence on Plastic Work

The experiments are evaluated regarding the plastic work required for forming 
depending on the oscillation parameters. For this purpose, force-displacement curves 
are recorded during the forming process. The plastic work is calculated from the inte-
gral of the force over the deformation path using Eq. 1 [18].

With: W = plastic work s0 = initial state

F = forming force s = forming path

Figure 2 shows the results of the determination of plastic work. The plastic work 
required for forming decreases with superimposed oscillation. At a frequency of 
f = 200 Hz and an amplitude of A = 50 µm, the plastic work reaches its lowest value 
of approx. W = 2490 ± 25 J. At this process point, it is approx. 170 J below the value 
of oscillation-free forming. When the amplitude is reduced to A = 30 µm by keeping 
the frequency constant at f = 200 Hz, the plastic work increases and reaches a value of 
W = 2520 ± 5 J.

This can be explained by analyzing the force-path diagrams in Fig. 3. The area 
enclosed by the force-displacement curve is lower for an amplitude of A = 50 µm than 
it is for an amplitude of A = 30 µm. The amplitude is determined at the max. form-
ing force. Thus, according to Eq. 1, plastic work also decreases. When the oscillation 

(1)W =
s

∫
so

F ds

2350
2400
2450
2500
2550
2600
2650
2700

0 Hz, 0 µm 200 Hz, 50 µm 200 Hz, 30 µm 300 Hz, 30 µm

Pl
as

tic
w

or
k
W

in
J

Oscillation parameters

Fig. 2.  Plastic work necessary for forming depending on oscillation parameters with different 
frequencies f (Hz) and amplitudes A (µm).
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frequency is increased from f = 200 Hz to f = 300 Hz by keeping the amplitude con-
stant at A = 30 µm, no clear influence on the plastic work can be proven. Overall, there 
is a certain measurement deviation in the representation of the oscillation movement 
actually arriving at the sample due to natural frequencies in the tool system. This can 
explain the relatively high standard deviation for the 300 Hz oscillation in Fig. 2.

Nevertheless, it can be stated that the influence of the frequency on the deforma-

tion energy is not as pronounced as the influence of the amplitude. Langenecker et al. 
explained a preferred influence of the oscillation amplitude on the reduction of yield 
stress [17], which can also be seen in the current investigation.

3.2  Metallographic and Mechanical Properties

The gears are examined regarding hardness depending on superimposed oscillated 
and oscillation-free forming. Since a superimposed oscillation with a frequency of 
f = 200 Hz and an amplitude of A = 50 µm seems to cause the highest reduction in 
plastic work, gears produced with these oscillation parameters are considered. The 
gears are cut open to the half of the tooth width. The hardness is measured at five 
positions above the tooth height with a Vickers hardness test with a test force of 1 N 
(see Fig. 4). Five gears are considered for each process parameter. The initial hard-
ness of the DC04 sheets is 91–109 HV 1. For oscillation-free compressed samples, the 
highest average hardness values are measured in the area of the tooth flank with 184 
to 190 HV 1 (positions 3 and 4 in Fig. 4). These values are significantly higher than 
the values measured in the area of the tooth head. In the tooth head, the average hard-
ness for oscillation-free formed gears is in the range of 178 to 179 HV 1 (positions 
1 and 2 in Fig. 4). This can be explained by higher degrees of deformation and thus 
higher strain hardening in the area of the tooth flanks. In the area of the middle lower 
tooth center (position 5 in Fig. 4), an average hardness of 184.4 HV 1 is measured 
for oscillation-free compressed gears. This can also be explained by higher degrees 

Fig. 3.  Force-path diagrams for oscillation superimposed compression of the gear geometry.



28    D. Rosenbusch et al.

of deformation compared to the tooth heads. For gears formed under superimposed 
oscillation, an average hardness of 188.4–184.2 HV 1 is measured at the tooth flanks 
(positions 3 and 4 in Fig. 4) and an average hardness of 181.6–182.6 HV 1 is meas-
ured at the tooth head (positions 1 and 2 in Fig. 4). Therefore, the hardness distri-
bution between tooth flank and tooth head seems not to be as different as for gears 
compressed oscillation-free. An explanation for this is that the friction between com-
ponent and tool surface is reduced by superimposed oscillation [16]. For the exper-
iments under superimposed oscillation, the inner stresses in the tooth flank during 
compression may not be as different from the inner stresses in the tooth head due to 
the reduced friction between component surface and tool surface. Therefore, the hard-
ness in the tooth wall of the components compressed under superimposed oscillation 
seems to be more homogeneously distributed than in the oscillation-free compressed 
components. It is noticeable that the hardness in the tooth wall area of the components 
manufactured under superimposed oscillation is very similar to the hardness of the 
components manufactured oscillation-free (see Fig. 4) and it is also more homogene-
ously distributed. Due to the relatively high standard deviation of the hardness val-
ues in the wall area, global conclusions for oscillation-induced softening or hardening 
effects cannot be drawn. The more homogeneous hardness distribution only indicates 
an oscillation-induced, more uniform material flow during forming.

Figure 4 illustrates that for gears compressed under superimposed oscillation the 

average hardness value of 179.4 HV 1 lies below the average hardness value of 185.4 
HV 1 for oscillation-free compressed gears in the lower middle tooth region (position 5 
in Fig. 4). This can be explained by the fact that due to the cyclically alternating load 
under superimposed oscillation, the material flow is not as strongly steered in one direc-
tion as it is in the oscillation-free experiments. The microstructure is not as strongly 
deformed and therefore the material is not as strongly hardened in the middle tooth area 
as it is in the oscillation-free experiments. Since under superimposed oscillation addi-
tional contact effects, such as oscillating contact pressure between component and tool, 
occur in the area of the tooth wall, the hardness values for both process parameters are 
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more similar to each other in this area. In addition to the hardness distribution in the 
gears, their microstructure is examined as well. Micrographs of a tooth produced with-
out superimposed oscillation are shown in Fig. 5 along with micrographs of a tooth pro-
duced under superimposed oscillation with f = 200 Hz and A = 50 µm. Due to volume 
constancy booth teeth have the same form filling. The height deviation in Fig. 5 results 
from a slightly inhomogeneous material distribution over the depth of the teeth. This is 
due to the fact that the tooth tip does not get in contact with the tool die and is there-
fore not under press quenching. The areas with the most conspicuous structural differ-
ences are exemplarily enlarged for the tooth head region, tooth middle region and tooth 
flank region. It can be seen that there is a strongly deformed structure in the area of the 
tooth root/flank (areas 1.) and 4.) in Fig. 5). The pronounced grain elongation indicates 
increased strain hardening, which explains the increased hardness values. In the area of 
the tooth head (areas 3.) and 6.) in Fig. 5), the grain elongation decreases and the grains 
become rounder. From this it can be concluded that strain hardening in the area of the 
tooth head is lower, which explains the tendency towards lower hardness values.

Fig. 5.  Micrographs for an oscillation-free compressed gear tooth (left) and an oscillation 
superimposed compressed gear tooth (right)
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In the area of the tooth center, the components produced without superimposed 
oscillation show more pronounced flow lines than the components produced with 
superimposed oscillation (see areas 2.) and 5.) Fig. 5). In addition, the components 
produced under superimposed oscillation tend to show pronounced flow lines in the 
area of the tooth head similar to the flow lines of the components produced with-
out superimposed oscillation (compare areas 6.) and 3.) Fig. 5). This supports the 
assumption that the oscillation-induced effects causing a higher hardness primarily 
take place in the wall area of the gears due to the contact stresses between component 
and tool. In the area of the tooth center, superimposed oscillation leads to less direc-
tional grain stretching. This can be explained by cyclic loading, which does not force 
grain stretching in one direction. Therefore, lower hardness values are measured in the 
center area of the gears for components compressed under superimposed oscillation.

3.3  Influence on Surface Quality

The surface quality of the tooth flanks is one of the most important quality features 
for gears. The surface roughness of the tooth flanks is measured by the optical mac-
roscope VR3200 of the company Keyence for gears compressed oscillation-free and 
under superimposed oscillation. The arithmetic average roughness Sa of the tooth 
flank surfaces is shown in Fig. 6. It is stated that an oscillation overlay affects the 
quality of the tooth flank surfaces. For a superimposed-oscillated compression process 
with a frequency of f = 200 Hz and an amplitude of A = 50 μm, the greatest surface 
smoothening is determined (see Fig. 6). For these oscillation parameters, the arithme-
tic mean roughness decreases from Sa = 1.03 ± 0.1 μm with oscillation-free forming 
by approx. 22% to Sa = 0.8 ± 0.1 μm with superimposed-oscillation forming. In addi-
tion, a tendency can be seen that the smoothening effect is reduced by reducing the 
amplitude from A = 50 μm to A = 30 μm at a constant frequency of f = 200 Hz.

Fig. 6.  Measurement of the surface quality of the tooth flanks
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For an oscillation of f = 200 Hz and A = 30 μm the Sa value is 0.83 ± 0.12 μm and 
thus only reduced by about 19% compared to oscillation-free forming. In addition, 
the measurements show that the effect of surface smoothing is further inhibited by 
increasing the frequency up to f = 300 Hz with a constant amplitude of A = 30 μm. 
In this case, the surface roughness is only reduced in a range of about 2% compared 
to oscillation-free forming which is negligible. A high amplitude in combination with 
a frequency in the range of 200 Hz prove to be the most promising of all examined 
oscillation parameters with regard to an improvement of surface quality.

4  Conclusion and Outlook

In this research, the influence of superimposed oscillation on a compression process 
for producing a demonstrator component with external gearing was investigated. It 
was found that superimposed oscillation with a frequency of f = 200 Hz and an ampli-
tude of A = 50 µm leads to the highest energy savings in forming. This effect was 
attributed to the increased influence of the oscillation amplitude. With regard to an 
increase in surface quality, these oscillation parameters (f = 200 Hz, A = 50 µm) also 
proved to be the most promising ones. This can be explained by  oscillation-induced 
smoothing effects, which occur preferentially due to an increased amplitude. 
Furthermore, components manufactured with these oscillation parameters were com-
pared to components manufactured oscillation-free with regard to their metallographic 
properties. An evaluation of the hardness curves and the microstructures showed that 
the hardness is highest at the tooth flanks due to an increased degree of deformation. 
In addition, the hardness in the tooth wall seems to be more distributed pronounced 
for gears produced under superimposed oscillation than it is for gears produced 
oscillation-free. This is explained by a cyclically alternating load during superim-
posed oscillated forming, leading to a more uniform structural deformation over the 
tooth height. Another explanation for the more uniform hardness distribution is an 
 oscillation-induced reduction in the friction between tool surface and component sur-
face, leading to lower contact shear stresses between component and tool and thus to 
lower internal stresses in the tooth flanks of the component. Due to the high stand-
ard deviations of the hardness measurements, it is hardly possible to make clear state-
ments about oscillation-induced changes in work hardening. The given conclusions 
show tendencies which suggest an influence but are not clearly proven. More in-depth 
investigations are to be conducted in following researches. In addition, the frequency 
range below 200 Hz will be considered in more detail in future investigations.
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Abstract.  Up to 250 fine-blanked components per luxury-class vehicle make 
a considerable contribution to the automotive production supply chain. High 
scrap rates in an industrial setting imply an inefficient use of the resources and 
process design and cause avoidable CO2-emissions. This contribution focusses 
on a data-driven production cycle optimization of workpiece quality features 
and enabling efficient usage of resources in a production chain for the life 
cycle of fine blanked components. As one of the quality features in fine blank-
ing, the die roll reduces the geometric accuracy and the functional surface area 
and thus needs to be removed in a secondary finishing process, typically grind-
ing. An experimental setup is deployed using an industrial fine blanking and 
surface grinding machine on a shopfloor interconnected by an  Edge-/Cloud-
Architecture. This approach enables quality feature prediction and process 
adaption to enhance workpiece quality and efficient usage of resources, eventu-
ally leading to increasingly sustainable process chains.

Keywords:  Grinding · Fine blanking · Networked process chains · Sheet metal 
forming

1  Introduction

The amount of energy and resource consumption is a key characteristic of sustainabil-
ity in manufacturing technologies [1]. Regarding a production life cycle of a unique 
component, machine operating time, tool wear, workpiece material, and process utili-
ties, such as energy and fluids, have to be interpreted on a process level. Additionally, 
used resources of complete process chains or plants need to be taken into account. 
Salonitis and Ball have presented different approaches to take energy efficiency 
in both levels into account [2]. Here, the polylemma in manufacturing technologies 
regarding time, flexibility, and cost, while achieving the best component quality, is 
expanded by sustainability as an additional dimension these days.

On the one hand, digitization enables machine tools to share information, data and 
knowledge, on the other hand, machines can learn from each other during production 
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processes. The reliable prediction of component result variables offers the potential to 
eliminate quality gates without the need of foregoing knowledge. Since knowledge of 
the individual workpiece geometry and surface area characteristics allows the param-
eters of the manufacturing process to be adapted accordingly and thus robustly com-
pensates for internal and external disturbances or even prevents them and increases 
efficiency [3].

The process chain considered in this paper consists of a fine blanking line and 
a surface grinding process that is used to finish the surface of the fine blanked com-
ponent to guarantee geometric accuracy by removing the die roll. Fine blanking is 
a precision forming process for manufacturing large quantities of (ideally) identical 
workpieces, e.g. for the aerospace and automotive services, thus reducing costs during 
production. To this end, fine blanking utilizes characteristic operating parameters that 
result in the production of components with high quality of the sheared surface and 
geometric accuracy [4]. Grinding is an important manufacturing and finishing process 
in metalworking industries and is used to improve surface quality as well as dimen-
sional and shape accuracy. Thus, grinding is usually at the end of the value-added 
chain, where the individual component value is high. Accordingly, surface grinding 
is an essential and downstream production step for blanking processes [5]. Machining 
errors occur during grinding, particularly due to high temperatures in the contact zone 
between the abrasive grain and the workpiece and can thereby possibly compromise 
the quality characteristics of previous processes.

Utilizing modern sensor systems to monitor both manufacturing processes in 
detail already reveals valuable process insights, mitigating the uncertainty of the pro-
cess outcome in fine blanking [6] as well as grinding [7]. To establish adaptive and 
sustainable process chains, the exchange of knowledge from fineblanking and grind-
ing machines has to be enhanced as an example of an industrially relevant technology 
chain. By adjusting the grinding process at minimum machining time for each work-
piece individually, or to individual batches of workpieces, the process can be run in 
its optimal setup for every batch, possibly reducing wear, use of lubricant and energy 
consumption and thus enhancing process resilience while enhancing sustainability.

This paper focuses on identifying potentials for the digitization of the aforemen-
tioned process chain with the higher purpose of increasing the sustainability of pro-
duction processes across multiple silos. First, current approaches and state of the art 
are discussed in Sect. 2, followed by a detailed description of the model and suitable 
technologies that meet the discussed requirements in Sect. 3. In Sect. 4 the use case is 
described in detail and the current state of research is presented.

2  Implications of Digital Technologies for Manufacturing

Process chains in manufacturing are typically designed to achieve a global revenue 
optimum with a tradeoff between costs and quality of the outcome, while also consid-
ering sustainability issues. By introducing digital technology into the design of pro-
cess chains, the availability of data within singular processes and the exchange of data 
between the processes is enabled, where initially no or only a little information has 
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been exchanged. This section sums up the current state of data analysis in the next 
subsection, followed by the potential of using digital technologies in manufacturing 
processes and, finally, presents the related works of approaches in grinding and sheet 
metal forming.

2.1  Prerequisites of Data Processing in Manufacturing

In manufacturing environments, sensory equipment usually comes in high frequen-
cies, e. g. in mechanical vibration measurements. Thus, while designing digital solu-
tions to store and analyze manufacturing data, requirements often surpass traditional 
IoT-Infrastructure approaches designed to handle massive amounts of low frequency 
sensor data and advanced options need to be considered.

Sensory information needs to be acquired from different sources in different 
manufacturing systems, often involving three critical components, namely the used 
material, the machine tool plus periphery, and the process itself. Thus, holistic sensor 
approaches combine analog sensors like force or acoustic emission sensors, machine 
control interfaces e.g. OPC-UA, and sensors specialized in the online measurement 
of surface condition, thickness, or hardness properties of the incoming material for 
each manufacturing process. Heterogeneous data coming from sensor systems have 
to be organized and enriched with the context of the manufacturing process since only 
data with proper provenance and contextual information can effectively be used to 
derive meaningful analytical models [8]. Thus, semantic data models and implemen-
tation of FAIR-Data Principles [9] allow for interoperable information systems that 
enable the exchange of information and dependencies between data. On top of the 
data model, storage systems and efficient processing models in the network and at 
the edge, as well as on compute clusters or in the cloud for large datasets have to be 
taken into account. Depending on the considered scenario, there are specific latency 
requirements that have to be met by the selected IT-system. The question emerging is 
not how to design IT-systems to achieve latency comparable to OT-systems, but rather 
what is needed for the specific use case and which concepts meet this requirement 
[10].

2.2  Current Situation

As of today, both grinding and fine blanking are mostly analog processes and machine 
tool manufacturers show little intention to realize concepts like cyber-physical 
 systems due to the complexity of the matter and a lack of know-how in the required 
digital technologies.

For fine blanking, the die roll is one of the major quality features that affect sub-
sequent manufacturing processes such as grinding, since it influences the geometric 
accuracy and especially reduces the size of the functional surface of the resulting 
workpiece. The die roll depends on many nonlinear relationships [11] and fluctuates 
highly in an industrial setting. Past research showed that there is a strong relation-
ship between the die roll height, material, material thickness, punch-die clearance, and 
tool geometry [12]. Thus, traditional analytical approaches are inappropriate to model 
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this relationship to a satisfying extend, whereas machine learning (ML) approaches 
are promising [11]. Stanke et al. trained machine learning models with validated sim-
ulation data to accelerate die roll prediction as opposed to traditional FE simulation. 
The models were able to predict the die roll height given 8 variable parameters [11]. 
Since only scalar values as input data have been used for this model, these models do 
not learn any temporal information that varies significantly in an industrial setting [6].

In different work, the temporal punch-to-punch variation even within the same 
experimental setting (e.g. cutting-edge radius and sheet thickness) can be detected 
in the 2-dimensional representation of statistical features. However, it is not further 
considered due to the absence of an accurate model for interpreting those changes 
[13]. Furthermore, Havinga et al. [14] showed that force signature fluctuation can be 
used to predict part-to-part quality variations, which is the goal of every monitoring 
approach. Additionally, it has been shown that strain and force measurements contain 
multiple information about the current state of the tool, such as general and adhesive 
wear [13], misfeed, sheet metal thickness [15] or different lubrication regimen [16].

In grinding, however, due to the limited accessibility of the contact zone between 
abrasive grain and workpiece, a large number of influencing parameters cannot be 
measured, or can only be measured with difficulty and a high degree of uncertainty. 
It is therefore necessary to make valuable direct process signals indirectly measura-
ble. One of the most frequent causes of workpiece damage in grinding is thermal sur-
face damage due to excessive temperatures in the contact zone [17] resulting from 
forces, wear, and friction. Therefore, a prediction of the heat input due to several pro-
cess parameters makes knowledge about metallurgical alterations, micro-cracks on 
and below the surface, and residual stresses of the material accessible. Experimental 
validation of different simulation methodologies for predicting the workpiece tem-
perature, regarding the heat flux into the workpiece depth, is difficult and still hard 
to verify according to Wrobel [18]. The provision and treatment of the necessary 
cooling lubricant represent a significant proportion of the total CO2-emissions of a 
machine tool, accounting for 20 % of total emissions [19]. A reduction of this share 
by up to 60 % [20], e. g. through demand-oriented supply in addition to considerable 
resource savings due to fewer rejects, allows a significant competitive advantage over 
low-wage countries.

2.3  The Gap

Combining several manufacturing processes into the balancing of resources as well as 
adaptive process control by knowledge of the value of preceding or cross-process rel-
evant quality characteristics have, however, only been investigated to a limited extent. 
In this context, a methodology for integrative production planning [21], in which a 
set of requirements (i. a. highly adaptive processes themselves, independent informa-
tion flow to prevent information flow) is defined and evaluated from Computer-Aided 
Design (CAD) to manufacturing, has been researched [22].

Summarizing the information of the preceding chapter, for both processes, namely 
fine blanking and grinding, various research has shown that available sensory sig-
nals contain rich information about the conditions of the process and can be used to 
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predict the quality of the individual components. In contrast, the potential of incor-
poration of the available data into models that represent the behavior of the two-step 
process chain, allowing per part or batch optimization of the subsequent process, has 
not been researched yet. This paper aims to present an approach that combines state 
of the art methods to overcome this challenge. Figure 1 illustrates the aforementioned 
two-step process chain, starting at raw material via first and second machining opera-
tion ending with a finished workpiece that meets the highest quality standards. Along 
the entire value-added process of the networked units, sensor, machine and workpiece 
data are merged to design downstream production steps adaptively and thus efficiently 
to improve sustainability in manufacturing processes.

3  Mitigating the Uncertainty in Fine Blanking - Grinding

In the approach presented by this paper, the objective is set on quantifying and under-
standing process variations and their impact on quality and wear characteristics 
throughout an economically important production chain consisting of fine blanking 
and grinding. Research shows that material properties [23], stamping process data 
[6], and grinding process data highly vary, even though all process parameters remain 
unchanged, caused by the dynamics of the machine tools, wear characteristics, mate-
rial inhomogeneities, environmental changes or machine faults. Modelling these fluc-
tuations on a sensor basis and enriching them with the varying workpiece quality 
enables the setup of subsequent production steps on a per workpiece basis. Such sen-
sory systems can be used to widen process tolerances, to optimize production chain 
sustainability, and to increase revenue. The outcome of a successful implementation 
of this approach is a model that can be used to i) quantify the influence of varying 
material properties onto the process signals, ii) predict the height and width of the die 
roll of every produced workpiece, given the material properties and process signals, 
iii) predict the surface roughness, thermal damage of the workpiece external zone 
and the final geometry while machining fine-blanked workpieces and, lastly, iv) give 
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Fig. 1.  Scalable two-step production chain containing up- and down-streaming data exchange 
for an integrative production planning.
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recommendations for actions on how to set up the fine blanking and grinding process 
accordingly to minimize the wear, improve quality features, and the number of opera-
tional resources required while maintaining highest workpiece quality.

3.1  Quantifying Process Variations

Variations in sensor signals and quality metrics occur in every manufacturing process 
and are often regarded as an unavoidable effect, since no process is ever performed 
under the exactly the same conditions, thus, naturally signals and metrics vary over 
time to a certain extend. In an attempt to mitigate this, studies have shown severe fluc-
tuations on both, signal and quality level for hardness conditions of cold rolled coils 
[23], die roll of fine blanked components [24] and surface roughness of ground parts 
[7], see Fig. 2.

Furthermore, for grinding and fine blanking, fluctuations in force signals acquired 
during the process occur on a part-to-part basis that is even more significant consider-
ing specific segments within the signals [6]. Following the aforementioned order, the 
first step is to quantify and visualize these variations for each produced part for each 
sensor. This allows further investigations and data processing to determine which var-
iations have a significant impact on the outcome of a process, and which actually can 
be regarded as noise. Figure 3 visualizes the possible influence of quality features of 
subsequent processes using the example of hardness after cold rolling of a 16MnCr5 
(AISI: 5115) steel to a thickness of 4 mm, die roll height after blanking and surface 
roughness after grinding.
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Fig. 2.  From left to right: i) Stamping force of 300 punches of fine blanking ii) an expansion 
of the corresponding signals during punch ejection, iii) the tangential grinding force component 
during cylindrical grinding of 400 workpieces and iv) the corresponding level during finishing 
after roughing.
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Methods that give meaningful insight into the variations in unsupervised time 
series data are labeled as time series data mining techniques and are traditionally per-
formed in the working stages of data preparation and cleaning, extraction of meaning-
ful features as a representation of the signal, reduction to a small number of significant 
features, and, eventually, clustering in homogeneous clusters within the feature space. 
Doing so allows for the identification of outliers/anomalies in sensor data and quan-
tification of the variation of a signal by using different distance metrics within the 
derived feature space. A holistic implementation on all sensor signals yields an exact 
classification of which signals deviate from the previously identified “measured stand-
ard” for every working step and thus is a necessity for an adaptive process design.

3.2  Predicting Quality for Intermediary Steps

According to Rowe and Malkin, the main objective of using digital technologies 
in manufacturing technologies is to “produce higher quality components more effi-
ciently with smaller batch sizes and more frequent changeovers” [25]. To mitigate the 
uncertainty throughout production chains and to enable the optimization potentially 
for every position on the coil during the fine blanking process and subsequently for 
the specific geometric accuracy of the fine blanked workpieces during grinding, these 
intermediate process outcomes need to be modelled by reliable prediction models.

By treating the development of the die roll height in fine blanking and surface qual-
ity in grinding as a machine learning problem, a model has to be trained where the die 
roll height can be viewed as the output y ∈ R of the model, which is a scalar value. 
The input for such models can potentially consist of various heterogeneous sensors, 
representing conditions of input material and conditions during the process. Sensor 
fusion models that combine significant information from e.g. process forces, mag-
netic barkhausen noise emission, material thickness etc. are viable approaches to this 
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Fig. 3.  From left to right: Measurements of subsequent samples in i) coil hardness along 
the length of a coil (max. 13 % variations), ii) the die roll of workpieces produced in 400 
subsequent fine blanking operations (max. 29 % variations), iii) surface roughness of 
workpieces ground in 400 subsequent grinding operations (max. 77 % variations).
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problem. A corresponding model would have the goal to find a function f : Rn → R, 
so that

where �x refers to the n dimensional input of the model.
Promising approaches for such sensor fusion models are multi-channel convo-

lutional neural networks, that are able to handle time-series data through spatial 
relationships in and between different time series [26]. With such a model material 
related, force related, and synergetic effects between material condition and force pro-
files on the development of the die roll height and the surface roughness can be con-
sidered in the prediction of the quality features.

3.3  From Monitoring to Adaption

Successful and accurate implementation and calculation of the aforementioned mod-
els for fine blanking and grinding allows the prediction of intermediate results and 
eventually the final result of the process chain can be estimated and optimized in 
terms of cost, quality, and sustainability of the process chain.

In the fourth step of the proposed methodology, the potential of information 
exchange between manufacturing steps in a production chain has to be investigated 
and modeled. While research presented in Sect. 2 indicates that all sensory signals 
acquired in each considered manufacturing process contain valuable information 
about individual process conditions and the resulting quality features, the  cause-effect 
relations for data-driven approaches are still unclear for process chains. Models that 
allow for the identification and interpretation of such effects have to consider raw sen-
sor signals, simulation data, workpiece related information, metadata, and output of 
analytical models of previous manufacturing steps. Using the example of grinding, the 
adjustment of process parameters while ensuring the surface integrity at the highest 
resource efficiency itself is challenging, but utilizing inputs such as die roll height, 
geometric shape and boundaries, magnetic barkhausen noise, stamping force profile, 
and data from simulations increases the complexity. In fact, an important subtask is to 
develop methods that detect the significance of parameter changes throughout process 
chains while indicating which process parameters may be neglected in future setups.

4  Defining the Roadmap

While the goal is clearly defined, the effort needed to make progress investigating 
the uncertainty and adaptability of currently relative static process chains is high and 
cumbersome. The current setup to investigate these problems includes the installa-
tion of various sensor systems, followed by sensor integration and data preparation. 
At the fine blanking line, a Feintool XFT 2500speed, various sensors for incoming 
material, such as surface roughness, thickness, magnetic barkhausen noise, as well 
as analog sensors integrated into the tool to measure process forces, namely punch, 
counterpunch, and blank holder force, acoustic emission signals and acceleration as 

(1)f (�x) ≈ y,
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well as the acquisition of machine control information via OPC-UA interfaces have 
been installed. At the same time, a surface grinding machine of type Blohm Profimat 
MT608 has been equipped with force measurement systems, spindle power and axis 
feed rate diagnostics, coolant supply information (volume flow rate, pressure and tem-
perature at every nozzle) and integrated into a holistic acquisition system.

Experiments to generate a good amount of data samples are to be executed on 
both machines, to start with modelling i) sensor signal behavior itself with various 
data mining techniques, ii) die roll width and height variations in fine blanking exper-
iments, iii) corresponding surface roughness resulting from the surface grinding pro-
cess and iv) optimization of the complete process chain for cost, quality, flexibility, 
and sustainability using data-driven approaches from all domains. To this extend, sci-
entific data sets that encompass the material properties of a to be fine-blanked coil 
on every position, all sensor signals acquired during the fine blanking process on a 
workpiece level, and the resulting process signals and quality metrics after the grind-
ing operations required are currently in preparation and a preliminary for further 
research. This approach will be carried out with the same material that has been used 
to uncover variations in hardness after rolling, die roll development after blanking, 
and roughness uncertainties after grinding (Sect. 3.1, 16MnCr5, AISI: 5115). In devel-
oping the methodology for an adaptive process chain, the authors are nevertheless 
endeavouring to keep the approach generic, so that it can be applied not only to other 
ferromagnetic blanking steels but also to improve in sustainability through adaptive 
process control available across manufacturing technologies.
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Abstract.  The increasing use of high-strength materials in sheet metal pro-
cessing results in challenges for cutting presses. The required cutting force 
increases with the strength of the material. After material separation, a sudden 
release of the energy stored in the machine leads to intense system vibrations 
and noise emission. Noise protection and reduction solutions such as machine 
cabins or active vibration damping systems are expensive, require much space 
or frequent maintenance. Due to this, forming machines must be acoustically 
optimized. In this article, selected structure measures for the machine-side 
noise reduction are derived and evaluated in the context of simulation studies 
using an acoustic machine model.

Keywords:  Noise reduction · Forming machines · Acoustic machine 
simulation

1  Introduction

In many mechanical engineering areas, innovative high-strength materials are increas-
ingly used. The use of such materials in the vehicle body contributes significantly to 
the reduction of weight while increasing crash safety.

An essential procedure in sheet metal processing is shear cutting. A large part of 
the noise emission arises from the pulse-like release of energy after material separa-
tion (cutting impact). The sudden drop in cutting force causes the components of the 
forming machine and the surrounding air to vibrate. In particular when cutting sheet 
materials with high strength, the sound emission occurs with high intensity, since a 
high cutting force has to be applied and consequently a high energy is released. This 
results in sound emission with a broad frequency spectrum and high amplitudes. The 
generated noise can lead to long-term health damage, which is the reason for a man-
datory noise limit during machine operation. In addition, it leads to a reduction in the 
ability of the operating personnel to concentrate and, overall, to a decrease in produc-
tivity, as production times are often restricted for reasons of noise protection.
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Noise reduction measures on cutting presses are usually directly related to the 
reduction of excitation or take the form of encapsulation. In [4] and [8], for example, 
presented hydraulic systems for cutting shock damping achieved reductions in sound 
pressure levels of up to 10 dB. Further investigations on the reduction of ram vibra-
tions and thus the excitation can be found in [1] and [9]. Secondary noise protection 
measures include enclosures or sound insulation cabins. With full-automated operat-
ing high-speed presses, a complete enclosure of the machine is usually possible [3, 6]. 
The development or purchase of sound insulation cabins is associated with high costs, 
while increasing the space requirement and limiting the machine accessibility. Active 
solutions such as cutting-shock absorbers are expensive, require high maintenance and 
are not suitable for applications with high stroke rates. In outlook of the newly emerg-
ing challenges in the processing of innovative sheet metal materials, the machines 
used for this must be acoustically optimized.

In this paper a procedure for detecting and analysing noise emissions during the 
cutting of high-strength materials is presented. Additionally, a systematic identifica-
tion and a simulation-based evaluation of primary design measures to reduce noise 
development on the example of an automatic punching press is introduced.

2  Measurement of the Noise Emissions of a Cutting Press

First, the acoustic emissions of an exemplary forming machine are measured during 
the shearing process. As measuring device an acoustic camera from CAE Software 
& Systems, consisting of an optical camera and 112 MEMS microphones, is used. 
The function of the camera is based on the beamforming principle, whereby the local-
ization of the sound sources is carried out by evaluating the runtime differences of 
the sound signals in relation to each microphone. The measurement considered below 
were conducted during a cutting process on a 630 kN eccentric press. A closed circu-
lar cut was carried out on a stainless steel sheet (X5CrNi18-10) with a tensile strength 
of approx. 700 N/mm2 and a sheet thickness of 1.5 mm. Figure 1 shows the experi-
mental setup. This results in a maximum force of about 270 kN and a frequency spec-
trum of the force excitation up to about 5 kHz.

Fig. 1.  Measurement setup
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In post-processing, the recorded frequency spectrum of the sound pressure level 
as well as the local and temporal sequences of the sound emissions can be visualized. 
Figure 2 shows a spectrogram of the cutting process. It provides acoustic information 
about the events occurring during the cutting process, such as clutch engagement (1) 
and disengagement (2) of the eccentric shaft, the impact (3) of the blank holder on 
the sheet metal, the cutting impact (4), scrap dropping noises (5) as well as peripheral 
noises (e.g. 6). The process spans a broad frequency range beyond the hearing limit. 
It should be noted that the sound pressure levels relevant to noise protection (above 
85 dB) tend to concentrate in the lower frequency range up to approx. 1.5–2 kHz. This 
could also be observed in another, significantly larger knuckle-joint press with a nom-
inal force of 2000 kN.

The localization of sound emissions is realized by color visualization. Figure 3 
shows some selected examples. The impulse that occurs immediately after the mate-
rial separation is transferred directly to the surrounding air in the workspace. In 
post-processing, the “loudest” source can be located more precisely with approx. 
105 dB, which is located in the contact zone between the cutting punch and the sheet 
metal edge after the material separation (left).

In addition to the directly radiated emissions, the machine structure is excited to 
mechanical vibrations, which are transmitted in form of structure-borne noise via the 
drive train to the surface of the structure (middle, right). These sound emissions occur 
in a frequency range up to approx. 2 kHz. Also, in the case of an excitation in the 
higher frequency range (which can be up to 10 kHz, depending on the sheet strength 
and thickness [2]) the relevant highest levels on the structure were measured in a sim-
ilar range up to approx. 2 kHz. The “filtering out” of the high-frequency parts of the 
excitation is related to the transmission behavior of individual elements in the force 
flow between the process excitation and the radiation surfaces on which factors such 
as inertia, elasticity and play have an influence. The separation between directly and 
indirectly radiated emissions in the measurement is difficult. More precise statements 
can be made later in the context of a simulation of the indirect radiation.

cutting impact

Fig. 2.  The recorded spectrogram
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The measurements were carried out under the same basic conditions (tool, press) 
for different material strengths and stroke rates. Table 1 provides an excerpt from this 
for an overview of the maximum pressure levels for the materials used (DC04, DP600 
and X5CrNi18-10). It also lists the corresponding maximum cutting force.

3  Modeling

3.1  Elastic Multibody Simulation of Structural Dynamics

In order to map the elastodynamics of the considered forming machine the multi-body 
simulation method is used, whereby the components in the force flow and the sound 
transmitting or radiating components are modeled elastically [cf. 2].

The model is validated experimentally. The measured curve of the cutting force is 
used as a model input and the calculated path-time process of the ram is compared with 
the measured one. Figure 4 shows the simulation result in case of the cutting impact 
(left) as well as the result of the validation during the cutting process (right). The bend-
ing deformation of the structure is largely responsible for the sound radiation [7].

Table 1.  Measured sound pressure levels with variation of the stroke rate and the sheet mate-
rial (cutting impact)

60 spm 200 spm

DC04 (130 kN) 90 dB 92 dB

DP600 (220 kN) 98 dB 100 dB

X5CrNi18-10 (270 kN) 105 dB 107 dB

0 0.05 0.1 0.15

1: impact of the blank holder
2: cutting impact

Path-time process of the ram in mm
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Fig. 4.  Machine simulation at cutting impact (left) and result of model validation (right) [cf. 2]

Fig. 3.  Visualization of the sound emissions during the cutting process (l: punch/sheet metal 
contact, m: transmission into the structure and radiation, r: indirect structural emissions)
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3.2  Mapping of the Machine Acoustics

In case of indirect sound radiation, the acoustic parameters are calculated as a func-
tion of the structural loads. These excite mechanical vibrations of the structure com-
ponents, which are transmitted to the structures surface in form of structure-borne 
noise and excite the surrounding air. The result is a sound power spectrum, which 
leads to a directional and distance-dependent sound pressure distribution.

The FE-MBS model is expanded by an acoustic model to convert the structural 
loads into acoustic quantities. For this purpose, an acoustic 3D fluid grid is created, 
which encloses the structural components and maps the surrounding air. The excita-
tions from the structural dynamics are recorded via the internal structure-side bound-
ary of the fluid grid, a 2D intermediate network being derived from the structure 
network for its transmission. The outer boundary of the fluid grid must be complied 
with the non-reflection boundary condition, so that no reflections distorting the acous-
tic solution take place at the outer edge of the fluid grid. For this purpose, an artificial 
reflection-free layer in form of a “Perfect Matched Layer” (PML) is generated [10]. 
Microphone grids are used to calculate and display the acoustic field variables such 
as sound pressure. These are 2D or 3D acoustic grids, which can have any shape in 
the free field around the structure and in which the spread of the field sizes in space is 
calculated.

The load-results of the structural dynamics simulation are transformed into 
 frequency-dependent loads and are used in a vibroacoustic solution as structural 
excitation at the force-action positions of the structure. The decoupling between 
the structural dynamics simulation and the acoustic simulation leads to a significant 
reduction of computing time. However, the feedback of the air waves to the structure 
is hereby neglected. Figure 5 illustrates the procedure for acoustic modeling.

structure-
FEM

structure-fluid 
boundary layer 3D-acoustic-

grid (air) PML structural 
excitation

Fig. 5.  Acoustic modeling
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4  Measures of Noise Reduction

4.1  Basics

The “basic equation of machine acoustics” for indirect sound radiation represents the 
basis for the derivation of design optimization measures on the press structure [5, 7]:

This equation is used to illustrate the relationship between the excitation F(f) and the 
resulting sound power P(f), taking relevant influencing variables into account. In addi-
tion to the specific impedance of the air ρLcL, there are the radiating structure surface 
S, the body transmission admittance hT(f) and the degree of radiation σ(f).

According to the Equation above basic “rules” for reducing the sound power 
can be derived. These are reduction in excitation (1), reduction in body transmission 
admittance (2) and reduction in the degree of radiation and the radiation area (3):

1. In theory, all measures that reduce the cutting force or the contact forces between 
the cutting punch and the sheet metal edge after material separation can be used to 
reduce the excitation.

2. The body transmission admittance is the opposite of the impedance (resistance) 
of the structure in terms of sound transmission within the structure. A reduction 
in admittance can generally be achieved by influencing the eigen behaviour of the 
structure. This includes shifting the eigenfrequencies into the low-excitation areas, 
e.g. by the redistribution of the wall thickness.

3. Design measures, through which the sound radiation can be influenced, are the 
compact design and the increase of the coincidence frequency.

The conversion of the sound power into sound pressure takes place depending on the 
distance as well as the direction (LP: sound pressure level, LW: sound power level, 
Q: directional factor, r: distance to the sound source):

Accordingly, (3) also refers to design rules that favorably influence the direction of 
radiation. The coincidence frequency is the frequency at which the wavelength of the 
air coincides with the bending wavelength of the structure, which is unfavorable for 
the radiation. In order to avoid this, the coincidence frequency should be set as high 
as possible in relation to the excitation spectrum. The constructive possibilities for this 
can be derived from the following Equation [7]:

Here cL is the speed of sound, m′ [kg/m2] is the area-related mass distribution and EI′ 
[kg m2/s2] is the width-related bending stiffness of the structure. Accordingly, a high 
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mass distribution with constant or reduced bending stiffness leads to an increase of 
the coincidence frequency.

4.2  Simulation Results

Based on the approaches described above, simulation calculations varying the 
machine structure were carried out. The sound power spectrum and the resulting loca-
tion and frequency-dependent sound pressure distribution served as the basis for the 
analysis and evaluation of the construction measures. According to the measurement 
results, within the simulations a frequency range between 0.8 and 2 kHz was consid-
ered. Following, a selection of the measures is presented using the example of the 
frame, which represents the largest uncovered radiation area.

Figure 6 left shows a frequency response in case of the initial construction of the 
machine frame. It illustrates the according amplitude response of the maximal sound 
power level around the machine frame. In this case, there are distinct amplitude 
increases resulting from the excitation of the frame by corresponding eigenfrequen-
cies. The high levels unfavorably occur almost over the entire considered frequency 
range. The representation of the pressure field (Fig. 6 right) allows the localization 
of the resulting pressure or the pressure level directly on the structure and in the sur-
rounding area. Following, selected pressure level fields will be presented for the fre-
quencies with the highest power level.

Figure 7 shows this as an example for the frequencies 1530 Hz and 1985 Hz. 
The result at 1530 Hz is comparable with the measurement and with the deformation 
simulation with regard to the relevant radiation area on the upper front wall. A neg-
ative aspect is that in this case the highest levels are radiated directly into the oper-
ator space. A sound pressure level of approx. 100 dB was calculated at a distance of 
approx. 1 m, which corresponds approximately to the measurement. At the higher fre-
quencies (Fig. 7, right) the emission sources are no longer locally concentrated, but 
rather “scattered” over the entire structure. This is natural in the case of the excitation 
of higher eigenmodes, since here the intensity of the oscillation is widely distributed.

Fig. 6.  Frequency response (left) and sound pressure field at 1530 Hz (right)
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The aim of the investigation is to define measures that influence the amplitude 
response in a target-oriented manner. This includes that in the relevant frequency 
range as few as possible increased power peaks occur or that they concentrate in a 
low-excitation range. Furthermore, the aim is to achieve a pressure distribution that is 
as evenly as possible in the area surrounding the structure.

From an acoustical point of view, a compact construction without sharp edges 
should be preferable [5]. Figure 8 shows the result for a construction with rounded 
edges (r = 100 mm). There is a positive influence on the radiation characteristics 
observable (right). In this case, the direction of radiation is more favorable, particu-
larly with respect to the front of the structure.

The variation in the wall thickness influences the admittance and the degree of 
radiation in contrast [7]. Figure 9 shows the result of a combination of the rounded 
edges with an increase in the thickness of the front and rear walls (from 40 to 45 mm). 
As a result there are comparatively fewer and lower power peaks. The radiation is 
evenly distributed around the structure.

Fig. 7.  Sound pressure level field at 1530 Hz (left) and at 1985 Hz (right)

Fig. 8.  Frequency response (left) and sound pressure level field at 1710 Hz (right)
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Local stiffeners are another way of specifically influencing structure-borne noise. 
Figure 10 shows an exemplary stiffening (left) at the inside edges of the structure and 
the resulted frequency response (right). Due to an increase in stiffness, the eigen-
modes in the upper frequency range dominate as expected.

In general, the stiffening elements increase the eigenfrequencies, which means 
that they have a positive effect on noise reduction, particularly in the low-frequency 
range. In a targeted coordination with the relevant range of excitation, significant level 
reductions can be achieved.

In order to counteract the negative effect of stiffening in the upper frequency range 
and at the same time to limit the increase in mass, a further measure to influence the 
degree of radiation is examined in the following example. Figure 11 shows a result for 
a design version with an increased mass distribution while reducing the wall thickness 
and maintaining the shown stiffening from Fig. 10. The combination has the desired 
effect. The power peaks were largely reduced in the considered frequency range.

Fig. 9.  Frequency response (left) and sound pressure level field at 940 Hz (right)

Fig. 10.  Exemplary stiffening (left) and resulted frequency response (right)
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5  Summary

In this article a procedure for detecting and analyzing sound emissions during cutting 
high-strength sheet metal materials, as well as evaluating measures to reduce these 
emissions, is presented. The investigations were focused on primary design measures 
that contribute to noise reduction at the machine structure. For the purpose of test-
ing them, an acoustic machine model was created. In the context of simulations, vari-
ous design measures for noise reduction were implemented and evaluated, of which a 
selection was presented here.

Individual measures had partially contradictory effects in different frequency 
ranges. With a suitable combination of measures, a significant reduction of the sound 
power can be achieved in the entire considered frequency range. In summary, it could 
be shown that a reduction of the maximum sound pressure level of indirect radiation 
via the structure is possible by up to 15 dB in the considered frequency range.

Based on these investigations, both constructive modifications and secondary solu-
tions can be realized, which specifically contribute to noise reduction.
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Abstract.  Demands of the aging society shift the focus of production engi-
neering towards challenges in medical technology. An increasing number of 
people are equipped with implants, but incompatibilities can lead to implant 
loosening. These incompatibilities can be avoided by implants based on 
 fine-grained titanium which stimulate interactions between implant and bone 
tissue and thus activate bone healing.

The continuous production process Equal-Channel-Angular-Swaging 
(ECAS) is applied to achieve grain refinement in titanium rods. Shear strains 
during forming are therefore numerically investigated. Processing of titanium 
with conventional ECAS leads to unfilled die cavity. Thus undesired bending 
occurs, both in simulation and experiment. The bending stresses result in mate-
rial failure. Additionally, the achieved shear strains are inhomogeneously dis-
tributed in the cross-section.

It is shown that a hydrostatic stress state created by counter pressure 
improves the failure limit, yields in more homogenous shear strain distributions 
and enables a continuous production of fine-grained titanium.

Keywords:  Fine-grained titanium · SPD processes · Medical implants

1  Introduction

Around 1 million dental implants with a market volume of 3.2 billion euro are 
implanted in Germany every year for enhancing vitality and quality of life of patients 
[1]. Conventional dental implants are associated with unsolved problems, particularly 
bone loss, implant fractures and screw loosening. Within the first ten years, 8% of 
all patients lose their implants [2]. This not only seriously impairs the quality of life, 
but also has a great economic impact due to follow-up and treatment costs. Dental 
implants are mostly made of titanium (Ti) due to high demands on corrosion resist-
ance, fatigue strength and biocompatibility. Elements such as vanadium (V) and 
aluminum (Al) are added into current Ti alloys to fit the mentioned demands, which 
are, however, critical for the medical uses due to toxic reactions. Furthermore, the 
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Young’s modulus of current Ti alloys leads to bone resorption at the contact points 
between implant and bone material, which leads to Periimplantitis and loosening of 
the implants [3].

A promising approach is the use of fine-grained Ti for medical implants. On 
the one hand, it was shown that the fatigue strength and corrosion resistance of 
 fine-grained Ti can be enhanced compared to the coarse-grained Ti, so that the 
requirements of fatigue strength and corrosion resistance for medical applications can 
be fulfilled without critical elements, such as V and Al [4]. On the other hand, the 
fine structured surfaces stimulate interactions between the implant and the surround-
ing body cells. The bone cells grow to the grain boundary grooves on the surface of an 
implant and cross-link, if the distance between grooves is smaller than 1 µm. Hence, 
bone healing is expected to occur when grain sizes under 1 µm are existent [5].

One way to achieve the desired small grain sizes is to refine the microstructure 
by severe-plastic-deformation (SPD) processes [6]. These processes can lead to grain 
sizes with characteristic values below 1 µm. A special feature of SPD processes is the 
unaltered shape of the workpiece. This allows the process to be repeated several times 
with the same workpiece to achieve very large strains incrementally. Well-known SPD 
processes include High Pressure Torsion (HPT) [7, 8], Accumulative Roll Bonding 
(ARB) [9] and Equal Channel Angular Pressing (ECAP) [10, 11]. Among the SPD 
processes, ECAP is the most efficient one for processing rod workpieces. Stolyarov 
succeeds in producing ultrafine-grained (UFG) Ti alloys with an ECAP process [12]. 
In these studies, it is also shown that corrosion resistance and fatigue strength are 
enhanced.

For increasing the productivity of UFG materials, the design of ECAP process is 
extended with continuous process operation [11, 13, 14]. However, productions of 
tubular UFG material are still not realized in industrial scale up to now due to the 
process uncertainties caused by high process forces and tool wear. Görtan developed 
the process of Equal-Channel-Angular-Swaging (ECAS) [15]. The forming behavior 
of ECAS is similar to the ECAP process, but the die is divided into two halves, which 
oscillate towards each other. Consequently, friction forces and thus axial forces are 
significantly reduced by ECAS compared to ECAP. Previous studies demonstrated, 
that UFG materials can be continuously produced out of conventional copper, steel 
and FeCo alloy via grain refinement [15].

The materials formed by ECAS so far exhibit significantly higher formability than 
Ti at room temperature. Not surprisingly, fracture occurs during processing of Ti by 
conventional ECAS. In the paper at hand, the ECAS process is therefore extended to 
the production of fine-grained Ti material. Specifically, it is investigated under which 
process conditions the material is homogenously stressed by shear strain without 
failure.

2  Approach

The approach to produce fine-grained Ti via ECAS is shown in the following chapter. 
For this purpose, the forming behavior of Ti as well as the correlation of process and 
material parameters are depicted.
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First, a numerical simulation is used to investigate the shear strain during the 
forming process with various counter pressures. Second, the results are used to derive 
requirements for tool modifications. Third, the necessary counter pressure device is 
implemented and validated in experimental investigations. The investigated ECAS 
process installed on a high-speed stamping press is shown in Fig. 1.

The initial material is a commercially coarse-grained pure Ti grade 1 (3.7025) rod. 
It is discontinuously moved forward by a roll feeder and clamped in the ECAS tool 
while the high-speed press ram moves to the bottom dead center. Simultaneously, the 
material is stressed by shear in the tool jaws and experiences a counter pressure in the 
direction opposite to the feeding direction. The events taking place in the tool section 
are modeled by FEM, since the desired grain-refinement takes place here. The counter 
pressure is varied in the simulations and measured in the experiments with the aid of 
strain gauges. The material on the output side is an ECAS processed Ti rod with the 
same diameter as the initial diameter.

3  Numerical and Experimental Setup

In the present paper, a continuous production process for fine-grained Ti is deter-
mined. The influence of counter pressure is evaluated to achieve grain refinement by 
shear strain.

To predict the process window for Ti in the ECAS process, numerical simulation 
by means of the finite element method with the Abaqus CAE 2019 software is used. 
Previous work has shown that the strain values and predicted forces are almost iden-
tical for 3D FEM and 2D FEM of ECAS [15]. Nevertheless, it should be noted that 
friction can lead to a three-dimensional deformation inhomogeneity, which cannot be 
operated in this simulation and is a focus of future research [16]. The abstraction to 
a 2D problem using the symmetry plane of the rod as shown in Fig. 2, leads to sig-
nificantly shorter computational time. The sample is 50 mm long and the diameter 
is 8 mm. An isotropic elastic-plastic material behavior based on von Mises model is 

toolclamping counter
pressure

press table

press ram
Roll

feeder

FEM

Ti rod

counter
pressure
measurement

high-speed stamping press

input output

material flow

Fig. 1.  ECAS Process on a high-speed stamping press for the production of fine-grained Ti
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used. The flow curve is derived from a cylinder compression test according to DIN 
50106 and a tensile test according to DIN 6892. Because ECAS introduces strains 
higher than 1 into the material the flow behavior is extrapolated according to the 
Swifts strain hardening material model from the compression test based on the strain 
hardening exponent n = 0.14, poisson’s ratio 0.34, tensile strength Rm = 487 MPa, 
yield strength Rp0.2 = 361 MPa, stress amplitude C = 737 MPa and initial strain 
ϕ0 = 0.006.

The dimensions of the upper and lower tool jaws correspond to reality. A coeffi-
cient of friction of 0.1 is determined by a sliding compression test for the tangential, 
isotropic kinematic contact model between the specimen and the top and bottom of 
the tools. Hard contact is selected perpendicular to the tool surface, since the forming 
forces are transmitted here. The lower tool jaw is fixed. The upper tool jaw performs 
a vertical stroke of 16 mm with a frequency of 100 stroke/min. In the simulation, this 
movement is implemented via a sinusoidal function. The roll feeder moves the sample 
0.1 mm/stroke in the top dead center of the high-speed press, which is implemented as 
a displacement boundary condition via step function with acceleration and decelera-
tion phase.

The counter force is varied from 0 kN to 14 kN in a step width of 2 kN. An 
explicit solver is used, and the forming process is simulated for a duration of 60 s to 
achieve conditions of a continuous process. The shear strain distribution in the form-
ing zone is evaluated.

For validation, analytical, numerical and experimental results are compared. 
According to Görtan et al. Eq. 1 can be used to determine the total strain analytically. 
The total strain ǫN is based on the number of shear planes N and the angles � and Ψ 
of the tool as shown in Fig. 3 [15].
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Fig. 2.  Experimental (left) and numerical (right) setup for the production of fine-grained Ti via 
ECAS with counter pressure on a high-speed stamping press. The boundary conditions and the 
simplification for the FEM are shown on the right.
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The geometry of the model with N = 2, � = 0 und ψ = 2
3
π results in an analytically 

determined total strain of ǫN,a = 1.46. As shown in Fig. 3, angle ψ is the forming 
angle of the tool. Angle � specifies the orientation with which the rod leaves the tool. 
The rod has the same orientation in the initial and output state. The average simulated 
total strain is ǫN,s = 1.41 along the path. Figure 3 shows the numerical total along the 
path as well as the numerical average and the analytical value. A deviation of 4% can 
be asserted.

In addition, geometric features are compared in simulation and experiment as seen 
in Fig. 4. The diameters are measured with a caliper and compared at the same points 
in the simulation. Simulation and experiments show an unfilled tool and bending so 
that the angles can be compared according to DIN 1319.

The diameter has an average deviation between simulation and experiment of 4%, 
the angle in the dead zone a deviation of 7% and the bending angle a deviation of 8%.
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Fig. 3.  The analytically and numerically determined total strain along path. A minor deviation 
can be asserted between analytical and numerical calculation.
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4  Results and Discussion

Figure 5 depicts the mesh of the rod and the contour of the tool for different counter 
forces. The workpiece is subdivided into inlet, shear and outlet zone.

In the inlet zone material behaves in the same way independent of the level of 
the counter force. In the shear zone the mesh is deformed into a diamond shape. The 
unfilled tool volume on the underside is particularly noticeable without counter force. 
With increasing counter force the material fills the tools more and more. In the outlet 
zone, the angle at which the cells remain in the deformed status is specified. The aim 
is to obtain a rectangular mesh to ensure a homogeneous forming of the rod, and the 
ECAS process can be repeated in a following step. It has been shown that multiple 
passes in the SPD process are beneficial for the creation of an ultra-fine-grained struc-
ture [15]. In the outlet zone a homogeneous and an inhomogeneous strain distribution 
caused by running-in characteristics through the first stroke is formed. The first stroke 
leads to a high deformation of the material as the upper tool jaw impinges the rod and 
forms an indentation on the top. Without counter force, the mesh in the outlet zone 
is not rectangular. The change in length ∆l is due to the volume constancy assumed 
for the plastic deformation. In the outlet zone the rod bends upwards without coun-
ter force which leads to undesired tensile stress on the surface of the rod. From 6 kN 
upwards the tool is filled and the mesh is approximately rectangular.
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unfilled
tool

inhomogeneous
strain distribution76°

74°

87°

90°

inlet shear
zone

outlet

material flow

6 kN

79°

Fig. 5.  Influence of counter force from 0 kN to 14 kN on ECAS process in simulation for Ti, 
subdivided into inlet, shear and outlet zone. The net shows a filled tool from 6 kN upwards.
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Shear strains during forming are of high relevance for grain refinement and there-
fore numerically investigated. The shear strain over the normalized length from the 
top to the bottom of the sample in the shear zone along the path is shown in Fig. 6.

The shear strain without counter force is inhomogeneously distributed in the 
cross-section after the first shear zone. In particular, the maximum tensile stresses are 
determined at 609 MPa and thus lie above the tensile strength Rm = 487 MPa, so that 
material failure is predicted. In the experiments, this state of stress results in crack-
ing. If the counter force is increased, the shear strain is homogenized. From a counter 
force of 6 kN, tensile stresses are below tensile strength and shift into compression 
stress state. The counter force prevents material failure and leads to the desired 
homogenous shear strain distribution in the shear zone.

The stress state in the direction of material flow is depicted in Fig. 7 to underline 
the experimental results for the processed Ti rod as shown in Fig. 8.

Without counter force, the rod is subjected to bending. The material fails and 
the fracture surfaces show a typical material failure due to bending. The crack starts 
on the underside of the sample near the unfilled tool as predicted via FEM because 
of high tensile stresses. When counter pressure is applied, a hydrostatic stress state 
increases the formability of the material and fine-grained Ti is processed successfully.

Tensile stresses on the upper surface of the rod cause the material to tear open 
in the surface region (shear marks). The authors assume that the shear marks can be 
reduced or even avoided by reduced feed speed and optimized lubrication. The upper 
limit of the counter force is confined by the buckling of the rod at 10 kN contrary feed 
direction.
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As shown in Fig. 8 in the microstructure, the grain size after ECAS is smaller than 
before ECAS, so that grain refinement has occurred. However, there are still some 
coarse grains after one path visible, so multiple paths are required to reach the tar-
geted grain structure.
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tensile stress 
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material flow [MPa]

Fig. 7.  Stress in the direction of flow. From a counter force of 6 kN, tensile stresses are below 
tensile strength and shift into compression stress state in the shear zone.
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Fig. 8.  Material fails without counter pressure (top). With a counter pressure of av. 6 kN, 
ECAS-Ti is produced successfully (middle). The microstructure shows a grain refinement.
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As a result, the simulations show that a high counter force leads to a homogeneous 
shear strain distribution through tool filling. The height of the counter pressure is lim-
ited by the danger of buckling of the Ti rod.

From the investigations, it can be concluded that an axial counter force between 
6 kN and 10 kN leads to a more homogeneous shear strain and a hydrostatic stress 
state which allows the continuous production of fine-grained Ti via the ECAS process.

5  Summary and Outlook

It is shown that counter pressure enables the continuous production of fine-grained 
Ti via Equal-Channel-Angular-Swaging. The counter pressure significantly influences 
the shear strain during forming, which is responsible for the mechanism of grain 
refinement.

An axial counter force between 6 kN and 10 kN leads to a hydrostatic stress state, 
filling of the tools and homogeneous shear strain that promotes the formation of a 
homogeneous fine-grain structure. The required parameters and stresses for the form-
ing of fine-grained Ti are determined by FEM and are demonstrated in experiments. 
The counter pressure prevents bending of the rod, which reduces material stress and 
thus material failure. The hydrostatic stress state in the material leads to a greater 
capacity for forming.

Now guidelines for production of fine-grained Ti can be given for the development 
of new medical implants on an industrial scale. A further grain refinement can be 
achieved by multiple-pass processing, and parameters such as heat-treatment and feed 
speed to control the fine-grained structure will be investigated in ongoing projects.
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Abstract.  In order to reduce the weight of vehicles and their CO2-emissions 
and to increase driving range, new ways of producing hybrid material com-
pounds must be developed to tailor the properties of the part exactly to the 
intended use. Lateral angular co-extrusion (LACE) offers the possibility 
to produce hybrid profiles. In the past, this process was used to extrude flat 
 magnesium-titanium profiles and after further development, co-axial alumin-
ium steel profiles.

In this study, the numerical development of a tooling system for the pro-
duction of asymmetric hybrid semi-finished products extruded using LACE is 
presented. The co-extruded profiles, consisting of an L-profile made of steel 
(AISI 5120) that is filled with aluminium alloy EN AW-6082 on one side, will 
subsequently be formed to hybrid transverse control arms by die forging. The 
tool design is initially carried out for a laboratory scale extrusion in order to 
gain basic knowledge about the process and to quantify the influence of the 
different process variables like ram velocity or extrusion ratio.

Keywords:  Co-extrusion · FEM · Tailored forming · Aluminium-steel 
compound

1  Introduction

Depending on the volume ratio, a hybrid component made of light metal and steel 
is significantly lighter than mono-material parts made of steel, while still offering 
sufficient stiffness. One possibility of combining light metals, e.g. aluminium and 
steel is co-extrusion. Co-extrusion processes can be divided into two main catego-
ries according to the type of extrusion billet [1]. On the one hand, modified extru-
sion billets with reinforcing elements integrated in the billet matrix material or hybrid 
extrusion billets can been used. In this case, both matrix material and reinforcement 
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are plastically deformed. For example, Foydl et al. investigated the extrusion of dis-
continuously reinforced extrusion billets of the aluminium alloy EN AW-6060 which 
were drilled along the symmetry axis in order to fill in cylindrical, conical or spherical 
steel elements [2]. The second possibility is the use of conventional extrusion billets, 
which are combined with reinforcing elements like steel wires or flat profiles. The 
reinforcing elements are fed to the deformation zone from outside the extrusion tool. 
Consequently, only the matrix material is plastically deformed. Chatti et al. used mod-
ified chamber tools to extrude aluminium profiles from EN AW-6060 together with 
wires made of AISI 304 steel [3]. Pietzka et al. succeeded in embedding steel wires in 
a magnesium matrix and was able to embed up to eleven wires in a co-extruded pro-
file [4]. Grittner et al. investigated the lateral angular co-extrusion of flat aluminium 
titanium compound profiles using conventional aluminium billets. Therefore, the alu-
minium alloy was redirected at an angle of 90° within the tool and joint with the tita-
nium profile in the welding chamber [5]. Based on the process described by Grittner 
et al. a LACE process for aluminium EN AW-6082 and steel AISI 5210 was devel-
oped to produce coaxial aluminium steel profiles which, are formed to hybrid bearing 
bushings in the further course of the process chain within the Collaborative Research 
Centre 1153, see Fig. 1 [6, 7].

In order to expand the range of applications for components that can be pro-
duced by LACE and to demonstrate the potential of the technology, a co-extrusion 
process is to be designed for asymmetrical hybrid profiles, which are subsequently 
formed into hybrid control arms by die forging, see Fig. 1. Based on the geometry 
of the transverse control arm, the intermediate stages after die forging and extrusion 
were designed inversely. For the production of hybrid asymmetrical profiles it is par-
ticularly challenging that there is no comprehensive form closure. The bond is mainly 
formed by material closure. At this, it is of great importance to consider the geometri-
cal and process-related limits of the different technologies.

Numerical modelling has become state-of-the-art as an initial step in designing 
and further improving extrusion and co-extrusion processes as it enables to study the 
material flow and influence of process variables under various conditions and, thus 
reduces the number of experimental tests and saves resources [8, 9]. In addition, the 
actual values of local parameters like temperature or contact pressure are often diffi-
cult to obtain or not measurable during extrusion processes. In the present study, an 

Fig. 1.  Co-extruded semi-finished profile and die forged component, left: bearing bushing, 
right: transverse control arm
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FE model of the LACE process to produce asymmetrical hybrid profiles is established 
to investigate a possible tool design for co-extrusion experiments on a laboratory scale 
and to gain knowledge about the influence of the tool geometry and process variables 
on the resulting hybrid profile.

2  Numerical Investigations

2.1  Model Setup

The commercial FE software FORGE NxT 2.1 was used to model the co-extrusion 
process. To limit the computation time, the existing symmetry was considered and 
only the half of the 3D FE model was examined, see Fig. 2a. The billet is placed in 
the container and pressed into the upper die via the press ram. At this point, the alu-
minium contacts the wedge, which redirects the material flow by 90° to the extrusion 
direction. The wedge does not only deflects the flow of aluminium, but together with 
the lower die it forms a feed channel, which guides the L-profile into the welding 
chamber. The feed occurs at an angle of 80° to the extrusion direction. The L-profile 
is filled with aluminium in the welding chamber and leaves the tool as a hybrid profile 
via the die opening.

Both, the accuracy of the calculated results and the computation time are strongly 
dependent on the selected minimal element size. Based on the results of a preliminary 
mesh study, a minimum element size of 2 mm was used for the numerical investiga-
tions resulting in 177,000 tetrahedron volume elements in total. Thus, a sufficiently 
high accuracy and a reasonable computing time of approx. 125 h was achieved, see 
Fig. 2b. A further refinement of the mesh increases the simulation time by a factor of 
eleven, with only minimal increase in the accuracy of the results. For the mesh study, 
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only the mesh size of the aluminium was used, as it has a significant influence on the 
resulting extrusion force, which is the most important criteria for the design of the 
process. Since the L-profile is very thin and long compared to aluminium, a mesh size 
of 1.5 mm was chosen. In the area of the chamber tool and the die a refinement box 
was used to reduce the mesh size to 0.5 mm. With six elements over the profile thick-
ness the results over the thickness can be represented sufficiently accurate. The tools 
were modelled as rigid bodies for the described investigations.

Due to extensive plastic deformation during the co-extrusion process, two remesh-
ing criteria, a periodic initiated remeshing criterion with a fixed remeshing after 20 
steps as well as an automatic size criterion to refine the mesh of the workpiece accord-
ing to the curvature of the die in the contact area, were applied. Tresca’s friction model 
was used to describe the frictional behaviour between billet and tools. According to 
the findings of a previous study, the friction factor was set to 0.95, which describes 
the high adhesion tendency of aluminium well [10]. A bilateral sticking condition was 
assumed for the interface between the aluminium billet and the L-profile, since the 
L-profile is only displaced due to the contact with the aluminium. For the heat trans-
fer coefficient, a value of 35 kW/m2K was chosen according to literature [11]. The 
ambient temperature was set to 50 °C. For an accurate prediction of thermomechanical 
material behaviour during the co-extrusion process, flow curves of both the alumin-
ium alloy EN AW–6082 and the case hardening steel AISI 5120 were experimentally 
determined by means of uniaxial cylindrical upsetting tests and implemented in the FE 
software as a function of strain, strain rate, and forming temperature [10].

A numerical process design study was performed to determine a suitable tool 
geometry and process parameters for the experimental investigations. Therefore, dif-
ferent tool geometries and their influence on the material flow were analysed. After 
the selection of a suitable tool geometry, the extrusion ratios were varied to determine 
their influence on the extrusion force and the profile geometry. The extrusion ratio 
was calculated from the cross sectional area of the aluminium billet at the begin-
ning of the process and the aluminium cross section of the hybrid profile. In order to 
vary the extrusion ratio, the contours of the die were adapted while maintaining the 
same L-profile thickness. By varying the profile thickness, the aluminium surface is 
changed in the profile cross section. To ensure a better comparability of the results 
of different reinforcement contents, the die contour must be adjusted accordingly so 
that the extrusion ratio remains the same. In addition, the influence of the ram veloc-
ity on the extrusion force requirement was investigated. Finally, the die contour was 
varied to improve the bond formation between aluminium and steel by clamping the 
L-profile. The process parameters used for the numerical-parametric study are sum-
marised in Table 1.

Table 1.  Process dimensions and parameters

Dimension Value Parameter Value

Billet length 120 mm Billet temperature 530 °C

Billet diameter 56 mm L-profile temperature 20 °C

L-profile length 800 mm Tool temperature 450 °C

L-profile thickness th 3, 5 mm Ram velocity v 2, 4 mm/s

L-profile legs length 20 mm Extrusion ratio ψ 3.8:1, 5.3:1, 8.1:1
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2.2  Results and Discussion

First, the geometries of the chamber tool, more specifically the wedge and upper die 
geometry, were varied. Figure 3a shows tool variant A, where a flat redirection of the 
material flow was chosen for the wedge in combination with a slope at the upper die 
as transition to the die. In variant B, the redirection of the material flow consists of a 
hemisphere and the transition from the upper die to the die consists of a radius, see 
Fig. 3b. The evaluation of the velocity in z-direction shows that in variant A a more 
pronounced dead zone is formed at the wedge. A larger dead zone is desirable to 
ensure that the aluminium from inside the billet flows and, thus no impurities such 
as oxides or lubricants enter the joining zone between aluminium and steel. At the 
transition from the upper die to the flat die, the variant B forms a larger dead zone. 
However, a dead zone is not necessary there, as the material is removed in the finish-
ing machining process.

Decoupled simulations of tool load were carried out to identify possible weak 
points within the components. For both variants, the 1st principal stresses do not show 
any extreme values that would indicate a risk of crack formation. The evaluation of 
the force-time curves also shows no significant differences. Due to the material flow 
and easier manufacturing, variant A with a flat wedge and sloping transition was 
selected for further investigation.

In the next step, the extrusion ratio was varied by changing the aluminum con-
tent while maintaining a constant L-profile thickness of 3 mm. Figure 4a–d show the 
extruded profiles in side view with the respective temperature field, in Fig. 4a,b,d the 
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ideally straight L-profile is visualised in pink to illustrate the bending. The smallest 
extrusion ratio of 3.8:1 shows a slight bending of the profile in negative z-direction 
as shown in Fig. 4a. With a higher extrusion ratio to 5.3:1 the bending of the pro-
file increases, see Fig. 4b. At the maximum extrusion ratio of 8.1:1, the L-profile was 
deformed until necking occurs which leads to an abortion of the computation. The 
contact temperature is the equal for all variants at approx. 460 °C. The L-profile heats 
up very quickly due to the small profile thickness. With an extrusion ratio of 3.8:1, the 
profile heats up faster in the feed channel than with an extrusion ratio of 5.3:1. The 
varying heating is due to the different exit speeds. As the extrusion ratio increases, the 
exit speed of the profile increases and, thus reduces the contact time in the feed chan-
nel. The increased temperature of the profile in the channel in Fig. 4c is due to the fact 
that the temperature is shown at a press height Hp of 60 mm. Due to the tool contact 
in the channel, the L-profile always heats up in the same way, regardless of the extru-
sion ratio, until the aluminium fills the welding chamber. Subsequently, the L-profile 
is pressed out of the die together with the aluminium so that the following L-profile 
has less time in the channel to heat up. The higher deformation of the L-profile for 
larger extrusion ratios correlates with the increased contact normal stress. Contact 
normal stresses of up to 600 MPa were determined for the extrusion ratio ψ of 8.1:1, 
for ψ of 5.3:1 stresses up to 460 MPa and for the smallest extrusion ratio ψ of 3.8:1 a 
contact normal stress of 370 MPa was determined. The flow stress of AISI 5120 at the 
present contact temperature of 460 °C is 550 ± 30 MPa [10]. The deformation of the 
L-profile at the extrusion ratio of 8.1:1 can therefore be explained by exceeding the 
flow stress of the material. Increasing the ram velocity will not result in an increased 
bend of the profile, see Fig. 4a,d. Only the heating of the L-profile in the feed channel 
is reduced by increasing the ram velocity.
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One possibility to increase the flow stress would be to reduce the contact temper-
ature by decreasing the process temperatures of the aluminium and the heated tools. 
However, a reduction of the temperature is not recommended for two reasons. Firstly, 
the resulting extrusion force would increase and thus, possibly exceed the maximum 
force of the extrusion press. On the other hand, the formation of a material compound 
between aluminium and steel is impeded at lower temperatures. However, this is of 
crucial significance for the strength of the compound profile. The calculated extru-
sion force-time curves are plotted in Fig 5a. Dashed lines represent the force curves 
with an L-profile thickness of 5 mm, all the other curves represent results with a pro-
file thickness of 3 mm. All curves show a similar characteristic course and differ only 
in the time shift due to varying extrusion velocity and the maximum extrusion force 
resulting from the variation of the extrusion ratios. Due to the design of the tooling 
system, different steps are visible in the extrusion force curve. First, the aluminium 
billet is upset to the container diameter, whereby the force increases only slightly. 
The subsequent first increase in force to 400 N marks the diameter reduction in the 
upper die. The aluminium is now pressed further into the tool, whereby the force 
remains constant until the aluminium reaches the wedge’s redirection. As the wedge is 
deflected towards the die, the force increases slightly to approx. 800 N. The last steep 
rise marks the contact phase between the aluminium and the L-profile up to the sta-
tionary force plateau, which describes the extrusion. In the stationary phase, the force 
requirement decreases continuously due to the decreasing friction surfaces of the alu-
minium billet in the container. An increase in the extrusion ratio leads to an increase 
of the required extrusion force, as shown in the comparison of the courses with a ram 
velocity of 2 mm/s in Fig. 5a.
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The drop in extrusion force after an extrusion time of 28 s at an extrusion ratio 
of 8.1:1, is caused by the necking of the L-profile due to the large extrusion ratio. 
However, an increase in ram velocity only leads to a slight increase in the maximum 
extrusion force, comparing the two curves for an extrusion ratio of 3.8:1. To increase 
the profile straightness, the profile thickness was increased to 5 mm and the mean 
extrusion ratio of 5.3:1 was simulated with a press velocity of 4 mm/s. The thicker 
L-profile in combination with the increased ram velocity is intended to compensate 
for the profile bending, as the profile heats up more slowly and the bending stiffness 
is increased. When using the thicker L-profile, the die geometry has to be adjusted 
to achieve the same extrusion ratio as with the 3 mm profile. The resulting extrusion 
force for a profile thickness of 5 mm is slightly higher, but still on a comparable level 
to the force requirement for a 3 mm profile. The slightly higher force level is due to 
the higher ram velocity. Figure 5b shows the extruded profile for an L-profile thick-
ness of 5 mm and 3 mm. By increasing the profile thickness, the bending could be 
significantly reduced. However, a slight curvature can be seen, so that if the extrusion 
ratio is increased to 8.1:1, no necking is to be expected, but rather a strong curvature 
of the profile. The contact temperature dropped to 420 °C due to the thicker L-profile, 
since the larger volume results in the L-profile extracting more heat from the alumin-
ium. Simulated cross-section of the hybrid profile with an extrusion ratio of 5.3:1 with 
a profile thickness of 5 mm is shown in Fig. 6a. The section was taken 30 mm after 
exiting the tool at the final press height Hp of 100 mm. The extruded profile deviates 
only slightly from the target geometry, which can be explained by the expansion of 
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the aluminium after exiting the die. The aluminium completely fills the cavities of the 
L-profile, so that no hollow spaces are created in the profile.

The clamps are not completely filled in both variants. The reason for the incom-
plete filling might be that the lower die, which guides the L-profile, is aligned flush 
with the die. This allows the aluminium to flow directly into the die without filling the 
form completely. The incomplete filling reduces the pressure in the welding chamber 
and thus, the expansion of the aluminium after leaving the die is decreased. In order to 
fill the clamp, the contour of the lower die should not be flush with the die. By offset-
ting the lower die contour, a pronounced welding chamber is formed, so that enough 
pressure is generated for complete forming.

3  Conclusions and Outlook

In the scope of this work, the numerical design of a lateral angular co-extrusion 
(LACE) process for the production of asymmetrical aluminium-steel compound pro-
files was presented. An FE model was built up and used to examine the influence of 
different tool geometries and process parameters on the developed LACE process. It 
was established that the extrusion ratio has a strong influence on both the maximum 
extrusion force and the profile straightness. Furthermore, it was shown that with an 
L-profile thickness of 5 mm the straightness is increased.

Based on these results, an extrusion tool system will be manufactured for experi-
mental investigations on a 2.5 MN extrusion press on a laboratory scale. The numer-
ical model will be validated on the basis of the experimental results. For better filling 
of the clamp geometries, a larger welding chamber will be added to improve the com-
posite quality.
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Abstract.  Hot stamping of boron manganese steel is a state of the art process 
for manufacturing safety-relevant automotive components with regard to light-
weight design. In terms of the mechanical properties, the microstructural evo-
lution is of particular interest. Besides conventional hot stamping processes, 
this is especially apparent for the manufacture of hot stamped parts with tai-
lored properties. To reduce costs and scrap parts, numerical process design 
requires appropriate material models considering transformation kinetics dur-
ing in-die quenching. The phase transformation behavior can be characterized 
through experiments on various testing facilities, which can lead to discrepan-
cies in the results and therefore in the predicted mechanical properties. In this 
paper, the results from two testing facilities are compared to each other through 
dilatometry experiments on the boron-manganese steel 22MnB5. For further 
characterization of the differences, secondary samples are taken to analyze the 
hardness as well as the microstructure by optical microscopy.

Keywords:  Hot stamping · Dilatometry test · Phase transformation

1  Introduction

Hot stamping of ultra-high strength steels is a key technology in terms of lightweight 
constructions in the automotive industry. Especially safety-relevant components, such 
as B-pillars are manufactured with this process [1]. Its importance can be traced back 
to the excellent strength-to-weight ratio of the processed boron-manganese steels, 
such as 22MnB5. Due to various controlled phase transformations, an ultimate ten-
sile strength of at least 1500 MPa is achievable. In the first process step, the sheets 
are heat-treated above AC3 temperature with the aim of a full austenitization of the 
initial ferritic-pearlitic microstructure. Subsequently to austenitization, the sheets are 
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transferred to a forming-press, where forming and quenching is done simultaneously. 
As long as a critical cooling rate is ensured, the martensitic transformation takes 
place. The control of phase transformation is also highly relevant in process variations 
such as partial hot stamping. Unlike conventional hot stamping, the martensitic trans-
formation is locally prevented to manufacture components with tailored properties [2]. 
By maintaining structural integrity and increasing ductility in some areas of the parts, 
passenger safety can be improved. Regarding process control, heat transfer between 
workpiece and tool needs to be reduced. By applying grooved tools [3] or tool mate-
rial with low thermal conductivity [4], the quenching rate is reduced to receive a 
microstructure composed of ferrite, pearlite and bainite. Another approach is the uti-
lization of heated tool segments [5] to decrease the temperature gradient between tool 
and workpiece. In this case, the sheets are not quenched to room temperature but held 
isothermally until the desired phase composition is achieved [6].

To be able to predict mechanical properties accurately as well as to ensure process 
stability extensive knowledge on phase transformation is necessary. Without previous 
deformation of the austenite, the critical quenching rate for martensitic transforma-
tion is typically specified between 20 K/s [7] and 27 K/s [8]. Additional pre-strain 
results in an increase in the critical quenching rate [9] and it shifts the transformation 
rate. Hence, the deformation of the austenitic phase decreases thermal expansion and 
reduces the density difference between austenite and martensite [10]. In this context, 
further investigations on the influence of non-isothermal deformation of the austenitic 
phase were done inter alia by Naderi et al. [11] and Nikravesh et al. [12].

Since the investigation of phase transformation is highly time-consuming research 
effort is directed towards developing a virtual dilatometer [13]. By referring to a 
trained model, which may be also a neuronal network [14], based on real dilatome-
try data, the testing effort will be significantly reduced. For this purpose, a database 
with appropriate grid points is required. However, to enable the combination of virtual 
and additional experimental data, the transferability of the results has to be ensured. 
In this context, processing of measured data from various testing facilities has to be 
taken into account. Thus, this study aims to investigate the phase transformation of 
hot stamping steel under various quenching and load conditions with regard to two 
different testing rigs.

2  Material and Methodology

Within this study, the transformation behavior is analyzed using two different testing 
facilities. One of them is a deformation dilatometer DIL805 A/D/T by TA Instruments 
and the other one is a thermomechanical simulator Gleeble 3500-GTC from Dynamic 
Systems Inc. A more detailed description of both testing apparatuses is given in the 
two subsequent subchapters. As sheet material, the conventional boron-manganese 
hot stamping steel 22MnB5 is used. The sheets have a thickness of 1.5 mm and an 
Al-Si coating in the case of the specimens for Gleeble. The same thermal treatment 
is applied in both facilities. The specimens are first heated to the austenitization 
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temperature of 950 °C with a heating rate of 5 K/s and held for 300 s. Afterwards, 
the samples are cooled to 800 °C with 30 K/s, where potential pre-strain is applied. 
This heating cycle is valid for samples being continuously quenched, as well as for 
those being isothermally held. Regarding the process route of continuous quench-
ing to room temperature, the experiments are conducted with and without additional 
deformation. Subsequently to pre-straining, five different quenching rates are applied. 
In the case of isothermal holding, pre-strain is not considered. The samples are cooled 
to 550 °C with 50 K/s and held for 60 s. An overview of the thermal treatment is 
given in Fig. 1. The tests were repeated two times to improve the statistical quality. 
For the comparison of the transformation kinetics, the transformation rate is calcu-
lated. The objective is to make the measurement data independent from the testing 
apparatus. For this purpose, the lever rule is used to determine the transformed frac-
tion from dilatometric data in the first step. Based on these results, the transforma-
tion rate is computed by derivation. Furthermore, the respective phase fractions are 
determined from the transformation rate. After the dilatometric experiments, second-
ary samples are taken from the tested specimens to analyze the resulting hardness on a 
Fischerscope HM 2000.

2.1  Deformation Dilatometer

The hot deformation dilatometer is an instrument, which finds many applications in 
material characterization, for example, the determination of flow stresses, the charac-
terization of phase transformation kinetics, and the approximation of the coefficient 
of thermal expansion at high temperatures. In this work, the experiments are per-
formed with a quenching/deformation dilatometer DIL805A/D as depicted in Fig. 2. 
Inside the dilatometer, there is an induction coil used for heating the specimens to the 
desired temperature. The instrument is also equipped with a cooling system using gas-
eous media to quench the samples with a defined cooling rate. To measure the temper-
ature during experiments, thermocouples of type S were spot welded on the center of 
the gauge length. The strain is measured tactile at the edge of the gauge length l. The 
dimensions of the specimens used in this investigation are shown in Fig. 2.
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2.2  Thermomechanical Simulator

The thermomechanical simulator Gleeble 3500-GTC is equipped with an optical 
extensometer Keyence LS-7601. Contrary to the deformation dilatometer, the Gleeble 
uses electric resistance for heating. Since the samples are only heated in their center, 
a temperature gradient develops in width and length direction. To minimize tem-
perature loss on the fringe, especially in the measuring area, the sample is modified 
compared to conventional tensile specimens. The adjustment is oriented towards the 
geometry for dilatometer experiments recommended by Dynamic Systems Inc. The 
temperature and phase transformation dependent strain is measured crosswise over the 
central bridge, as depicted with the dotted line in Fig. 3. For the temperature control, 
 spot-welded thermocouples of type K are used, while quenching of the sheets is real-
ized by utilizing a compressed air nozzle system.

3  Results and Discussion

Figure 4 shows exemplarily the results from dilatometric testing in the thermome-
chanical simulator Gleeble 3500-GTC and the deformation dilatometer DIL805A/D. 
The samples were quenched with 40 K/s, whereas no pre-strain was applied. On 
the left side, the respective true strain development is depicted. It can be seen, that 
there are distinct differences between both testing facilities. To make the results 

Specimen Induction coil

w = 5 mm

l = 10 mm

L = 40 mm

Tactile strain measurement

Fig. 2.  Testing setup of the Dilatometer with respective sample geometry

Specimen
Quenching
nozzle

Central bridge for
optical strain
measurement

Optical 
extensometer

Fig. 3.  Experimental setup on the thermomechanical simulator
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independent of the testing rig and improve comparability, the transformation rate is 
calculated. After applying the lever rule, it is computed by deriving the transformed 
fraction after temperature.

Three different findings can be deduced from the evaluation of the various trans-
formation rates. As shown on the right side in Fig. 4, the onset of phase transforma-
tion as well as the maximum of the transformation rate is different for both testing 
facilities. The results indicate that the whole calculated phase transformation is shifted 
to lower temperatures in the Gleeble. In the case of the presented results in Fig. 4, the 
martensite start temperature Ms varies by around 40 °C, with Ms = 404 °C in case of 
the dilatometer and Ms = 362 °C in the case of the Gleeble. By using a dilatometer 
Baehr DIL 805 as well, Nikravesh et al. [15] identify a martensite start temperature 
of 401 °C at a quenching rate of 40 K/s. This corresponds well with the specifications 
of Ms = 400 °C specified by various suppliers as seen in [8] or [16]. On the contrary 
Chang et al. [17] identify a martensite start temperature of 380 °C within their exper-
iments on a Gleeble 1500. However, these studies relate to various austenitization 
parameters, which also influence the transformation behavior as stated by Naderi et al. 
[11]. The effect of shifted start temperatures is especially apparent for martensitic 
transformation, but it can is also be seen for other phases and occurs independently 
of pre-strain and quenching rate. The reason for the difference between both tests can 
originate from the geometry of specimens, and the method employed to measure the 
strain from both experiments. Thus, further analysis should be performed to determine 
the root cause of this deviation.

Besides a shift in start temperatures, also differences regarding the development 
of the transformation rate are detectable, as exemplarily depicted on the left side of 
Fig. 5. The samples were continuously quenched to room temperature with 10 K/s. 
As already seen for a cooling rate of 40 K/s, the onset of phase transformation is at 
a higher temperature in the case of the dilatometer. Moreover, it can be seen, that 
the transformation rate rapidly increases in the dilatometer, while the growth is less 
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pronounced in the Gleeble. Regarding 40 K/s, the temperature difference between the 
beginning of the phase transformation and the maximum of the transformation rate 
remains constant, whereas it is increased for 10 K/s. This indicates not only a shift 
in the transformation kinetics but also a variation concerning the phase composition. 
Further discrepancy can be seen in the martensitic region, where the Gleeble speci-
mens exhibit an increased transformation rate.

Contrary to the findings regarding continuous quenching to room temperature, 
both testing facilities show good agreement regarding the transformation kinetics 
in the case of isothermal holding, as presented on the right side in Fig. 5. The unde-
formed samples were quenched to Tiso = 550 °C and held for 60 s. To demonstrate the 
repeatability of the experiments, all three test runs are depicted. It can be seen, that 
the development of the transformation rate is nearly identical for both testing setups. 
In the case of the Dilatometer, the results also indicate a good repeat accuracy, while 
the Gleeble tests exhibit a temporal variation of around five seconds.

The evaluation of the transformation rates pointed out, that the transformation 
kinetics are very similar in the case of isothermal holding, while differences can be 
seen when continuous quenching is applied. This relates to a shift of the start of the 
transformation temperatures as well as to the transformation kinetics, which indi-
cates a varying phase composition. Thus, to enable further analysis of the differences, 
the final phase fractions are calculated from the transformation rates. As mentioned 
above, the transformation rate is calculated from the change of the phase fraction 
respect to temperature. Therefore, the phase fraction for each phase can be obtained 
by integrating the transformation rate within the temperature regions where ferrite, 
bainite, and martensite are formed.

The respective phase fractions are presented in Fig. 6. Generally, it can be seen, 
that as expected, the amount of martensite decreases at lower cooling rates, mainly in 
favor of bainite. Small fractions of ferrite occur in the case of the lowest quenching 
rate investigated within this study. Regarding the influence of pre-strain, the amount 
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of martensite decreases at higher degrees of deformation, as already seen in the work 
of Nikravesh et al. [12]. Comparing both testing facilities, the results show good 
agreement for quenching rates between 31.5 and 50 K/s.

In the undeformed condition, the results from the Gleeble and the dilatometer 
indicate a fully martensitic structure for 40 K/s and 50 K/s. At 31.5 K/s, the bainite 
fraction is higher in the case of the dilatometer but lies within 5%. However, it can 
be seen, that in the case of applied pre-strain of 0.1, the phase fractions are identi-
cal within 1%. At a quenching rate of 20 K/s, the differences in the predicted phase 
composition increase, while the influence of pre-strain is visible for both facilities. By 
contrast, in the case of 10 K/s, no influence of deformation in the austenitic region is 
observable from the results of the dilatometer. Furthermore, only bainitic and ferritic 
fractions are identifiably from the transformation rate, whereas the measurement data 
of the Gleeble also shows a martensitic transformation. Regarding the thermomechan-
ical simulator, pre-strain results in a decrease of bainite in favor of ferrite, whereas the 
amount of martensitic fraction remains approximately constant.

Since these values of phase fractions are predictions from the transformation 
curves, further investigations are necessary to verify them. Thus, secondary samples 
were taken to analyze the hardness in the cross-section of the quenched specimens. 
Regarding the hardness after heat treatment in one of both testing facilities, no sig-
nificant difference can be seen between the Gleeble and the dilatometer as shown 
in Fig. 7. However, there is a trend of slightly higher values for specimens tested in 
the thermomechanical simulator. Concerning the predicted phase fractions, the hard-
ness measurements correspond well to the previous findings. At quenching rates of 
31.5 K/s, 40 K/s and 50 K/s, the hardness remains nearly constant with a maximum of 
10 HV0.2 difference between undeformed and pre-strained samples.
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For 20 K/s, a deformation of 0.1 at a temperature of 800 °C results in a drop of 30 
HV0.2 and 40 HV0.2 respectively, which can be traced back to the decreased amount 
of martensite in favor of bainite. While the evaluation of the measurement data from 
the dilatometer indicated, that there is no influence of pre-strain for 10 K/s, the hard-
ness values in Fig. 7 show a decrease of 30 HV0.2. However, due to the standard devi-
ation, the effect is not significant. Regarding the difference between 20 K/s and 10 K/s 
the hardness measurements confirm the predicted decrease of martensite in favor of 
bainite and ferrite. This was also seen in the investigations of Nikravesh et al. [12], 
were a significant increase in hardness was observed while rising the quenching rate 
from 10 K/s to 20 K/s. Furthermore, while the calculated phase fractions from trans-
formation rates indicated a deviation of both facilities in case of low quenching rates, 
the hardness values were within a range of 20 HV0.2. Especially under consideration 
of the standard deviation, it is not possible to verify the differences in the predicted 
phase fractions from hardness measurements.

4  Summary and Outlook

Within this study, the phase transformation of hot-stamping steel 22MnB5 was ana-
lyzed under different load conditions and with regard to the transferability of the data 
from different testing facilities to set up a database for a virtual dilatometer. The eval-
uation of the results revealed, that the transformation kinetics differ by using either 
the dilatometer DIL805 A/D/T and the thermophysical simulator Gleeble 3500-GTC, 
although the same thermal cycle was applied. This refers to the beginning of the 
phase transformation and the predicted phase fraction. Contrary to that, the evaluated 
transformation kinetics of both testing rigs showed a good agreement regarding iso-
thermal holding. Moreover, the mechanical properties of secondary samples were in 
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accordance with the predicted phase fractions and exhibited only minor differences 
when comparing the dilatometer and the thermophysical simulator. In the case of low 
quenching rates of 10 K/s and 20 K/s it was not possible to verify the predicted dif-
ferences through hardness measurements. However, since isothermal holding is of 
particular interest in terms of modeling of the transformation kinetics, fundamental 
transferability of the results can be ensured for the development of a virtual dilatome-
ter, especially with regard to the processing of simulated and experimental data.

Though, further research is necessary concerning the handling of measurement 
data from different testing facilities in terms of continuous quenching. In this context, 
prospective investigations have to focus inter alia on the thermomechanical field of the 
whole specimens. Currently, the influence of a temperature gradient in both framing 
bridges of the Gleeble specimen, which may cause a superposition of tensile or even 
compressive stress, is unknown. Moreover, one of the next steps is the validation of 
the predicted microstructure by using quantitative metallography.
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Abstract.  Very thin foil material is usually fed by roll-feeding devices. 
However, these devices can limit the feeding speed and cause damage to the 
foil surface finish. A promising alternative are electromagnetic systems. This 
technology is based on the working principle of a linear induction machine.

In this paper, a study is presented which examines the potential and limi-
tations of this approach for foils. For this purpose, a parametric finite element 
analysis (FEA) model was developed using different ANSYS element types. 
With this model, the physical limits of the system, e.g. heating by the excita-
tion of the windings and induction of eddy currents in the foil, the model is 
also used to optimise the ratio between feeding force and material heating.

The feeding technology presented here provides for a more efficient pro-
duction and thus significantly contributes to shaping the change in the produc-
tion industry.

Keywords:  Contactless feeding · Electromagnetic simulation · Finite element 
analysis

1  Introduction

Many branches in electronic and automotive production technology use very thin metal-
lic foils as an engineering material for parts of their products. The thickness of these 
foils is less than 500 µm and can possibly be as thin as 15 µm. In modern production 
processes, the material is moved in highly automated processes. Hence, the material 
needs highly dynamic handling to be transported within the manufacturing process. 
Forming technologies such as deep drawing and high-speed cutting are highly repetitive 
processes and therefore very economic. Modern forming presses can reach stroke rates 
between 200 and 1200 per minute [1]. Accordingly, the foil material needs to be moved 
fast. For example, the aforementioned stroke rates would require feeding accelerations 
between 0.89 and 32 m/s2. Between every stroke of the press, the foil needs to be moved 
to its next position, quickly and highly accurate. This movement is typically achieved by 
mechanical feeding systems [2]. These types of feeding devices work accurately, how-
ever they are limited in terms of dynamics and quality assurance. The inertia of their 
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components impairs the ability to keep up with the stroke rate of modern presses. Also, 
the mechanical force applied to the foil can cause damage to the surface of the foil [3]. A 
promising alternative to mechanical feeding systems are systems based on electromag-
netic forces. This method was initially developed for the purpose of feeding sheet-metal, 
however it can also be applied to the feeding of thin metallic foils. The electromagnetic 
feeding of foil material bears several challenges though: The fragile shape requires 
a homogeneous feeding force acting on the surface, otherwise creases can occur. The 
flat shape and low mass result in a low heat capacity, so that the thin material overheats 
quickly and must not be exposed to high-temperature environments. To sum up, transfer-
ring the concept of electromagnetic feeding from sheet metal to metallic foils bears high 
requirements for the technology and must be investigated accordingly.

2  State of the Art

In many cases, roller and clamp feeders are the chosen solution for material feed. 
These devices are based on friction: By applying the rollers or clamps to the feed 
material with contact pressure, frictional contact allows the material to be guided with 
a movement of the actuators. The contact force between rollers/clamps and the com-
ponent must be higher than the feeding force to prevent slippage. The contact is usu-
ally applied to the component by means of pneumatic or hydraulic actuators while the 
feeding force is applied by servo electric motors coupled via gearing to the rollers. 
The application of contact pressure may cause damage to the foils’ surface finish [3], 
which is undesired, especially for refined surfaces. Further, the absolute positioning 
accuracy of these systems is usually limited from ±0.05 mm (rollers) to ±0.03 mm 
(clamps) [4]. The components of these feed systems have to accelerate the weight of 
the rolls/clamps for every stroke, which limits the dynamics due to their inertia.

A promising alternative to the feeding technologies mentioned above has been 
investigated in prior research projects [5, 6]. This concept is based on the operating 
principle of a linear induction machine in which eddy currents are induced in the con-
ductive material (Fig. 1). Two stators are used in a double-stator arrangement under-
neath and on top of the sheet metal. The stators contain electric conductors that are 
arranged in a three-phase winding to generate a moving magnetic field in the air gap. 
The magnetic field induces eddy currents in the sheet metal.

magnetic field

eddy currents

feeding component

Fig. 1.  Occurrence of eddy currents due to magnetic induction [3].
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This leads to a mutual reaction applying Lorentz force to the sheet metal. Due 
to this application of Lorentz force, the material accelerates to the required speed. 
A major advantage of this approach is that no drive elements such as rollers/clamps, 
gear elements, rotors etc. need to be accelerated, thus ensuring high dynamics.

However, these investigations are limited to sheet metal [5] and profile bars [6] 
rather than foil material with a thickness of 500 µm and below. The fineness of foils 
leads to several challenges. Foils have limited heat capacity due to their layer-like 
appearance. As described in [5], this feeding method leads to high eddy currents 
of over 40 A/mm2 in the sheet metal. These currents could lead to overheating and 
damage of the foil within milliseconds. With the simulation model used in [5], the 
resulting eddy currents rise up to 187 A/mm2 while using the same input current. The 
reason for that is the reduced distance between the upper and the lower stator in com-
parison to the sheet-metal feeding case. The total distance between the stators is air 
gap + metal thickness. While the air gap remains constant, the thickness of the metal 
is reduced. With lower volume between the stators and constant current, the energy 
density increases. This load would lead to a current-induced temperature enhancement 
of 399 K after one second. As mentioned above, another challenge is the low stiff-
ness of the foil. While sheet metal provides sufficient stiffness to be handled with-
out the appearance of creases, this is not the case with foils. The force impact must 
be homogenous along the foil rather than having a sectional force impact to avoid 
creasing.

None of the existing publications deal with these challenges. In [5],  sheet-metal 
with a thickness between 1 mm and 3 mm was investigated. In [6], the feeding 
method was applied to circular rods with a wall thickness of 5 mm by means of field 
forming elements. An FEA model designed in ANSYS was conducted for a sim-
ulation study. Investigations were carried out with aluminium, copper and steel as 
sheet-metal material. Heat generation was neglected in these publications, which is 
inappropriate when investigating thin metallic foils.

The state of the art depicts that the application of electromagnetic feeding to 
metallic foils is both, promising and challenging. In this paper, simulation studies are 
presented to gain better knowledge regarding the handling of thin foils. This paper 
aims at closing the above-mentioned research gap by investigating the applicability 
of this approach to metallic foils. The main objective to apply the principle of elec-
tromagnetic feeding to metallic foils has mandatory requirements. Overheating of 
the foil must be avoided as well as the appearance of creases. This paper aims to lay 
the foundation to verify the adherence of these requirements by executing simulation 
studies regarding the heat and force development in the foil.

3  Simulation

The simulation approach to the existing feeding devices mentioned above, provides 
the basis for the studies carried out here. However, the analysis has been carried out 
with ANSYS element type SOLID117 which has meanwhile become outdated and 
has been replaced with SOLID236 [7]. For this reason, it is necessary to evaluate the 
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difference between the two elements and the influence of their usage on the simula-
tion results.

3.1  Comparison of Element Types

In order to model thin metal foil, the choice of an appropriate ANSYS element type is 
of major importance for the calculation results, since this defines the required degrees 
of freedom (DOF). As potential elements for modelling thin structures, ANSYS 
provides so-called SOLIDs and SHELLs [8]. In the application addressed here, the 
foil can be modelled either as a “surface” using a SHELL element or as a very thin 
three-dimensional body using a SOLID.

SHELL elements allow efficient simulation of mechanical stress and heating pro-
cesses for thin structures, but are only of limited use for the consideration of electro-
magnetic forces. SOLID elements offer the exact definition of boundary conditions 
and the calculation of internal effects, such as electromagnetic forces or eddy currents 
for instance, but require much more computing resources and are subject to an effect 
known as “locking” [9, 10] which could lead to calculation errors under certain con-
ditions. With the SOLSH190 (Solid-Shell) element type, ANSYS software provides 
a compromise solution for thin layered objects. However, since SHELL and SOLSH 
elements cannot be used for the calculation of electromagnetic effects at all, they are 
left out of further consideration.

Additionally, ANSYS internal programming language APDL allows user-defined 
USER300 elements with up to ten DOF including nodal temperature (TEMP), nodal 
magnetic vector potential (AZ) and nodal electric potential (VOLT) [11]. By using 
the provided API, the USER300 element’s behaviour can be set to SOLID, SHELL or 
SOLSH.

The element types considered in this paper are SOLID117, SOLID236 and 
SOLID90. The properties of these elements are listed in Table 1.

A feasible approach could be using SOLID117 or SOLID236 elements to cal-
culate electromagnetic forces and eddy currents and using SOLID90 for calculating 
heating effects due to induction. The use of a combined model with electromagnetic 
and thermal solids does not lead to a disadvantage in calculation time and usability. 
Test applications have even indicated that the calculation time for user-defined ele-
ments increases. The additional effort in setting up a user-defined element is there-
fore not justified and discarded. The SOLID117 elements have been used in prior 

Table 1.  Properties of element types utilized.

Element Type Nodes DOF Relevant Output

SOLID117 20 AZ, VOLT electromagnetic force, magnetic flux density, joule 
heating

SOLID236 20 AZ,VOLT electromagnetic force, magnetic flux density, joule 
heating

SOLID90 20 TEMP nodal temperature
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research. In order to motivate the investigations carried out in this work, a compara-
tive study will be held to reveal the differences between the SOLID117 and the more 
accurate SOLID236 elements. In the comparative study, a ferromagnetic plate with a 
height-edge-length-ratio of 0.01 is placed in a magnetic field, generated by an elec-
tric coil. In the study, the following parameters are kept constant: ambient tempera-
ture (Ta = 22 °C), excitation current of the cylindric coil (20 kA rms), frequency (f 
= 50 Hz), dimensions of the coil (rinner = 50 mm, router = 60 mm, hcoil = 100 mm), 
dimensions of the plate (Aplate = 150 mm x 150 mm, hplate = 1.25 mm) and distance 
between plate and coil (d = 0.5 mm).

To reduce simulation time, a quarter model was used. The results of the tem-
perature distribution are illustrated in Fig. 2. It shows that the electromagnetic 
solid elements generate slightly divergent results: The post-processing results for 
the power-loss calculation in the plate are 18.39 W for SOLID117 and 20.71 W for 

Fig. 2.  Heating due to eddy currents in a ferromagnetic plate calculated for element types 
SOLID117 (a) and SOLID236 (b).
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SOLID236, which is also indicated by the temperature values. The total energy loss 
was calculated by the total energy that is required for the heating of the foil. Further, 
Fig. 3 clearly shows that the deviations in the results of the different element types 
even increase with rising temperature. Thus, the selection of the optimal element has a 
significant influence on the accuracy of the results. Possible reasons for deviations are 
the ability to simulate a stranded coil, which comes with SOLID236, or the extended 
calculation of SOLID236 with a larger number of equations to enable more DOF than 
SOLID117. Moreover, experimental evaluations confirm that the results of SOLID236 
are more accurate [7, 12]. On the contrary, the simulation time with SOLID236 is sig-
nificantly increased.

Since the heating of the foil might be a critical factor, accuracy is more important 
than simulation time. Hence, the element type SOLID236 was chosen for the study to 
optimize the design of the foil-feeding device.

3.2  Simulation Study

It has been mentioned above that temperature might be a critical factor in the design 
of the foil-feeding device. In order to evaluate this, a three-dimensional FEA-model 
based on the previous work was set up with the addition of a thermal simulation, 

foil

stator core
phase winding 

slots

horizontal symmetry 
plane

vertical symmetry 
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65 mm
2

Fig. 4.  Three-dimensional FEA-quarter-model of the foil-feeding device in ANSYS.
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Fig. 5.  Splitting of air gap elements between stator and foil.
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consisting of a stator core with a length of 291 mm and a width of 65 mm, the air gap 
and foil (Fig. 4). The elements used for electromagnetic simulation were SOLID236 
and for thermal simulation SOLID90. In order to reduce the calculation time, again 
a quarter model was set up while using the symmetry of the setup and appropriate 
boundary conditions. The symmetry planes are shown in Fig. 4. The elements, that 
represent the air gap between the foil and the stator core have been split into two 
halves. The upper half is tied to the stator part and the other more dense half is tied 
to the foil (Fig. 5). By this measure, the simulation of the foil moving relative to the 
stator becomes available. The meshing of the model produced a total of 20748 ele-
ments. The resulting element size for the foil is 5 × 5 mm2 × 0.5 mm. The size of the 
stator elements is 5 × 5 × 5 mm3. A simulation study has been carried out in which 
an aluminium foil with a thickness of 500 µm moves through the feeding device with 
a velocity of 0.03 m/s. Hence, the section of foil is moved through the entire feeding 
device in 9.7 s. With this parameter choice, an investigation of the foil heating, iso-
lated from application purposes, can be executed. The force necessary to speed up the 
foil section in the feeding device within 0.1 s is based on the foil mass that is located 
between the stators during feeding. The force calculates to

As parameters for the excitation in the coil, a peak current of 1.1 A and a frequency 
of 90 Hz have been set. The calculation was carried out as a harmonic simulation, 
which calculated the effects during the passing of one period of the excitation cur-
rent. During the movement, the temperature of a fixed point in the foil is observed. 
In this way, the heating of the section of foil can be calculated as it passes through 
and possible overheating of the material can be predicted. The initial temperature was 
set to 22 °C. The study in ANSYS consists of two parts. First, in an electromagnetic 
analysis with element type SOLID236 the thermal energy due to eddy currents as well 
as the resulting feeding force is calculated. In a following transient thermal analysis 
with element type SOLID90 the temperature distribution due to the generated ther-
mal energy is calculated. The simulation model has calculated, that the set parameters 
lead to a feeding force of 45 mN, this ensures that the chosen input delivers sufficient 
feeding force. The results of the simulation are shown in Fig. 6. It displays the max. 
Temperature at any point of the foil at the given timesteps. It heats up to a tempera-
ture of about 22.28 °C. The thermal energy loss in the entire foil is about 78 mW per 
current period which is a direct output from the Ansys calculation. It is calculated by 
summing up the heating of every section of the foil. The total loss due to the heating 
of the foil therefore amounts to

F = m · a = m ·

v

�t
= 0.0255 kg ·

0.03 m/s

0.1 s
= 7.65 mN

PL,H = 4 · 78 mW · 9.7 s = 3.0264 J.
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The distribution of force in the foil is displayed in Fig. 7. It illustrates the force in 
feeding direction (x-direction) in every volume element of the foil. It can be seen that 
the electromagnetic force is applied rather inhomogeneously along the foil. This will 
be discussed in the next section.

4  Discussion and Future Work

Foils are fragile and sensitive workpieces, thus the simulation needs to be highly 
accurate. Therefore, an FEA model which uses state-of-the-art element types was 
developed. The simulation results show that the foil material heats up passing through 
the feeding device due to eddy currents. However, the low mass of the foil is the sali-
ent point that allows to work with extremely low currents of 1.1 A for excitation and 
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Fig. 7.  Inhomogeneous application of force in the foil.
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thus reduce heat generation in coil and foil due to eddy currents. This is just a small 
fraction of the exciting currents that were mentioned in [4] and [5]. As a result, no 
critical temperatures are reached, which could lead to melting of the foil or damage to 
surface coatings, for example. This leads to the conclusion that the heating of the foil 
is not as critical as initially assumed since the heated foil section leaves the feeding 
device before it reaches damaging temperatures. The simulation results indicate that 
high feeding rates for foils can be achieved by electromagnetic feeding devices with-
out causing overheating. Nevertheless, this aspect still needs to be confirmed in prac-
tical experiments. The simulation method will also be applied to thinner foil material 
to determine whether there are limitations when an unacceptable feeding force – heat 
loss ratio sets in.

The total feeding force of the foil is determined by summing up the feeding force 
of every volume element. It calculates to a total feeding force of over 45 mN, which 
exceeds the calculated necessary force from the example mentioned above. However, 
the simulations also show that the force applied to the foil is not homogeneous. As 
pointed out in the introduction, inhomogeneous forces lead to crease, fold or even tear 
due to the fragile structure of the foil. This problem is an important issue for future 
research. However, the illustration in Fig. 7 shows the feeding-force distribution in 
one single moment rather than over time. Future simulations will show the force dis-
tribution over time by means of transient simulations. The results will show how the 
impact of force moves along the foil and whether or not this leads to creases. A possi-
ble design shift for the unequally distributed force could be a higher pole number with 
a finer tooth pitch or pole pieces at each tooth to distribute the magnetic field in the air 
gap more evenly.
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Abstract.  Bidirectional deep drawing is a process for sheet metal forming on 
servo screw presses in order to influence part properties in a targeted manner 
and to extend process limits. With servo drives, it is possible to freely change 
the motion and force during the forming process. Experimental and numerical 
investigations show the extension of the process limits. In deep drawing, the 
process forces are indirectly transmitted from the flange via the part frame to 
the bottom area. In this process, a crack may occur near to the bottom of the 
part due to excessive thinning. In bidirectional deep drawing, the weak point 
can be strengthened with a suitable motion profile. Thus, the drawing depth 
can be deeper, because higher process forces can be applied. The design of the 
motion profile in bidirectional deep drawing is supported by a variance-based 
sensitivity analysis. This allows the potential of servo screw presses for sheet 
metal forming to be better exploited.

Keywords:  Servo press · Bidirectional deep drawing · Free motion

1  Process Description

With deep drawing of sheet metal parts, the local weak point is mostly located at the 
outlet of the bottom radius (Fig. 1). This is where work hardening is at its lowest and 
the stress from the process load is at its highest level [2]. The sidewall of a cup indi-
rectly transmits the drawing force from the flange to the bottom of the part. The sheet 
metal becomes thinner due to the tensile load in the sidewall. If the stressability of the 
deep drawn part exceeds the limits, then e.g. a bottom crack will occur at the weak 
point due to excessive thinning [2].

Bidirectional deep drawing starts before conventional deep drawing with con-
stant blankholder force. The aim of bidirectional deep drawing is to increase work 
hardening at the weak point by bending back and forth without damaging the deep 
drawn part. As a result, a higher yield stress is necessary to plastically deform the 
material. The increased stressability of the part allows using higher process loads. 
This allows the process limits for deep drawing to be extended, e.g. to produce deeper 
components.
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Figure 1 shows a comparison for a cross cup made out of 1.4301 (X5CrNi18-10) 
with a sheet thickness of 1 mm. The dimensions of the blank and the tool setup show 
Figs. 2 and 3. For bidirectional deep drawing, a counter punch is required to fix the 
bottom of the drawn part during reverse bending.

In contrast to the complex motion function described in [1], here BDD uses a sim-
pler motion function (Fig. 2). During bidirectional drawing the sheet is bent around 
the drawing radii (Fig. 3 middle) with an amplitude ẑ = 10 mm and a cycle N = 1 
against the drawing direction Z.

In bidirectional deep drawing, inertial forces influences the blankholder force due 
to the dynamics of the process. Therefore, the blankholder force fluctuates around the 
constant nominal value of 300 kN during bidirectional deep drawing (Fig. 2). The pro-
cess simulation does not consider this effect.

Fig. 1.  Parts with conventional (left) and bidirectional (right) deep drawing

Fig. 2.  Tool setup (left) and process functions (right) for bidirectional deep drawing
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2  Material Model

The flow curve describes the hardening behavior of the material. The examined 
material 1.4301 with metastable austenite forms deformation-induced martens-
ite during deep drawing [3]. The simulation software LS-DYNA implements the 
non-isothermal material model in MAT_133 with the parameter HARD = 3.0. With 
a  thermo-mechanically coupled deep-drawing simulation, the formation of martensite 
can be calculated as a function of temperature and the already formed martensite con-
tent. The process simulation in LS-DYNA uses the material parameters from Table 1. 
The material model was calibrated on the measured martensite volume evolution from 
adiabatic tensile tests with different strain rates [4].

The alternating motion during bidirectional deep drawing results in tensile and 
compressive stresses in the part. Therefore, the simulation must consider the kine-
matic hardening behavior of the material. In LS-DYNA the material model according 
to Chaboche-Rousselier in MAT_133 is suitable for the description of the examined 
material 1.4301. The parameters are determined from tension-compression tests. 
Table 2 shows the parameters of the material model MAT_133 in LS-DYNA.

Fig. 3.  Geometry of blank (left), tool radii (middle) and drawing punch (right)

Table 1.  Isotropic hardening parameters of 1.4301 for MAT_133 in LS-DYNA determined 
from measurements in [4]

Hansel Hardening Card 1

A B C D P Q E0MART VM0

1.39 0.168 −47.892 0.0 7.895 1376.15 0.13 0.3

Hansel Hardening Card 2

AHS BHS M N EPS0 HMART K1 K2

0.3508455 7.90974625 0.25782 0.80353 0.02 0,4925 2.49723 −0.00511
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In sheet metal forming, high strains can result in failure e.g. a crack. For con-
ventional deep drawing with constant blankholder force, the forming limit curve has 
proven to be a good method for failure prediction [2]. The forming limit curve (FLC) 
is determined experimentally with the Nakajima test [2]. The specimen geometries 
provides forming with linear strain path until failure.

Non-linear strain paths due to alternating bending, however, characterize bidi-
rectional deep drawing. Figure 4 shows examples of typical strain paths on the com-
ponent surface. Therefore, failure prediction in bidirectional deep drawing is not 
possible with forming limit curve, which is based on linear strain paths.

3  Process Model

In LS-DYNA, a thermo-mechanically coupled process simulation was performed for 
the deep-drawn parts from Fig. 1. The process model is symmetrical with respect to 
the XZ and YZ plane. Surfaces build the model for deep drawing tool. Figure 5 shows 
the process model with the boundary conditions. During conventional deep drawing a 
constant speed and during bidirectional deep drawing a motion function are specified 
for the die. Shell elements in the dimensions 1 mm by 1 mm define the blank mesh. In 
LS-DNYA, Belytschko-Lin-Tsay shells of type 2 use 10 integration points distributed 
over the sheet thickness according to Gauss integration rule. The thermic boundary 
conditions are chosen from [4] and summarized in Fig. 5.

Fig. 4.  Forming limit curve (FLC) of 1.4301, formability of deep drawing and nonlinear strain 
paths caused by BDD

Table 2.  Cinematic hardening parameters of 1.4301 for MAT_133 in LS-DYNA

Chaboche-Rousselier Card

CRC1 CRA1 CRC2 CRA2 CRC3 CRA3 CRC4 CRA4

14.95600 0.197128 293.6710 0.091742 0 0 0 0
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In the simulation, bidirectional deep drawing can increase the work hardening and 
the formation of martensite at the weak point. Figure 6 shows a comparison between 
conventional and bidirectional deep drawing at a depth of 45 mm for the cross cup. It 
shows the maximum values for the integration points over sheet thickness. With bidi-
rectional deep drawing, a depth of 60 mm is achievable Fig. 1.

Fig. 5.  Process model for thermo-mechanical simulation of symmetric cross die

Fig. 6.  Simulation results at 45 mm drawing depth
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At the beginning of the process, the bidirectional deep drawing operation forms 
a circumferential fold. The subsequent deep drawing process smoothes out this fold. 
The Fig. 7 shows the sheet cross section in the deep drawing tool for different motion 
functions. The cross section consists of all through thickness integration points.

In bidirectional deep drawing, small amplitudes lead to low work hardening. 
Large amplitudes cause excessive folding, which results in a failure during deep 
drawing.

4  Sensitivity Analysis

The influence of the process parameters on the deep drawn part can be evaluated with 
a sensitivity analysis [5]. The Fig. 8 shows the variable stroke and the constant blank-
holder force. In a first step, the sheet is bent downwards or upwards around �z. From 
this starting position, the sheet is bent alternately upwards and downwards with the 
amplitude ẑ. After N cycles, the component is fully deep-drawn to a depth of 45 mm. 
The blankholder force remains constant during the whole process.

Fig. 7.  Simulation result at the end of the bidirectional deep drawing with various motion 
profiles
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Table 3 summarizes all influence parameters, which are varied within the tech-
nological limits. The reference values belongs to the validated process model from 
Sect. 3. The sensitivity analysis consists of 160 simulated designs generated with 
Latin Hypercube Sampling.

In addition to the process parameters, friction and the flow curve are also inves-
tigated. With a simple scaling factor for the yield stress, the strength of the material 
continuously varies in the sensitivity analysis. As a result, an engineer must identify a 
suitable material with a measured flow curve near the calculated one.

According to [5], the field metamodel describes the relationships between the 
influence parameters and the result variables distributed over the whole component. 
That field metamodel predicts the maximum achievable degree of deformation and the 
resulting sheet thickness. Both field metamodels show a high model accuracy (Fig. 9) 
in the critical area.

Table 3.  Setup of the senstivity analysis of the bidirectional deep drawing process

acorresponds to the material model in Sect. 2 based on 1.4301

Parameter Reference value Range Unit

Influence Parameters Amplitude ẑ 10 0 … 10 mm

Cycles N 1 1; 2 … 10

Initial motion �z 0 −10 … 10 mm

Blankholder force F 300 50 … 500 kN

Friction coefficient µ 0.05 0.05 … 0.15

Scale factor of flow 
curve

S 1.0a 0.8 … 1.2

Results Sheet thickness s mm

Effective plastic 
strain (Maximum 
over Thickness)

εV,max

time 
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Fig. 8.  Variable stroke and constant blankholder force evaluated in sensitivity analysis
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The Fig. 10 shows different results generated from the field metamodels for 
selected process parameters, other influence parameters are hold constant at the ref-
erence values (Table 3). The effective plastic strain varies with different motion func-
tions. The parameters in Fig. 10a build the conventional deep drawing process, which 
is shown in Fig. 6. The effective plastic strain increases with a larger amplitude and fur-
ther cycles, as the predicted values from the field metamodel in Fig. 10b–f demonstrate.

The corresponding sheet thickness in Fig. 10b–f decreases in the critical area (R) 
with BDD. That is why larger drawing depths can be reached because higher pro-
cess loads can be transmitted over the weak point before excessive thinning will start. 
Nevertheless, failure cannot be evaluated with FLC due to the nonlinear strain paths 
in bidirectional deep drawing. LS-DYNA has no option in MAT_133 to calculate a 
formability index for failure detection with FLC.

Fig. 10.  Result of the sensitivity analysis with different motion functions at 45 mm drawing 
depth

Fig. 9.  Model accuracy of field metamodel for maximum of effective plastic strain (left) and 
for sheet thickness (right) at 45 mm drawing depth
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The sensitivity analysis is suitable for the development of the bidirectional deep 
drawing process. The results provide suitable parameters, which can be used to 
harden the weak point in the workpiece. The amplitude must not be too large. The 
initial position, before the alternating bending operation starts, must be adapted to the 
selected amplitude. The strength can be additionally increased by additional move-
ment cycles. The sensitivity analysis reduces the experimental effort required for the 
process design.

5  Summary

The experiment and the simulation confirm the extension of the process limits with 
bidirectional deep drawing. The additional bending motion increases the effective 
plastic strain at the weak point of a cross cup.

Realistic results for bidirectional deep drawing depends on the exact description 
of the material behavior with isotropic and kinematic hardening. For the examined 
material 1.4301, the process simulation must calculate the martensite formation. 
Without the calculation, the failure cannot be predicted with FLC for the conventional 
deep drawing process.

During bidirectional deep drawing, nonlinear strain paths occur due to forward 
and backward bending around the drawing radii. Therefore, failure cannot be evalu-
ated with FLC based on linear strain paths.

A sensitivity analysis, for example, allows determining the influence of different 
motion functions on the effective plastic strain. Larger amplitudes and further cycles 
increases the effective plastic strain and the formation of martensite. Nevertheless, 
the failure cannot be evaluated due to the nonlinear strain paths for bidirectional deep 
drawing.

References

1. Kriechenbauer, S., Mauermann, S., Landgrebe, D.: Deep drawing with local hardening on 
digital multi-axis servo press. In: International Deep Drawing Research Group (IDDRG 
Conference), Shanghai (2015)

2. Altan, T., et al.: Sheet Metal Forming - Fundamentals. ASM International, Ohio (2012)
3. Krauer, J., Hora, P.: Enhanced material models for the process design of the temperature 

dependent forming behavior of metastable steels. Int. J. Mater. Form. 5(4), 361–370 (2012)
4. Heinemann, G.: Virtuelle Bestimmung des Verfestigungsverhaltens von Bändern und 

 Ble-chen durch verformungsinduzierte Martensitbildung bei metastabilen rostfreien austen-
itischen Stählen. Dissertation ETH Zürich (2004)

5. Schwarz, C., Ackert, P., Mauermann, R.: Principal component analysis and singular value 
decomposition used for a numerical sensitivity analysis of a complex drawn part. Int. J. Adv. 
Manuf. Technol. 94, 2255–2265 (2018)



Further Development of a Hydraulically 
Operated Oscillation Device for Application 

to an Industrial Forming Process

P. Müller1(*), D. Rosenbusch1, N. Missal2, H. Vogt1, S. Hübner1, and 
B.-A. Behrens1

1 Institute of Forming Technology and Machines, Leibniz Universität 
Hannover, An der Universität 2, 30823 Garbsen, Germany

mueller@ifum.uni-hannover.de
2 Felss Systems GmbH, Dieselstraße 2, 75203 Königsbach-Stein, Germany

Abstract.  A superimposed oscillation in the main force flow of a forming pro-
cess is investigated. Therefore a tool system was developed. The oscillation 
in this system is generated by pulsating oil streams. As part of this research, 
the oscillation device is equipped with additional storage tanks, to generate a 
higher oil volume flow. The upgraded oscillation system is installed in a form-
ing process. In this research, the influence of the superimposed oscillation on 
the necessary plastic work to form a complex gear geometry is examined. An 
analysis of the influence of higher forming forces, higher operating pressures 
and longer process times on the operating behavior of the oscillating device 
also takes place. The identified optimal process parameters are used in a model 
process based on the industrial forming process of the company Felss Systems 
GmbH. Furthermore, an experimental test setup to carry out these investiga-
tions is developed in this research. Forming experiments to iron an external 
gear geometry oscillation-free and superimposed oscillated are conducted with 
the new test stand.

Keywords:  Sheet-bulk metal forming · Oscillation superimposed forming · 
Dynamic process forces

1  Introduction

A new production technology combines the techniques of sheet-metal forming and 
bulk-metal forming to sheet-bulk metal forming (SBMF) [1]. At the Institute of 
Forming Technology and Machines (IFUM) a SBMF process was developed to extend 
the technical boundaries of this new technology [2]. Thereby, a component with an 
internal and external gearing is produced from a sheet ronde in three production 
steps. An essential aspect is the investigation of a superimposed oscillation during 
the forming of the internal gearing in the second production step [2]. For this pur-
pose, a hydraulically working oscillation device is used. The device is able to generate 
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frequencies of up to f = 600 Hz and displacement amplitudes of up to A = 50 µm [3]. 
In the first production step of the SBMF process, a cup is deep-drawn from a sheet 
round blank. After that, an outer gearing is formed by compressing the cup wall into 
the cavity of the tool die. During the compression, forming forces of up to 600 kN 
occur when the form filling is almost completely achieved [4]. This made a previous 
use of the oscillation device for this process step impossible because necessary high 
system pressures and process times could not be achieved to handle such high form-
ing forces. The positive influence of an oscillation overlay on the parameters forming 
force and surface quality could be proven in previous studies. BLAHA et al. discov-
ered the phenomenon of yield stress reduction during a superimposed oscillation 
in the ultrasonic range back in 1959 [5]. This is partly attributed to material-related 
effects such as oscillation-induced temporary acoustic softening of the material [6]. 
In addition, experiments on smoothing of rough surfaces during superimposed oscil-
lation forming, which lead to a reduced friction between sample and die has been 
investigated in previous studies [7]. Furthermore, the influence of superimposed oscil-
lation in combination with lubricants were part of past researches. MAENO et al. 
observed optimized lubrication conditions by the installation of a superimposed oscil-
lation in a plage forging process [8]. A low friction due to improved lubrication con-
ditions induced by pulse ram motions was also demonstrated by MATSUMOTO et al.. 
Nevertheless, the authors also found increased tool wear due to the applied oscillating 
movements [9]. However, most researches took place in the low frequency range of a 
few hertz [10] by applying the superimposed oscillation with the press drive [11] or 
in the very high frequency range of several kilohertz by applying the superimposed 
oscillation with ultrasonic oscillation devices [12]. Experiments in the middle fre-
quency range (of 100–600 Hz) were mostly conducted as basic investigations [13]. An 
example of an industrial application is the use of superimposed oscillation adapted on 
a deep drawing process by JIMMA et al. [14]. In order to make the oscillation device 
at the IFUM more applicable for industrial implementation, the existing hydraulics 
will be upgraded with additional storage tanks. Thus, a provision of a higher system 
pressure is ensured. The device is installed in the first stage of the SBMF process. 
Compression tests are conducted both statically and superimposed oscillated. The 
oscillation parameters frequency and amplitude are varied. The influence of a super-
imposed oscillation on the plastic work necessary for compressing a complex gear 
geometry is investigated. In addition, the influence of the high system forces and 
longer process run times on the operating behavior of the oscillating device is consid-
ered. Concerning the forming behavior in combination with the process parameters, 
the optimal operation point is identified. An experimental test stand for the reconstruc-
tion of an industrial ironing process to form an axial gear geometry superimposed 
oscillated is developed and put into operation. The effects of  oscillation-induced 
forming force reduction and form filling enhancement are investigated in this pro-
cess. Therefore, the quality of the components is improved by an oscillation induced 
increase of the form filling.
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2  Experimental Setup

The experiments were conducted at the hydraulic press Wanzke GTA 250. The 
hydraulic oscillation device is positioned under the tool system of the first stage of the 
SBMF-process. The tool assembly consists of a tool die, a deep drawing stamp and a 
compression stamp (Fig. 1). The oscillation device consists of a rotary piston valve, an 
electric motor and a high-frequency hydraulic cylinder.

The rotary piston valve is supplied with a volume flow of hydraulic oil by pres-
sure tanks. The tanks contain a volume of 200 l at a pressure of 120 bar. The pressure 
in the oil pad under the high frequency cylinder is adjusted by controlling the vol-
ume flow in front of the rotary piston valve. The frequency of the oscillation is set 
by the rotation speed of the electric motor connected to the rotary piston valve. The 
experiments are conducted on a tool assembly, which compresses a gear. Therefore, a 
tool die, which is installed under the pestle of the press, moves down to a sheet metal 
blank positioned on a deep-drawing stamp. First, a cup is deep-drawn. Subsequently, 
the oscillating device installed under the tool structure is switched on and an outer 
gearing is superimposed oscillated compressed by displacing the cup frame into the 

1.Operation
Deep Drawing

2.Operation
Compression

(Superimposed Oscillated)

Initial State

Round blank Cup Gear

Electric Motor and
Oil Pressure Tanks

Rotary Piston Valve

Oil Pad

Oscillating Cylinder

Tool Die

Deep Drawing 
Stamp

Compression
Stamp

Fig. 1.  Enhanced tool system for superimposed oscillated compression experiments.
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gear cavity of the die. As wrought material, blanks made of the deep-drawing steel 
DC04 with a diameter of 42 mm are cut out of a 2 mm thick sheet by waterjet cutting. 
The used lubricant is Beruforge 152 DL. Both the pressure in the oil pad and the fre-
quency of the oscillation are varied. The amplitude results indirectly from the setting 
of the frequency and can therefore not be varied separately. Several gears are com-
pressed to different depths to analyze individual process parameters. As a reference, 
gears are compressed without superimposed oscillation to different depths. In order to 
avoid an overloading of the oscillating device, a maximal forming force of 360 kN is 
used. The achievable tooth flanks height is 4.35 mm. During the superimposed oscil-
lation experiments, the high-frequency cylinder is displaced downwards by the stamp. 
The displacement is a function of frequency, pressure and increasing forming force. 
When the piston reaches its lowest stopping point, the hydraulic pad collapses and the 
superimposed oscillation stops abruptly. This effect is to be avoided. Therefore, the 
displacement of the piston is measured in the process. The displacement of the piston 
depends on the pressure, frequency and forming force. The lower the displacement of 
the piston, the better are the process parameters for the oscillating device. The plastic 
work required to form the components is directly dependent on the oscillation param-
eters. The forming behavior of the samples is evaluated with regards to the reduction 
of the plastic work necessary for forming. Therefore, the static and superimposed 
oscillation process parameters that leads to the same height of the tooth flanks, are 
compared.

The press speed is constantly set at 16 mm/s. The displacement of the 
 high-frequency cylinder is continuously measured in addition to the force pathways. 
Table 1 shows the operating parameters of the oscillation device that are applied 
during the experiments. From previous investigations, the settings in Table 1 have 
emerged as promising parameters for the operation of the oscillation device [13].

3  Experimental Results

In the following chapter the compression tests are evaluated. One aspect is the anal-
ysis of the operating behavior, which is evaluated on the basis of the displacement of 
the high-frequency cylinder into the hydraulic oil pad. Another aspect is the analysis 
of the forming behavior, which is evaluated on the basis of the plastic work required 
for forming.

3.1  Operating Behavior of the Oscillation Device

Figure 2 shows the displacement of the high-frequency cylinder in dependence of the 
system pressure, the oscillation parameters and the forming force. It can be seen that 

Table 1.  Experimental parameters for the superimposed oscillation compression tests.

Oscillation Parameters

Frequency [Hz] 100 200 200 100 200 300

System Pressure [bar] 50 50 65 100 100 100
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the high frequency cylinder is already highly displaced by relatively low forces in the 
range of 100 kN as well as at low system pressures and low frequencies of the oscilla-
tion device.

In order to reduce the risk of an abruptly collapsing oil pad, the experiments in 
these operating modes are already interrupted in a force range of about 100 kN. When 
the frequency and system pressure is increased, the pressure pad does not collapse 
rapidely and higher forming forces can be achieved. At a pressure of p = 100 bar and a 
frequency of f = 200 Hz, the cylinder is only slightly displaced (in the range of about 
0.42 mm) when the forming force achieves a value of 250 kN. As the forming force 
continues to increase, the displacement increases exponentially until it reaches a value 
of around 1.45 mm at a forming force of 350 kN. When the frequency is increased to 
300 Hz while maintaining the system pressure at p = 100 bar, the characteristic curve 
measured at 200 Hz shifts to higher forces for 300 Hz (Fig. 2). So a cylinder displace-
ment of 1.22 mm is achieved at a forming force of 350 kN. With regard to the stability 
of the operating behavior, a frequency of 300 Hz and a system pressure of 100 bar is 
the optimal of the investigated operating parameters.

3.2  Influencing the Plastic Work

In addition to the investigations of the operating behavior of the oscillation device 
during the compression tests, the forming behavior is also analysed. The used evalua-
tion criterion is the plastic work necessary for forming. For this purpose, the force and 
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the displacement are recorded during forming with a laser sensor and a load cell. The 
plastic work can be determined from the force path diagram using the mathematical 
context according to Eq. 1 [15].

With: W = plastic work s0 = initial state

F = forming force s = forming path

The results of the evaluation for an operating pressure of p = 100 bar with a maxi-
mum forming force of 380 ± 20 kN are shown in Fig. 3, once without a superim-
posed oscillation and once with a superimposed oscillation frequency of f = 200 Hz 
and f = 300 Hz. The components were all compressed to an equal tooth height around 
4.35 ± 0.04 mm.

As can be seen in Fig. 3, the plastic work decreases by about 220 J at a superim-
posed oscillation of f = 200 Hz compared to the static reference tests. This effect of 
plastic work reduction due to a superimposed oscillation was also observed in previ-
ous investigations [10]. Figure 3 shows also that with a further increase in frequency 
(up to f = 300 Hz) an increasing of the plastic work occurs. This is explained by the 
different oscillation profiles generated by the system at constant pressure and different 
rotatory speeds of the rotary piston valve. In the following, the results are not eval-
uated according to the displacement amplitude but according to the force amplitude 
since the plastic work is calculated via the force progression (see Eq. 1). Figure 4 
shows that the force amplitude of the oscillation decreases with an increase of the 
frequency from f = 200 Hz to f = 300 Hz. According to BLAHA et al. [5], the plastic 
work necessary for forming is primarily dependent on the amplitude of the applied 
superimposed oscillation. This statement is confirmed by the results shown here. The 
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observed operating behavior can be explained by the fact that an increased frequency 
leads to a decrease of the pressure pad decomposition, and therefore a decrease of the 
amplitude. With regard to the forming behavior, the operating point with an operating 

pressure of p = 100 bar with a frequency of f = 200 Hz therefore turns out to be the 
optimal state.

3.3  Development of the Experimental Test Stand

By identifying the optimal process parameters, the results can be transferred to 
an industrial-like process for the superimposed oscillation forming of an axial gear 
geometry of the company Felss Systems GmbH. Therefore, an experimental tool sys-
tem is developed, which will be installed on the hydraulically working oscillation 
device. The tool system consists of a tool die, which is used by Felss Systems. The die 
is positioned over the oscillating device. A clamping device in which a hollow shaft 
is fixed (Fig. 5) is installed under the pestle. In the process, the hollow shaft is posi-
tioned in the clamping device and afterwards inserted into the oscillating die to form 
an external gear geometry. The CAD-model of the tool system is shown in Fig. 5.
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First forming experiments are conducted with the new test stand. The steel 1.7139 
is used as sample material for the hollow shaft (see Fig. 5). The lubricant Multidraw 
of the company Zeller and Gmelin is used as lubricant. The experiments are con-
ducted at the hydraulic press Schirma und Plate at the IFUM. The press speed is set 
constant at 30 mm/s. Due to the completely different test conditions chosen in com-
parison to the previous chapter; it can be determined whether the identified optimum 
operating parameters of the oscillation device is applicable across processes. The 
operating parameters 200 Hz, 100 bar and 300 Hz, 100 bar are selected, which were 
identified as the most promising in Fig. 2. In addition, oscillation-free reference tests 
are performed. The evaluation of the force curves and the final component geometry is 
shown in Fig. 6. The results confirm that for 200 Hz and 100 bar the largest reduction 
of the average forming force can be achieved (in the range of 15% compared to the 
oscillation-free forming). Therefore, it is stated that 200 Hz and 100 bar represents the 
best operating point across all processes with regard to a reduction in plastic work.

Tool Die

Oscillation Device

Clamping Device

Hollow Shaft

Mandrel

Fig. 5.  Tool system for superimposed oscillation experiments for the forming of an axial 
geometry on a hollow shaft
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In addition, the formed components are scanned on the optical measuring macro-
scope VR3200 of the company Keyence. The determined teeth heights of the gearing 
elements are shown in Fig. 7 as a function of the oscillation parameters.

Considering the form filling, the process parameter with f = 200 Hz and 
p = 100 bar also shows the strongest influence. The teeth height increases in a range 
of 34% compared to oscillation-free forming. The operating point at f = 300 Hz and 
p = 100 bar demonstrates only a minor influence with regard to the form filling. This 
can be explained by a more pronounced oscillation at 200 Hz (see Fig. 6). Therefore, 
oscillation-induced effects for improving the material flow as described by BLAHA 
et al. [5] are increasingly introduced into the material.
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4  Summary and Outlook

In this research, a sheet-bulk metal forming process for producing an external gear-
ing on a demonstrator component was equipped with a hydraulically working oscil-
lation device. The aim of this research was to expand the limits of superimposed 
oscillation forming with regards to the achievable process forces. In addition, an 
optimal operating point for the performance and forming behavior of the oscillation 
device was aimed. Regarding the operational performance, the displacement of the 
 high-frequency cylinder was considered. Here, an operating pressure of p = 100 bar 
with a frequency of f = 300 Hz was identified as the optimal parameter. This is 
explained by the fact that the pressure pad under the high-frequency cylinder cannot 
collapse rapidly when the system pressure and the frequency is set high. Considering 
the forming behavior, forming forces around 380 ± 20 kN could be realized. At a pres-
sure of p = 100 bar and a frequency of f = 200 Hz the optimal operating point has be 
proven with regards to a reduction of the plastic work necessary for forming. This is 
because the pressure pad has more time to drop when the frequency is reduced. This 
resulted in a larger amplitude, which favors the forming behavior. Since the operat-
ing behavior changes only slightly between f = 200 Hz and f = 300 Hz at a pressure 
of p = 100 bar, it can be concluded that a frequency of f = 200 Hz and a pressure of 
p = 100 bar represents to be the optimal operating parameter. This is confirmed by 
the development of a new experimental test stand for oscillation-free and superim-
posed oscillated forming experiments. Ironing experiments with this test stand show 
that the identified optimal operating point of the oscillation device is the most promis-
ing across processes. In addition, the form filling of the gearing elements produced in 
the ironing process is increased most with this operating point. The scope of applica-
tion of the hydraulic oscillating device could be extended in the current research. An 
adaptation of the oscillation device to an industrial process can thus be conducted. A 
deeper analysis of the influence of the superimposed oscillation on the quality of the 
components produced in the ironing process as well as on the occurring tool wear will 
be executed in following investigations.
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Abstract.  Clinching is a cost-effective mechanical joining process used for 
metallic as well as nonmetallic materials. Destructive testing methods such 
as peel and tensile tests can be used for strength investigations of such joints. 
Additionally, by measuring the geometrical properties such as undercut, neck 
thickness, and final bottom thickness, the joint quality can be estimated. These 
methods are cumbersome and do not meet the time and cost efficiency require-
ments of industrial production. The harmonic analysis benefits from changes 
in vibration characteristics. In this paper, the structural response of a clinched 
joint, subjected to a dynamic displacement in order to introduce an acoustic 
wave testing method is studied. This is accomplished by using simulated join-
ing processes. The approach of this paper is based on a transient dynamic finite 
element analysis, followed by a fast Fourier transform. The results are pre-
sented, together with an analysis of sensitivity to different process parameters.

Keywords:  Mechanical joints · Lightweight design · Wave energy dissipation · 
Harmonic response simulation · Non-destructive testing

1  Introduction

The idea of clinching was originated in Germany in the 18th century. It is a bulk 
sheet metal forming process. The parts are joined using a punch and a die set and 
bonded by a unique form. Automotive manufacturers are joining different materials 
such as advanced high strength steel, aluminum sheet, cast, and extruded profiles 
or  fiber-reinforced plastics [2]. The goal is to minimize the weight of automobiles, 
reduce overall fleet consumption, and thereby achieve cost reductions. Clinching is 
one of the possible solutions to increasing demand for the integration of various mate-
rials in lightweight parts. The traditional methodology for assessing the clinched joint 
uses metallurgical investigations to measure the neck thickness, undercut, and bottom 
thickness [3] (see Fig. 1). Other testing methods, such as peel and tensile tests, are 
borrowed from spot-welding. These are used for strength investigations of such joints 
in quasi-static loads. In addition to these methods, fatigue tests are performed to study 
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the break criteria in dynamic loads [4]. The predefined force-displacement curve for 
process monitoring is the latest and most effective method to ensure a safe connection 
[5]. However, this method does not make sure if the geometrical characteristics of the 
joint in cross-section are appropriately formed.

To take advantage of the potential of clinching in mass production, a suitable and 
cost-efficient examination method must be developed. Non-destructive testing (NDT) 
is a technique to evaluate, measure, or detect discontinuities in raw materials or fin-
ished parts without causing any damage. The objective of this paper is to investigate 
the sensitivity of an NDT method to changes in input parameters of the clinching 
process.

2  State of the Art

2.1  Non-destructive Testing Methods

According to [6], the NDT methods can be classified based on their physical funda-
mentals into the following: Penetrant testing (PT), Magnetic particle testing (MT), 
Eddy current testing (ET), Radiographic testing (RT), Ultrasonic testing (UT), 
Acoustic emission testing (AE), Visual testing (VT), and Thermal infrared testing 
(TIR).

PT is based on capillary action and is used for the identification of surface discon-
tinuities [7]. It is an inexpensive method. VT uses electromagnetic radiation at visible 
frequencies [8]. TIR takes advantage of variations in heat propagation and weakening 
in solid material [9]. PT, VT, and TIR are limited to the accessible surface of the test 
object. MT uses ferromagnetic particles to visualize the magnetic leakage field. It is 
easy to use. However, it applies only to ferromagnetic test objects [10]. The mate-
rial must be electrically conductive to use ET [8]. It is convenient to characterize vol-
umetric discontinuity using RT. Despite the safety hazards, the accessibility to both 
sides of the test object is needed [11]. AE uses acoustically generated waves to detect 

 

Fig. 1.  Clinch joint geometry and common characteristics in the traditional assessment 
methodology.
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rapidly growing cracks. However, it is noise sensitive. Therefore, the background 
noise should be known [12]. UT takes advantage of elastic wave propagation in solid 
materials. Almost all types of discontinuities can be detected. Among these methods, 
UT is swift and can be applied to a combination of metallic and nonmetallic materials 
[6]. These properties make it attractive for testing the clinched joints in body struc-
tures connected with different materials. However, the orientation of discontinuities 
and material grain structure can affect the detectability in UT. Furthermore, a complex 
shape can reduce the effectiveness of testing. This work investigates the suitability of 
UT method for clinched joints.

2.2  Ultrasonic Testing (UT)

When mechanical characteristics of a structure change, its dynamic behavior alters. 
Vibration-based damage detection and wave propagation-based damage detection uti-
lize these changes to detect and localize the damage. Vibration-based damage detec-
tion uses long wavelengths to investigate the changes in modal frequencies, mode 
shapes, and modal damping. Low frequency modes capture the global response of the 
structure and are less sensitive to local alterations [13]. Wave propagation-based dam-
age detection is more sensitive to local changes. However, measurement and signal 
processing require substantial effort [14]. Van Den Abeele et al. [15] proved the sensi-
tivity of non-linear methods by focusing on the interaction of low and high-frequency 
signals. Wolf et al. [16] measured the impact strain of the propagation of an elastic 
strain wave through a bolted joint. The loss of energy is associated with the different 
torque moments applied to the bolt. The connection quality is estimated by analyzing 
the resulting energy loss in an insufficiently performed joint. Lafarge et al. [1] investi-
gate the impact response of a clinched joint using FE method. By varying the process 
parameters, the stress wave propagation has been studied. This work aims to assess 
the frequency response of a clinched joint using FE-method. The FE-models from [1] 
is used to simulate the time-domain response of the joint to a time-harmonic displace-
ment. The simulation makes use of a transient FE calculation, followed by an analysis 
of the structural response using fast Fourier transform (FFT).

3  Modeling

In this paper, models from Lafarge et al. [1] are used (see Fig. 2). Each simulation has 
three major steps: forming simulation, springback simulation, and transient dynamic 
simulation.
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3.1  Forming and Springback Simulation

The dimensions of the tool and the workpiece are shown in Fig. 2. The forming sim-
ulation is performed in three dimensions using hexahedral elements for plates. Shell 
elements are used for tools. Hourglassing issues are reduced by using a fully inte-
grated element formulation. A single symmetry plane is used to reduce the simula-
tion time. An elastic-plastic material model with isotropic strain hardening is used. 
The strain rate dependency is not considered. An associated flow rule describes the 
changes in the plastic strain. The penalty method is used to define the contact. The 
flow cuve is in accordance with DC04(1.0338) steel. The program LS-DYNA is used 
in MPP execution with 16 Intel Haswell processors. Each simulation ran for about 
seven hours.

The springback simulation is initiated with the output of the forming simulation. 
Both simulations benefit from the implicit scheme to solve the governing equilibrium 
equation. Out of the five simulations described in [1], the first simulation is assumed 
to be an ideal joint. The subsequent simulations are performed with altered process 
parameters, as shown in Table 1.

Fig. 2.  Dimensions of the forming simulation model used in [1].

Table 1.  The altered process parameters in each simulation.

Simulation Altered Parameters

1 Ideal joint

2 Coefficient of friction at the interface is increased from 0.1 to 0.3

3 Punch stroke is decreased from 5.1 to 4.1 mm

4 Punch is displaced 0.2 mm in the x-direction

5 Punch is turned 1˚ around the y-axis
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3.2  Transient Dynamic Simulation

The harmonic response of the structural components subjected to a harmonic vibra-
tion is usually calculated in a steady-state. Due to contact between the surfaces and 
the complex geometry of the joint, the problem is non-linear. Therefore, to under-
stand the behavior of the joint, it is beneficial to employ a transient analysis and then 
perform an FFT. In this work, transient analysis using a time-dependent harmonic 
excitation is performed, followed by an FFT. The model is initialized by using the 
deformations and the history variables, such as stress and plastic strain, of the spring-
back simulation. The body structure is stationary at the beginning of the simulation; 
i.e., its field variables, such as velocity, acceleration, and displacement, are zero. The 
system is free to move in the x-direction since it is planned to perform the experimen-
tal analysis in this way.

In structural analysis with FE-methods, many factors can influence the results. 
The mesh size, the time step, the material model, and the time integration method can 
have a notable impact on the accuracy of the calculation. The equation of equilibrium 
governing the dynamic response is solved using the central difference method. It is 
very efficient in the individual step. However, it is disadvantageous that the informa-
tion at the time, tn+1 is extracted from the data at the time, tn. Therefore, the equilib-
rium condition may not precisely be met at tn+1. A minimal time step is required to 
overcome this problem. For stability reasons, the time step cannot be greater than a 
critical time step [17].

Fig. 3.  The model of a clinch joint with a symmetry plane. The left plate has been exited 
with a time-harmonic displacement. The response is measured on point B. The translational 
freedom of the nodes on both surfaces of the plates shown with the letter “A” are bonded in the 
translational z-direction. The translational freedom in the y-direction in the symmetry plane is 
bonded. The model is free in translational x-direction.
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The stability condition will be satisfied on the conservative side if the minimum 
element time step is used (see Eq. 1).

where ce is the wave propagation speed of a Longitudinal wave, and Le is the char-
acteristic length of the element. The wave propagation speed is calculated for a 
 three-dimensional case using Eq. 2 [17]:

The changes in process parameters alter the geometrical characteristics of the joint. 
For analytical reasons, it is desirable to have a clear distinction between the effects 
of the changes in the geometrical characteristics of the joint on the longitudinal and 
transversal deformations. Hence, the Poission ratio is set to zero. Hence, for steel 
with E = 207000 N/mm2 and ρ = 7830 kg/m3, the wave propagation speed is equal to 
5141.7 m/s2. The smallest characteristic length is equal to 0.03 mm. Thus for stabil-
ity reasons, the time step size should be smaller than 5.83 ns. With a total calculation 
time of 500 µs, the smallest frequency expected in the frequency domain is 2 kHz.

Due to the joining process, at the beginning of the transient simulation, both plates 
in the contact interface are pre-stressed. The contact model disables the nodal inter-
penetration check, inorder to allow the contact forces to remove the initial interpene-
trations. The contact model is penalty based, since the program has the above option 
just for penalty based contacts.

The left plate in Fig. 3 has been excited by a time-harmonic displacement, 
u = û1 sin (2π f )ex, with a frequency, f = 120 kHz, and an amplitude, û1 = 0.05 mm. 
The displacement has been measured at point B in Fig. 3 in the x-direction. A high 
excitation frequency of 120 kHz has been chosen to avoid deflections. We used the 
program LS-DYNA to solve the equation of equilibrium using MPP execution with 16 
Intel Haswell processors family. Each simulation ran 72 min on average.

4  Results and Discussion

The objective of the simulations is to prove the sensitivity of the wave 
 propagation-based testing method to the changes in process parameters. If changes in 
process parameters cause changes in the characteristics (amplitude and phase) of the 
transmitted wave, this method could be used to evaluate clinch joints.

The time-domain response is shown in Fig. 4. The results of the simulation cor-
respond to decreasing the punch stroke shows higher amplitudes than others. The 
 single-sided amplitude spectrum shown in Fig. 5 demonstrates that the transmit-
ted wave consists of different frequencies, which include the base signal (120 kHz) 
and noise. Table 2 shows the amplitude and phase information of the base signal 
obtained from FFT. The transmitted wave characteristics of the different simulations 

(1)�t = min
Le

ce

(2)ce =

√

E(1− ν)

ρe(1+ ν)(1− 2ν)
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are compared with the first simulation in Table 1, which represents an ideal joint. A 
decrease in the punch stroke caused an increase in the amplitude and a significant neg-
ative phase shift of the base signal. Turning the punch around the y-axis resulted in 
an increase in the amplitude. The displacement of the punch along the positive x-axis 
resulted in a decrease in the amplitude of the base signal.

Increasing the friction coefficient resulted in a slight decrease in the base signal 
amplitude. It appears that friction has most likely less impact on the quality of the 
joint. This is similar to the results obtained in [1]. However, it differs from the bolted 
joint investigated in [16], where the friction force transmitted most of the energy.

To summarize, changing the geometrical process parameters alters the geometrical 
characteristics of the joint, which leads to a quality deficiency. This is reflected in the 
transmitted wave characteristics shown in Table 2.

Fig. 4.  The simulation results in the time domain at point B.
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5  Conclusions

The ultrasonic testing method shows great promise in smart manufacturing applica-
tions of clinching. It is also possible to use this method for the maintenance of such 
joints. It is shown through FE simulations that the changes in geometrical process 
parameters, such as punch stroke and displaced or eccentric punch result in amplitude 
and phase changes of the transmitted base signal. This could be used for the identifi-
cation of weak joints. Changes in the coefficient of friction most likely do not have 
a significant impact on the quality of the clinched joint. Further studies will be con-
ducted on the impact of these variables using a combination of different excitation 
frequencies.
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Fig. 5.  The single-sided amplitude spectrum.

Table 2.  Characteristics of the base signal

Simulation Base frequency

Frequency (kHz) Amplitude (µm) Phase/π

1 120 20.4 0.9

2 19.8 1.0

3 48.3 −0.4

4 18.9 0.8

5 37.0 −0.9
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Abstract.  From a metal forming perspective, warm forming technologies 
can be used to reclaim the shape and functionality of worn engineering steel 
parts such as case-hardened geared components. Since forming temperatures 
are beneath the material-transformation temperature, no loss in hardness is 
expected and a new heat treatment can be omitted. In order to determine a pro-
cess window for reclaiming geared components, upsetting tests were carried 
out on case-hardened workpieces made of AISI 5115.

The workpieces were heated to between 700 °C and 900 °C by induction 
or furnace heating and upset to a true strain between 0.1 and 0.4. The upset 
workpieces were cooled in two media, air and water, and metallographically 
investigated. The combination of 900 °C furnace heating, upsetting (ϕh = 0.4) 
and quenching led to an increase of 60% in case-hardening depth. This pro-
cedure can be used for reclaiming geared components by means of forming 
technology.

Keywords:  Bulk metal forming · Product recycling · CO2-reduction

1  Introduction

Iron, mostly in the form of steel, is by far the most frequently used metal due to its 
mechanical and chemical properties [1]. In combination with the resulting high 
demand and energy-intensive production, steel is responsible for a high amount of 
CO2 emissions. In order to reduce CO2 emissions, the amount of crude steel produced 
from remelted steel scrap by material recycling has risen to 55.5% in 2017 in Europe 
[2]. One way to reduce the environmental impact even further is to recycle steel com-
ponents by product recycling. Due to this approach, energy-intensive processes in the 
manufacturing of steel and steel components can be omitted. Product recycling is par-
ticularly suitable for recycling mass products such as worn-out gears.

In general, the failure of geared components results from the high mechanical 
and tribological loads leading to the predominant failure modes of wear, micropitting 
and pitting [3, 4]. Depending on hardness, lubricating film, height and surface rough-
ness, the surface of the flank changes significantly from first tooth contact [5]. Due to 
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additional wear, dimensional deviation increases during the component’s service life. 
Consequently, the load distribution on the tooth flank changes and leads to a local 
concentration of stress and thus different predominant surface fatigue failures (pitting, 
micropitting and wear) occur [6, 7]. Through continuously increasing load, the loss 
of material in the pitting and worn areas increases from the tooth root. As a result, the 
component shape changes negatively by a stochastic amount and finally leads to the 
failure of the geared component [8, 9].

From a metal forming perspective, bulk metal forming technologies at elevated 
temperatures can be used to reclaim geared components as illustrated in Fig. 1. The 
worn tooth areas can be refilled by the forming of grooves in a closed die. Behrens 
et al. investigated conceptually reclaiming geared components by precision forging 
[10]. By means of heating up gears to 900 °C and the movement of an inner stamp 
ring, material could be pressed into the worn out areas. Resulting from this forming 
strategy, the shape and function of the geared component could be restored [10].

Depending on the extent of damage, an increase in forming temperature is nec-
essary to ensure higher formability for better die filling. However, if forming tem-
peratures exceed the material’s transformation temperature (Ac1), microstructural 
transformation and the loss of the required hardness are inevitable. In this case, the 
geared components have to be heat-treated and subsequently machined anew, which 
offsets the economic advantage of this recycling concept. To avoid these additional 
efforts, it is necessary to identify a suitable process control which can handle the 
heating method, forming temperature and cooling method. By this means, the case 
hardness, case hardening depth (CHD) and microstructure in the case and core can be 
maintained.

This paper addresses the experimental determination of a proper process control 
for reclaiming geared components based on upsetting experiments.

2  Materials and Method

The method of reclaiming geared components by metal forming is to be demon-
strated using an FZG-C-PT spur gear, which is usually made of AISI 5115 and case 
hardened to CHD: 52,3 HRC 0.6–0.9 mm [11]. In order to avoid an additional heat 

Fig. 1.  Forming strategy for the re-manufacturing of spur gears [10]
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treatment after reclaiming, forming temperatures must not exceed the material’s trans-
formation temperature (Ac1 temperature). Forming below Ac1 temperature is a limit-
ing factor in terms of the limited formability of case hardened material which might 
result in surface damage during forming. Therefore, the workability and hardness 
evolution of case hardened AISI 5115 was characterised by basic cylinder upsetting 
tests. Induction heating and furnace heating were chosen as heating strategies to rep-
resent different heating rates; the same applies to chosen cooling methods (water/air), 
as both influence the resulting microstructure. Before the experiments, the cylindrical 
workpieces (dimensions: Ø30 × 40 mm) were case hardened at a service company in 
order to reproduce the same case hardness and case hardening depth as the FZG-C-PT 
spur gears (CHD: 52,3 HRC 0.6–0.9 mm) [11]. The samples were initially carbur-
ised at 830 °C in a closed container with additives against scale formation, cooled, 
anew reheated in a closed container with additives to 830 °C, quenched and then tem-
pered at 180 °C for 2 h. Subsequently, the state of microstructure and hardness of the 
case-hardened workpieces were analysed in case and core. Figure 2 shows the classic 
microstructure in case and core after case hardening. Taking into account the meas-
ured hardness values and [12], the microstructure of the case can be described as a 
composition of retained austenite and coarse-needled martensite. The core micro-
structure shows a typical dual-phase grain structure of ferrite and martensite. After 
quenching, the austenite is transformed to martensite and occurs together with ferrite. 
Compared to the case, the carbon content here should only be 0.16% (according to 
[12]) resulting in an austenite-ferrite phase region, which is also confirmed by hard-
ness measurements. In summary, the hardness properties and microstructure com-
ply with the test conditions, although the CHD is slightly lower in comparison to the 
FZG-C-PT spur gears (see Table 1).

Fig. 2.  Hardness and microstructure of case-hardened AISI 5115 samples

Table 1.  Hardness profile of case-hardened AISI 5115 workpieces and FZG-C-PT gear [11].

Case hardness in HRC CHD in mm

Workpieces 63.8 ± 0.5 0.5 ± 0.05

FZG-C-PT gear 60–62 0.6–0.9
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Before upsetting test, induction heating experiments were carried out in order to 
determine proper time-power combinations to obtain homogenous temperature distri-
butions in the hardened workpieces. The target temperatures were chosen below Ac1, 
namely 700 °C, and based on preliminary investigations above Ac1, namely 800 °C 
and 900 °C [10]. The higher temperatures can lead to an unfavorable microstruc-
ture and hardness, which can however be compensated by appropriate cooling [12]. 
For inductive heating, a mid-frequency generator (Hüttinger TruHeat MF 3040) was 
used with an output voltage of about 300 V and maximum power output of 40 kW. 
Thermocouples were positioned in the core and near the case of the workpiece to 
monitor the evolution of workpiece temperature during and after induction heating. 
As Fig. 3 shows, the targeted forming temperature of 700 °C was achieved without 
exceeding Ac1. The higher temperatures (800 °C and 900 °C) were also adjusted, 
although overheating was necessary to achieve a homogenous temperature distribu-
tion in the same heating time.

After determining proper parameters for induction heating, upsetting experiments 
were carried out with the parameters shown in Table 2, using a full-factorial approach. 
Regarding reclaiming geared components, it was proven in preliminary theoretical 
work that a maximum true strain of 0.4 is necessary to refill the worn out gaps of the 
analysed FZG-C-PT spur gear. In order to investigate a possible damage evolution, the 
experiments start from a true strain of 0.1 and were increased up to 0.4.

For this, a fully automated forging cell consisting of a screw press with a nominal 
capacity of 5,000 kN, an industrial robot and an induction-heating rig were used.

The hardened workpieces were heated to their forming temperature by induction 
heating or by using a chamber furnace (20 min in a closed container with additives 

Fig. 3.  Time-power and time-temperature curve for inductive heating

Table 2.  Plan of upsetting experiments.

Heating Forming temperatures in °C True strain Cooling

Furnace, inductive 700, 800, 900 0.1, 0.2, 0.4 Air, water
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against scale formation). Then they were transferred to the forming tool by the robot, 
upset and cooled in air or water. Afterwards, the upset parts were analysed optically 
and metallographically (microstructure and hardness measurements).

3  Results and Discussion

As shown in Fig. 4, it was possible to upset the case-hardened workpieces without any 
damage at all forming temperatures. Accordingly, only samples upset to a true strain 
of 0.4 will be analysed in the metallographic investigations.

Light-microscope scans of the air-cooled samples showed a complete 
 ferritic-pearlitic microstructure transformation at all forming temperatures, with an 
average hardness of approximately 40 HRC. Due to this finding, air-cooling after 
post-forming would generally require a new case hardening of the formed component. 
In contrast, quenching maintains or increases the hardness profile for both heating 
methods. With regard to the respective hardness profiles, furnace and induction heat-
ing show characteristic differences in case hardness and CHD (see Fig. 5).

Fig. 4.  Overview of upset samples
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It can be seen, that the case hardness of upset parts, which were induction-heated 
and water-cooled, is characterised by a general increase for all forming temperatures 
(see Fig. 5, left). This increase can be described as the result of a transformation of the 
retained austenite into martensite due to heating followed by forming and quenching. 
Similar effects of phase transformation are well-known in the thermomechanical treat-
ment of this material [13]. This would explain the difference in the hardness profiles 
when the forming temperature 700 °C is compared with 800 °C and 900 °C, since the 
latter result in enhanced hardness profiles at a depth of 0.6 mm. In contrast, heating in 
a chamber furnace leads to a slight decrease in case hardness (directly on the surface), 
except for 900 °C forming temperature. Basically the same explanation approach, i.e. 
the transformation of retained austenite into martensite by renewed thermomechanical 
processing (heating, forming, quenching), can be applied here. However, due to the 
longer heating times, diffusion processes are more pronounced. In an effort to achieve 
equilibrium, a carbon diffusion from the surface to the core takes place during furnace 
heating, which would explain the hump-shaped hardness profiles. Another explana-
tion approach could be a brief soft annealing, where hard cementite in the boundary 
areas decomposes leading to reduced hardness. However, this would not explain the 
humpy shape of the hardness profiles. Based on these findings, induction heating 
with quenching and furnace heating with quenching at 900 °C are appropriate meth-
ods for improving the hardness profile, as case hardness as well as CHD increase (see 
Table 3).

Table 3.  Hardness of upset AISI 5115 samples.

Initial state Furnace + Water (F + W) Induction + Water (I + W)

Temp. in °C – 700 800 900 700 800 900

Case hardness in 
HRC

63.8 62.0 62.3 64.2 65.0 65.1 65.5

CHD in mm 0.5 0.71 0.74 0.81 0.61 0.63 0.68

Fig. 5.  Hardness evolution after upsetting and cooling of AISI 5115 samples
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Figure 6 shows the corresponding microstructure in the case (left) and core 
(right) of these upset samples. In the case, coarse-needled martensite is present 
together with retained austenite, which results in a case hardness of 64.5 ± 0.3 HRC 
(F + W) and 65.2 ± 0.4 HRC (I + W). At the same time, an intermediate stage micro-
structure is present in the core. Even after case hardening, carbon content in the 
core is still 0.16%, where the iron-carbon diagram indicates a pure ferritic-perlitic 
region. To this end, a fine-grained ferritic-martensitic structure with a hardness of 
35 HRC ± 1.2 HRC is present in both samples, which is almost identical to the initial 
state (see Fig. 2). Therefore, a ductile core was adjusted with the described process 
sequences, which is an important criterion for geared components [14].

In summary, the investigations proved that microstructure and hardness profile in 
case and core can be maintained and even improved by induction or furnace heating 
with a subsequent cooling in water after forming. With regard to reclaiming geared 
components, an increased CHD benefits service life [14, 15]. As a result,  post-forming 
of damaged geared components should be performed by heating in a furnace with 
subsequent cooling in water. Based on the findings, this procedure of product recy-
cling would even improve the properties of the geared component.

Fig. 6.  Microstructure of 900 °C heated, upset and quenched samples (ϕ = 0.4)
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4  Summary and Outlook

Within the scope of the investigations, suitable process sequences as well as a process 
control for the remanufacturing of geared components by forming technology were 
investigated. For this purpose, workpieces made of AISI 5115, with an identical hard-
ness profile and microstructure as FZG-C-PT spur gears, were upset by varying heat-
ing strategy, forming temperature, true strain and cooling method. The metallographic 
investigations showed an increase in CHD of the heated, formed and water-quenched 
samples, which can contribute to the service life of gears. Furthermore, with 60% fur-
nace heating shows the greatest increase in CHD resulting from the longer heating 
times and diffusion of carbon from the case into the core. These effects can be trans-
ferred to the recycling of spur gears by using warm forming technologies and will be 
analysed in future forging experiments to reclaim FZG-C-PT spur gears.
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Abstract.  The load specific design of structural components and their associ-
ated mechanical joints is challenging due to the large number of interdepend-
encies between different joining parameters. The definition of a transferable 
knowledge base is also difficult and in most cases the design phase has to be 
accompanied by numerous experimental tests. Therefore, in most cases, the 
components and/or the clinched joints are manufactured with a significant 
safety factor, generally leading to oversizing and corresponding reduced eco-
nomic and environmental efficiency. This paper describes the basics of a new 
approach for the evaluation of component and joint loads based on load path 
analysis by using a simple specimen geometry. The new method is independ-
ent of the orientation of the component and the force input in relation to the 
coordinate system used for evaluation. It is presented using simple plate with 
a square hole and compared to the classical approach. The primary goal of this 
methodical approach is an even load distribution over the joining point and 
component, thereby developing a basis for future design approaches aiming at 
the reduction of oversizing in joint structures.

Keywords:  Clinching · Load path analysis · Finite element analysis

1  Introduction

The design of structural components containing mechanical joints still often leads to 
oversizing for safety reasons. Since the design variables and process parameters have 
numerous interdependencies, a comprehensive design approach for both the compo-
nent and the distributed joining points does not yet exist. Instead, experimental testing 
and extensive numerical studies are used to define the final geometries and process 
parameters. Then, in order to account for errors and possible material scatter, addi-
tional safety margins are added that reduce both the economic viability as well as 
resource efficiency of the jointed parts.

This paper describes the basic methodology of the novel method for the analysis 
of a load path which is independent of the alignment of the analyzed geometry by 
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using a simple plate with a square hole. It is the basis for a new transferable methodi-
cal approach for the design of component and joint.

The goal of the new method presented here is to comprehensively analyze the load 
distribution over a structural component while considering the placement and geome-
try of the clinched joints. By analyzing the load distribution, it is possible to identify 
the areas that are particularly heavily loaded and also those where the material’s load 
capacity is not sufficiently utilized. This knowledge can be used to adapt the compo-
nent and/or the joint in order to achieve an even load distribution, reducing oversiz-
ing and also the risk of critical failure. The evaluation whether the joint quality and 
the full component functionality can still be guaranteed after adapting the component 
structure or the joints’ position requires a fundamental understanding of the complex 
interactions and sensitivities.

The new approach for evaluating and modifying the component and joint load is 
based on force flow models for finite element analysis (FEA). In a further step, load 
cases of the assemblies, components and joints and thus the local transfer of the force 
flow into the mechanical joints are analyzed. The aim of this procedure is to reduce or 
homogenize the load on the different load paths under consideration, so that the exist-
ing joints are subjected to a load that can be specifically adjusted. The overall goal is 
to develop a holistic calculation method for the design of the assembly, i.e. the system 
component - joint, taking into consideration the various interdependencies.

2  State of the Art

Marhadi and Venkataraman presented a good overview of the current methods of 
loadflow analysis, including an assessment of performance of the different methods 
[1] Qualitative and quantitative visualizations of load paths in components have an 
important function in the design process of structures. They allow the assessment of 
the design and structural integrity and can qualitatively show how the loads are redis-
tributed in case of local damage [2]. They can also be used to create alternative load 
paths for changes in lifetime [1].

The easiest form of force load flow analysis is based on the direction vectors of 
the largest principal stress in the integration points from the FEA [2]. This approach 
provides good results for regions with low shear stress and without multi-axial stress 
states, because the principal stress vectors align along an expected load path when the 
proportion of the smallest principal stress is low. This approach is suitable for identi-
fying critical regions and is used, among other things, for designing the fiber orienta-
tion in fiber reinforced plastic composites [3]. Steel structures represent another field 
of application for force flow analyses [4].

In order to overcome the limitations regarding the visualization of shear stress, 
Kelly develops an alternative calculation approach for load paths [2]. For this purpose, 
the determined stresses are projected so that the x-component of the force vector is 
constant in the global x-direction. The angle of the projection is chosen so that the 
projections of the stresses are eliminated at the element under consideration to avoid 
an increase in force in the x-direction. Waldmann later developed a closed solution 
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for this iterative equation for determining the projection angle [5]. The disadvantage 
of this approach is the dependence of the solution from the alignment of the global 
coordinate system to the effective load and it is therefore not transferable to complex 
structures without adjustments. Further publications on basic methods of load path 
analysis are not known to the authors.

3  New Approach for Load Path Analysis

As shown in the state of the art, the available methods for load path analysis are 
dependent on the selected coordinate system or the existing stress state. Therefore, 
they all have deficits regarding a generally valid applicability since the results are not 
invariant from the chosen coordinate system. For this reason, a new method of anal-
ysis is being developed to assess the load and capacity utilization of the component 
and the joint. A simple test case is used to demonstrate that for this load path analy-
sis method, the results of the stress tensors are invariant from the chosen coordinate 
system.

3.1  Test Case for Invariant Stress Tensors

The test case consists of a two-dimensional plate with a hole that is subjected to a 
unidirectional load by displacement of the upper nodes by 1 mm. The resulting stress 
tensors are evaluated for a load aligned with the both the global and local y-axis 
(Fig. 1a)) and then compared to a 45° rotated coordinate system with the load aligned 
to only the local y-axis, see Fig. 1b).

x

y

Global coordinate
system

F

y

x

Local coordinate
system

F

y

x

Local coordinate
system

a) b)

Fig. 1.  Meshed plate with hole in 2D with global and local coordinate systems
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If the proposed analysis method is correct, the resulting stress tensors for both 
cases have to be identical, meaning that the results do not depend on the chosen orien-
tation of the analyzed component. A new theoretical approach was tested using a sim-
ple finite element analysis (FEA). The simulation was done using LS-DYNA R11.1 
with an explicit solver [6]. The 2D-model uses the element formulation ELFORM12 
with plane stress in the x-y plane of the model. A fully elastic material behavior using 
MAT001 with a Young’s modulus of 210,000 MPa, a density of 7.85 kg/dm3 and a 
Poisson’s ratio of 0.3 was assumed [7]. The dimensions of the simulated plate were 
20 mm × 40 mm meshed with quad elements of 1 mm × 1 mm. The hole had the 
dimensions 4 mm × 4 mm.

3.2  Calculation Approach for Load Path Analysis

The hypothesis is based on the assumption that the individual component areas are 
loaded by a single resulting force that corresponds in its effect to the existing stress 
components at the respective location. By evaluating an FEA, a stress tensor can be 
specified for each integration point of a finite element. By calculating the eigenvalues 
and the eigenvectors of this stress tensor an effective stress vector σeff can be spec-
ified. The eigenvalues λi are principal stresses and the eigenvectors ei,j indicate the 
principal stress direction. Related to an infinitesimal area element dA, this vector can 
be regarded as an effective force Feff, see Eq. (1).

The resulting vector fields are evaluated using trajectories. As a criterion for the calcu-
lation of the trajectory, the direction of the minimum, maximum or constant amounts 
of the vector Feff can be used. The advantage of this proposed method is the independ-
ence of the result from the selected coordinate direction, because the local invariant 
principal stresses and their eigenvectors are included in the calculation.

3.3  Evaluation of the Stress Tensors and Data Processing

For the evaluation of the stress tensors and the data processing Python 3.7 was used in 
combination with the libraries LS-Reader, NumPy [8], SciPy [9] and Matplotlib [10]. 
The stress information was read from the d3plot file and saved as a stress tensor σ, 
Eq. (2).

In the next step the eigenvalues λi and eigenvectors ei of the stress tensor were calcu-
lated, Eqs. (3)–(5)

(1)Feff = σ eff · dA =







�I · eI,x + �II · eII,x + �III · eIII,x
�I · eI,y + �II · eII,y + �III · eIII,y
�I · eI,z + �II · eII,z + �III · eIII,z
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A factor was introduced in Eq. (5) for the possibility to correct the direction of the 
vectors. The Mohr’s circle was used to decide the directional correction of the vector. 
By default, the factor has the value 1 and can under conditions assume the value −1.

To rotate the stress tensor, the angle ϕ between the first principal stress (first eigen-
value) and the x-axis of the coordinate system was determined according to Eq. (6).

With the angle ϕ from Eq. (6) the rotation of the stress tensor was done according to 
Eq. (7).

The shear stress component σrot,xy of the stress tensor σrot is changed to zero. The 
maximum and minimum values of the other values of the stress tensor σrot must corre-
spond to the maximum or minimum values of the eigenvalues λi (principal stresses) of 
the stress tensor σ. If this is fulfilled and the deviation of ∆min and ∆max is in the range 
of a permitted tolerance, the alignment of the vector is correct. If the values for ∆ are 
not within the permitted tolerance, a direction correction is required. The deviation 
is due to discretization errors in the numerical calculation. In theory, ∆min and ∆max 
are zero. For this purpose, the factor in Eq. (5) is set to −1 and the check is repeated 
according to Eqs. (6)–(8).

4  Results

The evaluation and comparison of the first results was performed using a simple 
plate with a square hole, which was deformed elastically. To compare the results, 
the x-component σx and the y-component σy of the stress tensor were compared to 
the effective force Feff determined by the new evaluation method. The comparison 
was done with specimen in two different orientations in respect to the global coor-
dinate system. In Fig. 2 the results of different variants are shown. When comparing 
the stress component σx form the different aligned specimens (see Fig. 2a) and b)), 
a dependence of the results on the orientation of the sample in the global coordinate 
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system can be seen. The same can also be seen when comparing the stress component 
σy of different aligned plates (see Fig. 2c) and d)). For the newly developed method, 
in comparison, it could be shown that this is invariant to the orientation of the speci-
men (see Fig. 2e) and f)).

Fig. 2.  Comparison of σx and σy of the stress tensor and the effective force Feff determined by 
the new evaluation method for different orientations of the specimen
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When comparing σx and σy in different orientations, clear differences in the stress 
fields were identified. In comparison, the new method was able to determine almost 
identical force fields regardless of the sample alignment. Thus, an independence of the 
sample orientation in the global coordinate system could be confirmed for the newly 
developed method. The independence of the results from the alignment of the speci-
men in the global coordinate system can be achieved, because the calculation of the 
effective force Feff includes all local invariant principal stresses and their eigenvectors. 
These results will be used in the next steps to generate trajectories from the vector 
fields and can thus be used for a general analysis of the load paths which stresses the 
part and the joint.

5  Conclusion and Outlook

The basic assumption of the new method for the analysis of the force flow could be 
confirmed by the conducted studies by using a simple specimen with a square hole in 
different orientations. It was shown that the newly developed approach for the analy-
sis of load flows is invariant to the orientation in the global coordinate system.

In further steps the method is extended to complex geometries, mechanical jointed 
components up to 3D assemblies. For the evaluation of the vector fields and the anal-
ysis of the load paths, algorithms for the building of trajectories are implemented 
according to different criteria. The presented approach is the fundament of a new 
design method that allows the positioning and design of joints based on load cases 
and given component structure and provides an evaluation criterion for the safety of 
the joint. Therefore, the loading of different regions in the part can be identified, simi-
lar to the concept of equivalent stress. However, this new method gives also the direc-
tion of loading.
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Abstract.  Thermomechanically treated (TMT) materials are characterized 
by a fine-grained microstructure, which leads to extraordinary mechanical 
properties. In this study, the alloyed tempering steel 42CrMo4 (AISI 4137) is 
used to set up a two-step TMT upsetting process with intermediate cooling. 
A water-air based cooling system was used to adjust different phase configu-
rations between the two steps by varying the target temperature and cooling 
rate. Standardized test specimens for Charpy impact tests and tensile tests as 
well as for metallographic analyses are cut out of the formed parts. Tensile 
tests showed that the yield strength can be enhanced up to 1188 MPa while 
the elongation at break is about 12% without any additional heat treatment by 
forming the material after rapid cooling. This fulfills the demands of the stand-
ard in quenched and tempered state. This process route allows for local-load 
tailored part design and manufacturing by adjusting the forming conditions 
conveniently.

Keywords:  Thermomechanical treatment · Forging · Mechanical properties

1  Introduction

Forged components are able to fulfil high demands on load capacity and safety 
aspects, especially in the automotive sector. On the one hand, these parts are sub-
jected to high dynamic loads and on the other hand they must meet the demands 
of lightweight engineering [1]. An additional challenge in production technology 
is to design resource efficient and sustainable process chains at low costs for these 
 energy-intensive goods. Forging is a central production process in the manufacturing 
of such parts. Beside this process, especially the material and the following heat treat-
ment are playing an important role in defining parts properties [2]. An excellent mix-
ture of mechanical properties can be achieved by thermomechanical treatment (TMT). 
The combined influences of material, forming and heat treatment on the microstruc-
ture allow for properties, which are superior to those reached in separately performed 
production steps. TMT parts are characterized by a fine-grained microstructure, which 
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gives them an excellent relation between strength and toughness [3]. Additionally, by 
integrating heat treatment in the forming operation, significant savings of time, energy 
and costs are possible [4]. The process chain can be shortened significantly by modi-
fying the process route towards an integrated TMT step. Thermomechanically treated 
materials are known from sheet metal processing [5] and extrusion [6] in particular. 
This approach is now being transferred to forging process chains.

2  Process-Integrated Thermomechanical Treatment

Thermomechanical treatment processes combine the mechanical influence of form-
ing on material microstructure with the thermal influence of heat treatment. They 
have gained particular importance in the production of fine-grained structural steels. 
In these steel grades, the high strengths are not achieved by large proportions of 
alloying elements, but mainly by a highly fine-grained structure and precipitation of 
 micro-alloy elements [7]. Due to complex process control, this technology is only 
adopted in the area of individual parts produced by forming technology, although 
its importance in the research has already been recognized. For example, Tekkaya 
et al. discussed the numerous influencing factors, measuring methods and simula-
tion possibilities [2]. For the integration in forging process chains, mainly small-scale 
demonstration processes have been designed, which focus on the investigation of 
microstructures and the testing of mechanical properties in reduced test procedures 
[8]. Additionally, the basic influence of process-integrated TMT regarding the trans-
formation behavior is a current field of research [9]. The material microstructure that 
is being formed has also a significant impact. In addition to the temperature at the 
time of forming, the type of microstructure depends above all on the cooling rate with 
which the forming temperature is approached from the austenitizing temperature [10].

3  Objectives

The aim of this work is to adjust microstructure and component properties by using a 
process-integrated thermomechanical treatment and to provide reliable values of the 
corresponding mechanical properties. The approach was to use TMT to modify the 
mechanical properties of forged parts made from tempering steel 42CrMo4 that are 
close to those of the quenched and tempered material. Of central importance for the 
usability of such properties in the industry is to assign them to the process conditions 
under which they are created. In addition, mechanical properties must be determined 
for later applications in such a way that they are available in reliable and applicable 
quantities. It is therefore necessary to carry out standardized test procedures such as 
tensile and notched bar impact tests (Charpy tests) with macroscopic test specimens.
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4  Process Design and Test Setting

With respect to its high relevance in the industrial production of high performance 
components, the tempering steel 42CrMo4 (AISI 4137) was chosen for the exam-
ination. The chemical composition of the tested material is given in Table 1. All 
determined contents of alloying elements are in accordance with the corresponding 
standard (DIN EN ISO 683-2).

Forming operations representing a thermomechanical treatment step need to be 
carried out in a temperature range that is significantly lower than the typical hot forg-
ing temperature. To achieve a specific and fine-grained microstructure with the desired 
properties, it is necessary to avoid instant recrystallization. The applied energy during 
forming results in an increase of dislocation density. This energy should be used to 
form new grain boundaries. At this reduced forming temperature (usually less than 
800°C), the required forming force is already elevated and the material’s total forma-
bility is reduced. For this reason, forming is divided into two steps. The major form-
ing takes place at the hot forging temperature (1250 °C), followed by a post-forming 
step at reduced temperature which is used to adjust the microstructure and mechanical 
properties. As shown in Fig. 1 schematically, four thermal routes were designed using 
different phase states of the materials. In two of the investigated routes, forming is 
effected at a comparatively high temperature of 610 °C (hh and lh in Fig. 1) and in the 
other two at a reduced temperature of 460 °C (hl and ll in Fig. 1). The high tempera-
ture was chosen because it is closely above the transformation temperature. In previ-
ous examinations it was determined that at this temperature no transformation from 
austenite to a low temperature modification takes place, even when a low cooling rate 
is applied. At the lower temperature, this transformation takes place but the forma-
bility of the material is still enhanced due to the elevated temperature. Additionally, 
the cooling rate plays an important role when defining the phase state which domi-
nates the material. Changes in the heat transfer behavior and exothermic transforma-
tions lead to strong temperature dependent variations of the cooling rate. Therefore, 
the cooling rate is given approximately only for the relevant temperature range before 
the transformation starts(900 °C–650 °C). Using a low cooling rate (2.5 Ks−1) to 
reach the lower thermal level, the material partly transforms from austenite (A) to the 
 ferritic-perlitic (F+P) modification. Post-forming is applied after the transformation (ll 
route). The other possibility is to suppress the transformation to F+P by rapid cooling 
(5 Ks−1) to this temperature level. The material transforms to bainite (B) before and 
during forming, which leads to a microstructure with superior properties (hl route). 

Table 1.  Chemical composition of tested 42CrMo4 material determined by spark spectrometry 
(selected elements)

C% Si% Mn% S% Cr% Mo% Ni%

42CrMo4 0.428 0.241 0.757 0.014 1.080 0.228 0.074

−0,01
+0,006

−0,006
+0,004

−0,003
+0,011

−0,001
+0,001

−0,01
+0,0

−0,002
+0,004

−0,0
+0,001
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Initially, the basic material is heated to the hot forging temperature and then formed 
in the major forming operation. Afterwards the post-forming temperature is adjusted. 
Subsequently, the post-forming step is carried out and the parts are cooled down 
uncontrolled at ambient atmosphere. Furthermore, reference parts are forged in a sin-
gle step to the final height at hot temperature.

These thermal routes require a cooling device, which allows for adjusting the 
temperature by applying an individual cooling rate. The developed cooling station 
(Fig. 2) consists of six concentrically arranged spray nozzles atomizing water with 
compressed air. The flow rate and the pressure of water and air can be modified to 
adjust different cooling rates. The part’s temperature can be measured by thermocou-
ples and an integrated pyrometer. This setup was used in the final forging tests and 
for prior examinations of the transformation during cooling which led to the specific 
post-forming temperatures.

During the prior examinations, the core temperature was measured by thermo-
couples whilst the surface temperature was simultaneously measured by a pyrometer. 
The core temperature was used to determine the process routes with the given tem-
peratures. Furthermore, the correlation between the core and surface temperature was 
determined in order to supervise the cooling process during the forging tests.

Fig. 2.  Cooling station in operation (left) and schematically (right)

Fig. 1.  Schematic TMT process routes and reference route
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The geometry of the demonstrator part in this study was chosen considering two 
central criteria. The first criterion is the possibility to shape the parts in a two-step 
process. A forged and cooled part has to be processible in a second stage. If possible, 
it would be beneficial to perform post forming in the same tool as the major form-
ing operation. The second criterion is the suitability for the following testing proce-
dure. To supply industrial processes with reliable values for mechanical properties, the 
most suitable way is to use standardized tests, such as Charpy impact tests and tensile 
tests with macroscopic test specimens. The forged parts need to provide an area with 
approximately homogeneous deformation which is large enough to extract the speci-
mens. As illustrated in Fig. 3 a cylindrical upsetting geometry with an initial diameter 
of 50 mm and a height of 80 mm was chosen. The schematic distribution of plastic 
strain in the forged part is also shown in the figure as well as the location of the test 
specimens that are cut out of the part’s centre by wire cutting. In addition, the area 
between the round tensile specimen and the square Charpy specimen is also cut out 
and prepared for metallographic examination. One test piece per test procedure was 
manufactured from each component. This makes it possible to use the three described 
examination methods on a single component and thus to establish a clear assignment 
of microstructure, mechanical properties and process conditions.

A hydraulic press (Schirmer & Plate) was used to perform the upsetting with a 
ram speed of 30 mms−1. The part temperature was only recorded during cooling in the 
cooling station.

According to the standard DIN 50125, round (form B) tensile test specimens 
with a diameter (d0) of 5 mm in the relevant area were manufactured. Specimens for 
Charpy impact tests with the dimensions 10 × 10 × 55 mm and v-notch were made 
according to standard DIN EN ISO 148.

In this paper, the focus is on the thermal component of the different TMT routes. 
During the major forming step, an effective plastic strain is applied to the relevant 
central part area (see Fig. 3 (central)) of ϕ1 = 0.3 (height 62 mm). Subsequently, in 
the TMT post-forming operation, the part is upset with an effective plastic strain of 
ϕ2 = 0.9 (final height 36 mm). Parts from the reference route were upset to the final 
height of 36 mm in one step at hot forging temperature.

Fig. 3.  Initial part geometry and forged part with schematic distribution of effective plastic 
strain and location of the test specimens
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5  Results

The different thermal process routes show a clear specific influence on the microstruc-
ture of the investigated material as presented in Fig. 4. First, it can be observed that 
forming, even on the reference route, leads to a considerable change in and refinement 
of the microstructure. During the manufacturing of the initial material by hot rolling, 
a very slow cooling from high temperature leads to a microstructure close to equilib-
rium with large ferrite (white) and perlite (dark/brown) areas. This is the initial state 
in which the raw billets are present (Fig. 4 top left). In perlite, cementite and ferrite 
are present side by side. These parallel structures can have different degrees of fine-
ness so that the individual lamellae in the micro section can be partially seen under 
the light microscope. In both deformed microstructures, the white areas, i.e. the ferrite 
grains and the bainitic structures consisting of ferrite and cementite in non-lamellar 
orientation, are smaller. A lamellar structure as in perlite grains is mostly not visible 
here with the light microscope. Ferrite and precipitated cementite (dark) are present 
irregularly next to each other. This bainite microstructure represents an intermediate 
stage between the ferritic-perlitic modification and the martensitic one, which would 
result from very rapid cooling. The greatest effect on the microstructure can be seen 
in the process route with rapid cooling to low temperature (hl). In this modification, 
an arrangement of needle-like phases can be seen, which mark the structure as lower 
bainite. This microstructure is known for its excellent strength and toughness prop-
erties in a fine-grained form. The least effect can be seen when post-forming was 
performed at high temperature (lh and hh). Regardless of the cooling, a microstruc-
ture is seen which is very similar to that of the reference route and only slightly finer 
structured.

Fig. 4.  Micrographs from different TMT routes, reference and initial state, magnification 
1000:1, etched with nitric acid (5%)
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Parallel to the light-microscopic analysis, the hardness of the specimens extracted 
from the core of the forged parts was measured in the metallographic examination 
according to the Vickers method (HV1). In Fig. 5 it can be seen that forming at ele-
vated temperature always leads to an increase in hardness compared to the initial 
state. As expected, this increase is greatest for the hl route. The increase compared to 
the reference is clearly at 27%. Due to the close resemblance to the reference process 
at hot forming temperature, the hardness of the lh route shows no significant impact 
(−3%). The others are in between (ll: +12%, hh: +7%).

The mechanical properties were determined in tensile tests and Charpy impact 
tests. Figure 6 shows a summary of the mechanical properties tensile strength (Rm), 
elongation at break (A) and absorbed impact energy (Kv). It becomes clear that the hl 
route leads to the highest tensile strength similar to the evaluation of hardness. With 
1188 MPa this is above the 900–1100 MPa range required by the standard (DIN EN 
ISO 683) for the relevant cross-section of the components (40 mm to 100 mm) in 
quenched and tempered state. This requirement is met by components from all ther-
mal routes investigated. No significant influence of the thermal routes on the elonga-
tion at break is recorded. All examined components show an elongation at break of 
approx. 12% and thus just about meet the requirements of the standard. The develop-
ment of the impact energy is particularly remarkable. This increases significantly dur-
ing processing along the hl-route. Compared to the reference process, it is higher by 
a factor seven at 69 J. The ll-route also shows a significant increase in impact energy 
(59.5 J, more than factor six higher compared to parts from the reference route). The 
minimum impact energy of 35 J specified in the standard is only achieved by compo-
nents from these two TMT routes.

Fig. 5.  Hardness HV1 from different TMT routes, reference and initial material, average of six 
indents
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6  Summary and Conclusion

The investigations of various thermomechanical process routes during the processing of 
the tempering steel 42CrMo4 have shown that hot forming with the associated cooling 
to ambient temperature has a significant influence on the microstructure and mechani-
cal properties of components. By varying both, the temperature during forming and the 
cooling rate starting from the hot forming temperature, bainitic microstructures with 
different characteristics can be produced. Standardized test methods with macroscopic 
test specimens were used to determine the mechanical properties. The strength proper-
ties of these thermomechanically forged materials are predominantly very good (up to 
1188 MPa). In addition, good ductility properties (absorbed impact energy up to 69 J) 
can also be achieved, if rapid cooling to a low temperature level before post-forming is 
used selectively. This makes it possible to meet the requirements of the relevant stand-
ard for the quenched and tempered material without additional time and resource-inten-
sive heat treatment. Finally, it can be stated that the hl route (with post forming at low 
temperature after rapid cooling) leads to the best mechanical properties.

7  Outlook

Besides the variation of thermal process routes, different mechanical routes with var-
iations of the effective plastic strain applied in the two forming steps will be investi-
gated. Furthermore, test series with different cooling conditions after post forming as 
well as with different heating rates before the main forming step are planned.

Acknowledgement.  The results presented in this paper were obtained within the research 
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Fig. 6.  Mechanical properties (tensile strength (Rm), elongation at break (A) and absorbed 
impact energy (Kv)) from different TMT routes and reference, average of two to three specimen 
for each testing method and process route
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Abstract.  Hybrid components are commonly produced in two or more sep-
arate manufacturing steps. In order to apply fiber-reinforced thermoplastics 
(FRTP) adhesively to a hot stamped blank, it has to be reheated. Through the 
integration of production processes of processing hot stamped metal blank and 
FRTP, it is possible to form and join the two materials simultaneously with-
out reheating the metal component. By setting up an automated experiment 
to interrupt the cooling step during the hot stamping process at an elevated 
temperature level, the residual temperature of the metal blank in the quench-
ing phase can be used to enable an adhesive bond of the FRTP to the formed 
steel. Within the scope of this investigation, a process window suitable for the 
interruption of the hot stamping process and the subsequent application of the 
FRTP is determined. Finally, hybrid u-shaped profiles are examined under 
dynamic loads, demonstrating an increase in the mechanical performance.

Keywords:  Manufacturing process integration · Hot stamping · Dynamic 
testing · Hybrid components

1  Introduction

Polymer-Steel-Hybrids for the reduction of component mass are nowadays pro-
cessed in separate process steps. Hot stamping of boron-manganese steels is an 
established process in the automotive industry for the manufacturing of light vehicle 
body components [1, 2]. By using boron-manganese steel blanks, which are heated 
above the austenitizing temperature before forming, an easy formability is achieved 
due to reduced flow stresses of the heated material. The high material strength is 
achieved by subsequent cooling and hardening in the press tool [3, 4]. As a result, 
a high-performance, hot stamped car body in white component with reduced mass 
through reduced blank thickness can be manufactured [5, 6]. A further reduction in 
blank thickness through the use of higher strength hot stamped steels would result 
in a further reduction in the mass of the component. Another approach to real-
ize lightweight design with hot stamped steels is the combined use of these with 
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fiber-reinforced thermoplastic (FRTP)  [7]. FRTP with its unidirectional characteris-
tics are particularly suitable for implementing lightweight design in the vehicles body 
in white [8, 9]. Due to high semi-finished product costs, unestablished manufacturing 
processes and incompatible joining processes, endless fiber-reinforced plastics have 
so far only been used in the high-priced vehicle segment [10].

By manufacturing hybrid components consisting of FRTP and metal blank, the 
targeted application of FRTP to the metal blank can create a hybrid component that 
enables the economic use of FRTP in large-scale automotive production [11, 12]. 
An established technique to manufacture hybrid components is the thermoforming 
of FRTP onto a metal blank [8, 13, 14]. For this purpose, the blank is heated before 
the application of the FRTP in order to provide a sufficient bonding. The application 
of FRTP on hot stamped blanks already enables the manufacturing of hybrid body in 
white components that offer high performance with reduced component weight [13]. 
However, blank processing and application of the FRTP are executed separately in the 
manufacturing of these particular hybrid components. This requires a reheating of the 
blank and thus a higher demand of process time and energy. Figure 1 shows the tem-
perature profile of the materials during manufacturing of a hybrid component based 
on hot stamped steel and FRTP. After heating up the steel blank to the austenitizing 
temperature of 950 °C, it is transported to the tool, formed and quenched.

After completion of the hot stamping process, the blank is fed into the thermo-
forming process and therefore reheated (Fig. 1a)). In order to integrate the hot stamp-
ing and thermoforming process, the quenching process of the blank is interrupted at 
an elevated temperature level of approx. 170 °C. This temperature range achieves 
the highest bond strength between FRTP and hot stamped blank and can be used for 
the integration of the separated process steps of hot stamping and thermoforming 
to manufacture a polymer steel hybrid by adhesive bonding (Fig. 1b)) [15]. Due to 
non-uniform contact conditions of the blank in the forming and quenching phase, a 
non-uniform temperature distribution in blank occurs after conventional hot stamping. 

Fig. 1.  Temperature profiles of separated processes and integrated process
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The local inhomogeneous temperature distribution in the blank does not result in the 
best bonding strength between FRTP and hot stamped steel. Through local tempering 
of the tool at the end of the quenching process allows achieving a more homogene-
ous temperature distribution on the blanks surface after hot stamping can be achieved, 
which consequently results in higher bonding strength of the hybrid component along 
the entire contact area.

In this paper, the dynamic structural behavior of application-oriented hybrid 
u-shaped profiles manufactured by a process-integrated hot stamping and thermo-
forming process, is examined. The dynamic investigation of the quality of hybrid 
u-shaped profiles allows conclusions to be drawn about the manufacturing process. 
The aim is to show how a temperature change in the metal blank before the applica-
tion of FRTP affects the dynamic properties of hybrid demonstrators in an integrated 
process.

2  Demonstrator, Materials and Manufacturing of Specimen

This section begins with the derivation of a generic hybrid vehicle structure 
in the form of a demonstrator based on press-hardened steel and FRTP. The 
 process-integrated production of hybrid demonstrators is described. By locally 
adjusting the die temperature, it is possible to bring the blank temperature to a 
homogeneous temperature distribution after hot stamping. It is expected that a more 
homogeneous sheet temperature after hot stamping leads to a better local connec-
tion between the materials. It is also expected that this will have an influence on the 
mechanical performance of hybrid structures.

2.1  Demonstrator Geometry

To investigate the properties of a process integrated manufactured generic body in 
white structure, a hybrid u-shaped profile as demonstrator is derived. Figure 2a) 
shows the cross-section with typical material thicknesses used e.g. in a B-pillar of a 
vehicle body in white design. The profile has a total length of 600 mm.
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Besides the cross-section, the hot stamped u-shaped profile is shown after hot 
stamping (Fig. 2b)), after application of FRTP through thermoforming (Fig. 2c)) and 
after closing by a cover plate (Fig. 2d)).

2.2  Materials

In this study, a hybrid structure consisting of hot stamped steel and FRTP is investi-
gated (Table 1). The FRTP used is a 2.0 mm thick glass-fiber-reinforced Polyamide 
6 with a fiber volume fraction of 47% (PA6GF47). The hot stamped steel used is a 
22MnB5 with an aluminum-silicon coating and a common used blank thickness of 
1.0 mm. In delivery condition, it has a tensile strength of 532 MPa. After austenitizing 
to 950°C and completion of the forming and simultaneous quenching process, a ten-
sile strength of 1518 MPa is achieved.

Fig. 2.  Dimensions of the demonstrator geometry. a) Cross-section of hybrid u-shaped profile, 
b) hot stamped u-shaped profile, c) FRTP applied u-shaped profile and d) u-shaped profile 
closed with cover plate.
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2.3  Integrated Manufacturing of Specimen

The demonstrator profiles are manufactured using an integrated process consist-
ing of hot stamping and immediate subsequent thermoforming, which is carried 
out on an automated experimental setup. The hot stamping process begins with the 
automated insertion of the steel blank into a chamber furnace where it is heated to 
a temperature of 950 °C. After a duration of 5 min and complete austenitization, it 
is automatically placed into a modified press tool within a reproducible transfer time 
of 7 s. Subsequently, the blank is formed and quenched to an elevated temperature 
level in a press by a force of 500 t. (Fig. 2c)). Previous investigations show, that the 
blank can be quenched to an elevated temperature level of up to 200 °C and yet a 
microstructure transformation from a ferritic-pearlitic microstructure to a martensitic 
microstructure takes place [17, 18]. By quenching to an elevated temperature level, 
the tensile strength and martensite volume percentage of the metal blank is slightly 
reduced. This loss of performance can be more than compensated by the application 
of FRTP after hot stamping on coupon specimens [17]. Based on previously carried 
out experimental work, the highest bonding strength between FRTP and hot stamped 
steel is achieved at a metal blank temperature of 170 °C after hot stamping. Therefore, 
a target temperature of 170 °C is defined for the metal blank after hot stamping. The 
hot stamping process is investigated using a tool modified with heating cartridges in 
order to quench the metal blank to an elevated temperature level. After hot stamping 
and quenching of the metal blank with an isothermal tool temperature, the tempera-
ture distribution on the metal blank surface can be inhomogeneous due to different 
contact conditions (e.g. pressure and contact time) between the blank and the tool. By 
the selective control of individual heating cartridges, a homogenization of the metal 
blank temperature after hot stamping is achieved. The required setting of the heating 
cartridges was determined in advance by simulating the process, taking into account 
the effective heat transfer mechanisms and material properties of the tool. Figure 3 
shows the results of this inhomogeneous tool temperature control. To simplify the sys-
tem, the punch is tempered homogeneously to 100 °C and the die is heated homoge-
neously to 170 °C (Fig. 3a)). An inhomogeneous temperature distribution of the die is 
set for the specific adjustment of the blank temperature after hot stamping (Fig. 3b). 

Table 1.  Material properties of joining partners

PA6GF47 22MnB5+AlSi (as 
delivered)

22MnB5+AlSi (hot 
stamped)

Fiber Glass – –

Density (g · cm−3) 1.8 7.9 7.9

Polymer PA 6 – –

Melt temperature (°C) 220 – –

Fiber volume fraction 
(vol. %)

47 – –

Thickness (mm) 2.0 1.0 1.0

Tensile Strength (MPa) 404 (long./trans.) 532 1518
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Hot stamping of a u-shaped profile with the homogeneously tempered tool results in a 
temperature difference of ∆T = 45°C. Due to the inhomogeneous temperature control 
of the die, the difference between the maximum temperature and target temperature of 
170 °C in the blank can be reduced to ∆T = 18 °C. This allows achieving an optimum 
and homogeneous bonding strength along the blank. Within the scope of the investiga-
tions, the hot stamping and thermoforming process is carried out in two stages. In the 
first stage, a modified hot stamping process is investigated in which the metal blank is 
quenched. In the second stage, knowledge of the blank temperature after hot stamping 
from the first stage in thermoforming is used.

The temperature profile of the blank after hot stamping is mapped by the targeted 
control of heating cartridges in the thermoforming tool. The adhesive bond between 
the FRTP and the metal blank is thus enabled by the increased temperature of the 
blank after hot stamping. The adhesive bonding is supported by a powder based adhe-
sion promoter of Vestamelt Hylink, which is applied on the blank with a thickness 
of 100 µm. The FRTP is heated up above its melting temperature to 300 °C in a fur-
nace and then fed into the thermoforming process by an automated transfer using nee-
dle grippers. With a pressing force of 1000 kN and a dwell time of 10 s, the FRTP 
is consolidated and bonded to the formed hot stamped blank (Fig. 2c)). To illustrate 
an assembly situation in a generic vehicle structure, a cover sheet of hot stamped 
22MnB5 (1.0 mm) by means of spot welding (Fig. 2d)) closes the u-shaped profiles.

3  Dynamic Performance of Hybrid U-Shaped Profiles

The dynamic investigation of the process-integrated manufactured demonstrators 
is intended to demonstrate the influence of the adjustment of the blank tempera-
ture before the application of FRTP. For this purpose, the experimental setup for 
the dynamic investigation of the demonstrators is described. In the evaluation, the 

Fig. 3.  a) Homogeneous tempered tool and b) inhomogeneous tempered tool for hot stamping
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mechanical performance of the demonstrators will be assessed with regard to the pro-
cess control during production.

3.1  Experimental Setup

Figure 4 shows the experimental setup for the dynamic testing of the hybrid u-shaped 
profiles manufactured in an integrated process. The profiles are positioned cen-
tered on two supports under the impactor. The total impactor mass is 438 kg and is 
 pre-positioned at a height of 250 mm above the hybrid u-shaped profiles, resulting in 
a potential energy input of 1 kJ on impact.

The position of the test specimen and the speed of the impactor was recorded by 
a high-speed camera and a GOM ARAMIS system. Deformation elements absorb 
energy in case of premature collapse of the u-shaped profiles. After releasing the 
impactor, it accelerates up to a speed of 1.9 m/s before the first contact with the 
u-shaped profiles. During the tests, the force-time diagrams and the energy-intrusion 
diagrams are recorded. In order to investigate the influence of tool tempering, hybrid 
u-shaped profiles manufactured with different process setups are evaluated. Table 2 
shows an overview of the tested specimens and their composition. As a reference, a 
non-hot stamped u-shaped profile (NHS-1), a non-hybridized u-shaped profile without 
FRTP (NHP-2), a semi-finished product quenched to a higher inhomogeneous blank 
temperature level of 170°C (HUP-3) and homogeneous blank temperature levels of 
170 °C (HUP-4) and 180 °C (HUP-5) are investigated. All investigated u-shaped pro-
files contain a hot stamped steel cover plate with a plate thickness of 1.0 mm.

Fig. 4.  Setup for the dynamic testing of u-shaped profiles manufactured in an integrated 
process
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3.2  Results

Figure 5 shows the resulting force-time and energy-intrusion diagram for the exam-
ined hybrid profiles. For the reference u-shaped profiles of a non-hot stamped steel 
(NHS-1), and a hot stamped u-shaped profile without FRTP (NHP-2), no improve-
ments can be observed, since the u-shaped profiles fail completely and the energy is 
absorbed by the deformation elements. The remaining hybrid u-shaped profiles result 
in a maximum force after 15 ms at different levels. The homogeneously tempered 
metal blank with a temperature of 170 °C after hot stamping (HUP-4) achieves a max-
imum force of 34.1 kN. For specimen HUP-3 an inhomogeneous temperature distri-
bution in the blank is set by a homogeneously tempered 170 °C die. The maximum 
force obtained is 28.1 kN. If the homogeneous temperature distribution on the metal 
blank surface is increased to 180 °C after hot stamping (HUP-5), the maximum force 
reached is 31.1 kN. The minimum detected intrusion in the three examined hybrid 
profiles is 40.5 mm and results in both homogeneous temperature distributions in both 
the metal blank of 170 °C (HUP-4) and 180 °C (HUP-5) after hot stamping. An inho-
mogeneous metal blank surface temperature after hot stamping (HUP-3) results in an 
intrusion of 46.0 mm. The targeted quenching of the blank to a homogeneous sheet 
temperature of 170 °C ensures that the highest bond strength between the metal blank 
and TFRP are present in all areas of the sheet semi-finished product. The results show 
that the highest maximum force of 34.3 kN is observed for a hybrid u-shaped pro-
file based on this homogeneous metal blank temperature after hot stamping (HUP-4). 
Quenching in a homogeneously tempered tool of 170°C results in an inhomogene-
ous blank temperature after hot stamping. Due to the temperature distribution in the 
metal blank, there are local differences in strength when the TFRP is bonded to the 
steel sheet, which explains a lower performance of 28.1 kN of the u-shaped profile 
 (HUP-3). Hence, the experimental results emphasize, that a local tempering of the 
tool is necessary to increase the structural performance under dynamic loading.

Table 2.  Overview of tested u-shaped profiles

Hot stamped Blank 
temperature

Blank 
temperature 
distribution

FRTP Max. force Max. 
intrusion

NHS-1 – – – – – –

NHP-2 x 50 °C Inhom. – – –

HUP-3 x 170 °C Inhom. x 28.1 kN 46.0 mm

HUP-4 x 170 °C Hom. x 34.3 kN 40.5 mm

HUP-5 x 180 °C Hom. x 31.1 kN 40.5 mm
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4  Conclusions

In an experimental setup for the dynamic testing of the hybrid u-shaped profiles of 
process-integrated manufactured hybrid profiles, it was proven that the performance 
in means of a maximum force of 34.3 kN could be achieved by setting a homogene-
ous blank temperature of 170 °C after hot stamping. Investigations of reference steel 
profiles without applied FRTP have shown that the energy cannot be absorbed and 
the test specimens fail prematurely. The reference investigation of a homogeneously 
tempered hybrid profile at 180 °C, which reaches a lower maximum force of 31.1 kN, 
shows that a precise temperature adjustment is necessary for the process integrated 
manufacturing of hybrid profiles. In this investigation, it was shown that the process 
integration in combination with a homogeneous blank temperature after hot stamp-
ing leads to a better mechanical performance. However, detailed investigations on the 
bonding behaviour in local areas needs to be carried out in detail to identify the fac-
tors that influence the process. Further, the characterization of the steel blank with 
regard to its influence on the mechanical properties in terms of hardness and strength 
is planned.

Fig. 5.  Resulting force-time and energy-intrusion diagram for hybrid u-shaped profiles 
manufactured based on different blank temperatures after hot stamping
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Abstract.  The application of solid lubricants offers high potential in terms 
of resource-efficiency in contacts under relative motion. The disadvantage of 
this lubrication method is the high risk of interface failure after the coating has 
been worn. In order to predict the service life of coated surfaces, it is necessary 
to determine the microscopic wear behaviour by analysing the coating hardness 
and coefficient of friction (CoF). Due to layer thicknesses under 3 µm, these 
parameters can only be determined using nanoindents and nano-scratch-tests. 
These tests require a transfer of material properties and tribological parame-
ters from the nano to the micro level. The transfer method to the micro level 
and validity of the values determined at the nano level is presented while also 
describing challenges due to different influences of the respective size level. 
Additionally, oscillating sliding tests are carried out to determine the friction 
properties during sliding, which correspond to reference tests performed on the 
micro level.

Keywords:  Nanoindentation · CoF · Wear behaviour · Micro tribology · 
Coatings

1  Introduction

Solid lubricants extend the life of rolling bearings, especially in applications that 
do not allow liquid-lubricated systems, such as the food industry or under vacuum 
conditions [1]. For this reason, research is being carried out in the priority program 
2074 (project 2) on molybdenum-based solid lubricant systems, which are intended to 
extend the service life by means of self-regenerating lubricating layers. Thus, the solid 
lubricant molybdenum trioxide (MoO3), which is removed in tribological contact, can 
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be formed again from a molybdenum deposit by oxidative processes. The molybde-
num layers are applied to hardened rolling bearing steel (AISI 52100) by physical 
vapour deposition. A titanium layer is applied as an adhesion promoter to ensure a 
good bonding of the molybdenum layer to the bearing body. The pure molybdenum 
layer is completed by a thin oxide top layer. The aim is to produce a molybdenum tri-
oxide layer on the surface, as such an interface offers very good lubricating properties 
[2]. The Archard wear model is frequently used approach for describing abrasive wear 
behaviour and is therefore used to determine the service life of the coating system. 
Archard describes the amount of wear W as a function of the sliding distance s, the 
hardness H and the normal force FN with which the bodies are pressed together. The 
wear coefficient k depends on the process, friction and material pairing [3]. An exten-
sion of the Archard wear model is the definition according to Sarkar (Eq. 1). In this 
extension, the prevailing tribological conditions are introduced with a friction term by 
using the CoF μ [4].

The model requires material-dependent parameters, such as the material hardness 
H and the CoF μ, to be meaningful. For mono-materials, these values can be easily 
measured microscopically. Coatings in the range of less than 3 µm can only be char-
acterised on the nano level. Furthermore, the testing of local areas on a component 
can be referred to as micro level testing, whereas the testing of the whole component 
is referred to as macro-testing. Bhushan et al. investigated the level dependence of 
the micro- and nanotribological properties [5]. They investigated different materials, 
coatings and lubricants for the application of electromechanical systems. The result 
of the study was that the CoF is influenced by two independent factors namely the 
scan size (size of the test area) and the used tip radius when transferring the CoFs 
from the nano to the micro level. As the scan size increases, the roughness values also 
increase, which in turn leads to an increase in the CoF, since the contact angle of the 
tip changes with larger roughness peaks. Due to the very small tip radius, very high 
Hertzian pressures occur at the nano level compared to the micro level [5].

Essentially, in this study, the nano-hardness, the surface roughness and the CoF 
under furrows are investigated at the nano level for the molybdenum coating and the 
mono-material. In addition, sliding tests on nano level with different test loads and tip 
sizes are performed to investigate the sliding value for different Hertzian pressures 
on all specimens. For a transfer to the micro level, sliding tests are performed on pol-
ished and ground specimens to determine the influence of the grinding direction on 
the evolution of the CoF. The scaling of the CoF is limited to mono-material to verify 
the scaling method. Performing the sliding test for the thin molybdenum layer would 
always be influenced by the substrate and thus be an additional interference factor 
for checking the scaling method. Finally, the evolution of the sliding values and the 
resulting wear marks are analysed and compared on both levels.

A possible scaling of the characteristic values from the nano to the micro level 
would be transferable to further applications. This would allow wear models such 
as the one according to Archard to be determined completely at the nano level and 
thus predict, for example, the wear behaviour of coated forming dies. Especially with 

(1)W = k ∗ FN ∗ s ∗

√

(

1+ 3µ2

)

/H
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regard to the high contact pressures in coated forging dies, modelling at the nano level 
could be promising. With reliable wear models, the failure time of coated rolling bear-
ings as well as of coated forging dies can be precisely determined, thus increasing 
safety in operation and reducing failure costs.

2  Experimental Setup

2.1  Specimen Preparation

Hardened rolling bearing steel with different surface conditions was used as sub-
strate specimen. On the one hand, the specimen was ground plane-parallel and subse-
quently polished to a mirror finish and on the other hand ground to a technical surface 
roughness. Specimens with molybdenum layers were first ground and plasma-etched 
before the sputtering process. The layer structure consists of the hardened substrate, 
an approx. 200 nm thick adhesion promoter layer of titanium and an approx. 2 µm 
molybdenum layer. The dimensions of the specimen as well as their surface prepara-
tion and naming are listed in Table 1.

2.2  Test Setup for Nano Level

The investigations at the nano level were performed on the 
Hysitron TriboIndenter® TI 950, where a force range from 2 µN to 10000 µN can be 
applied for different tests. A triangular Berkovich diamond tip with a tip radius of 
77 nm was used to determine the nano-hardness and the modulus of elasticity. For 
the indents, a trapezoidal force-displacement function was used to neutralise dynamic 
effects [6, 7]. To determine the hardness over an area size of 36 × 36 µm, hardness 
maps were created using XPM for accelerated property mapping. Up to six indents 
per second can be carried out and accelerate the workflow significantly.

Scratch tests are used to characterise the elastic and plastic material behaviour. 
Additionally, the CoF can be determined by measuring the resulting lateral force. A 
conical diamond tip with a tip radius of 0.29 µm was used to avoid the preferred direc-
tion of the tip during scratching. The normal force is continuously increased over a 
length of 8 μm during scratching and reaches the set maximum force at the end of the 
scratching. To analyse the surface roughness, the specimens were tactilely measured 
before each test. This is achieved with a minimal force of 2 μN at a high-resolution 
scanning rate. The resulting resolution of the nano-surface roughness depends on the 
radius of the tip analogous to measurements on the micro level. On the nano level, 
five fields with a size of 40 x 40 µm per specimen were measured tactilely with the 
Berkovich tip.

Table 1.  Experimental setup of specimen

Material Specimen name Size (mm) Manufacturing

AISI 51200 Gp ∅ 40 × 4 Polished to mirror finish

AISI 51200 Gg ∅ 15 × 5 Grounded

Molybdenum Mo ∅ 15 × 5 Grounded + sputtered
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The sliding test was derived from the test program of the scratch test. According 
to a method applied by Pape et al. an oscillating movement of the tip was used to 
achieve wear of the coating [8]. The programmed course of the normal force and the 
lateral displacement over the test time is shown in Fig. 1 for a sliding force of 200 µN. 
Analogous to the scratch test, the sliding distance of 8 µm was scanned by means of 
a prescan with a force of 2 µN, green segment. Within the first two sliding segments, 
the final sliding force is applied step by step. In the first segment (coloured in blue), 
the force is increased from 0 µN to half of the final sliding force. On the way back, 
the sliding force is further increased until the set sliding force is reached (coloured 
in red). The stepwise increase reduces the load on the tip on the way back. Then, the 
tip oscillates with a sliding speed of 0.8 µm/s, 600 cycles over the sliding distance. 
Finally, the wear track is scanned in the post scan with a normal force of 2 µN. For the 
sliding test, conical tips with a tip radius of 0.29 µm and a tip radius of 1.64 µm were 
used to test different Hertzian pressures. To induce Hertzian pressures as low as possi-
ble, small forces are used for the sliding test.

2.3  Test Setup for Micro Level

A milli-tribometer is used for investigations on the micro level. For the investigations 
focused in this study, a sliding test (ball-on-disc) is used. A steel ball is placed on the 
specimen with a defined normal force. An oscillating movement with constant speed 
is performed by a linear stage on which the specimen is mounted. The oscillation 
takes place over 600 cycles (according to the nano tests) with a sliding distance per 
cycle of 2.5 mm, whereby the influences of different sliding velocities are tested. For 
the variation of the Hertzian pressure, balls with a radius of 3 mm and 1.5 mm are 
used, whereby the normal force is set to the maximum of 3 N to achieve a maximum 
Hertzian pressure. During sliding, the normal and lateral forces are measured continu-
ously. After the test, the surfaces are examined regarding their wear behaviour.

The measurement of surface roughness at the micro level was carried out on 
the manual roughness tester HOMMEL-ETAMIC TURBO WAVE V7.53. For each 

Fig. 1.  Programmed course of normal force and lateral displacement over the time of the 
sliding test
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specimen six scans with a length of 4.8 mm and a tip radius of 500 µm were per-
formed to determine the roughness.

3  Results and Discussion

3.1  Surface Roughness on Nano and Micro Level

The surface roughness was measured tactilely on nano and micro level. The results are 
shown in Table 2. For the ground specimens Gg and Mo, the values are close together. 
The reduced roughness for Mo has been expected, as the roughness is reduced when 
the layer is applied. The differences between nano and micro measurement at sample 
Gp can be caused by the different scan sizes.

3.2  Nano Hardness

First, the nano hardness was determined for the specimens Mo and Gp. For this pur-
pose, 100 indents were measured at each of three measuring positions. One field is 
shown in Fig. 2a as an example of a hardness map for Gp, where the hard and softer 
phases are clearly visible. Hardness values of all measuring points are shown in 
Fig. 2b. The Mo layer was determined with a test load of 500 µN and the bearing steel 
with a test load of 1000 µN. The lower test load for Mo was chosen to ensure that 
only the hardness of the layer could be determined without the subtract affecting the 
hardness values. A Mo-hardness of 2.8 ± 0.3 GPa correlates very well with the hard-
ness determined in further studies presented where molybdenum layers with different 
thicknesses were tested [9].

Table 2.  Roughness values of the specimens measured at the nano and micro level

Specimen name Ra at nano level (µm) Ra at micro level (µm)

Gp
0.009 0.081

Gg
0.149 0.137

Mo
0.095 0.113
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3.3  Nano Scratch Tests

The elastic and plastic material behaviour on the nano level is determined by means of 
scratch tests. Figure 3 shows the results of the scratch test for Mo and Gp. The scratch 
force was chosen similar to the hardness measurements. Compared to bearing steel, 
molybdenum behaves very plastically, since the curve of the scratch and post-scan is 
very narrow. This behaviour was to be expected, since the E-modulus of the Gp with 
225 ± 20 GPa is higher than the E-modulus of the Mo layer with 170 ± 15 GPa. For 
scratch tests, the CoF under furrows can be calculated additionally by the measured 
normal and lateral forces. The molybdenum shows its friction-reducing effect with a 
CoF of µ = 0.2, while a CoF of µ = 0.55 was determined for the bearing steel.

3.4  Sliding Test on the Nano Level

For the sliding tests, the normal forces were varied between 25 µN to 500 µN. The 
sliding tracks for the varied normal forces are shown in Fig. 4a, which were per-
formed with a tip radius of 0.29 µm on the polished bearing steel. Above a force of 
75 µN, the sliding traces become clearly visible because the material pile-up increases 
with increasing force, as the tip penetrates deeper into the material.
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At forces of 25 µN and 50 µN, the sliding traces were very weak and no signif-
icant penetration of the tip could be detected over the sliding test. In addition, the 
specified normal force could not always be maintained at low forces, so that the 
force signal deviated from the nominal value. In Fig. 4b and c the sliding tracks for 
the different tip radii at a test force of 500 µN are shown magnified. With a smaller 
tip radius, the tip penetrates deeper and thus displaces more material (Fig. 4b). The 
sliding track with the larger radius does not show any major material displacement 
(Fig. 4c). Larger tip radius results in lower Hertzian pressure and thus the load is 
transmitted over a larger contact area into the material resulting in less penetration. It 
is also visible that the larger radius of the tip reduces the resolution, as the tip can no 
longer penetrate into the fine hills and valleys of the polished specimen.

3.5  Sliding Tests on the Micro Level

An overview of the sliding track for different angles to the grinding direction on spec-
imen Gg is shown in Fig. 5. The uneven longitudinal edges of the sliding tracks for the 
angles of 45° and 90° compared to 0° are clearly visible. This indicates uneven con-
tact of the ball due to the sliding grooves.

3.6  Comparison of the Sliding Tests

Sliding test results at the nano (blue box) and micro (red box) levels are shown in 
Fig. 6. The progressions on specimen Gp are shown in dotted lines. The CoF at the 
nano level decreases rapidly after the application of the normal force of 75 µN to a 
constant level of µ = 0.15 independent of the used tip radius. In the further course, the 
CoF with a tip radius of 1.64 µm is slightly above the measurement with a tip radius 
of 0.29 µm. At the micro level, the sliding tests were performed with a spherical 
radius of 3 mm and a maximum force of 3 N. The resulting CoF suddenly increases 
to µ = 0.7 and settles over the segments at µ = 0.8. On specimen Gg, sliding tests were 
carried out on the micro level with different orientations to the grinding direction, 
which are shown as a solid line in Fig. 6. The influence of the sliding direction could 
not be determined on the nano level, because the sliding distance is too small there to 
test several sliding grooves in one test. The tests were performed in parallel 0°, diag-
onal 45° and transverse 90° to the grinding direction. The course 0° to the grinding 

2000 µm

250 µm
45°

90°

0°

Fig. 5.  Overview of the sliding tracks on micro level for different angles to the grinding 
direction on Gg
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direction behaves like the sliding test on the polished specimen Gp. While the results 
of the sliding test at 45° and 90° to the grinding direction initially form a small pla-
teau for approx. 35 segments with a CoF of µ = 0.19. In this range, the CoFs are equal 
on the nano- and micro-levels. During the further course of the test, the CoF increases 
to µ = 0.8 as with all tests on the micro level.

The large difference in the CoF between the nano and micro experiments could be 
caused by the strongly differing Hertzian pressure. The development of the Hertzian 
pressure as a function of the used tip radius and normal force is shown in Fig. 7. 
The forces of the micro level are plotted on the vertical primary axis and those of 
the nano level on the secondary axis. In order to approximate the Hertzian pressures, 
the forces on the micro level have to be chosen as high as possible with a small tip 
radius. However, on the nano level, the forces must be as small as possible and the 
radius as large as possible to bring the pressures closer together. For the used tip radii 
and normal forces in the sliding test the following differences in the Hertzian pressure 
result, for R 3 mm/R 1.64 µm (mirko/nano) is ∆ 4.92 GPa and for R 3 mm/R 0.29 µm 
is ∆ 17.61 GPa.
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However, the sliding test on the specimen Gg for the tests 45° and 90° to the grind-
ing direction within the first 35 segments show a good agreement with the friction 
value on the nano level. One reason for this could be the small contact area within the 
first 35 segments, as the roughness peaks are initially smoothed in there. For better 
understanding, Fig. 8a shows a schematic representation of that kind of smoothing. 
In phase I, the ball is only in contact with a few roughness peaks, which increases the 
Hertzian pressure. As a result, the difference in Hertzian pressure between the nano 
and micro levels is smaller and the CoFs are equal. During phase II, the roughness is 
smoothened more and more and the contact area increases, which again increases the 
pressure difference and the CoFs differ from each other. In phase III, the pressure dif-
ference is even greater, because the ball is now completely in tribological contact. In 
tests 0° Gg and Gp, the CoF immediately increases steeply, since the contact surface is 
larger at the beginning. At 0° Gg, the larger contact surface is due to the parallel grind-
ing grooves. The steep increase at Gp is due to the low surface roughness, as this was 
polished to a mirror finish. To further reduce the difference in Hertzian pressure, tests 
were carried out on the micro level with a sphere radius of 1.5 mm. Figure 8b shows 
the averaged CoFs for all tests on the specimen Gp on the micro level. Different slid-
ing speeds were tested, but no significant influence could be determined in agreement 
with the investigation by Koinkar et al. [10]. The tests with a sphere radius of 1.5 mm 
show a large scattering because the ball holder could not always clamp the ball, so 
that it could partially roll during the test. However, it can be seen that an increase in 
Hertzian pressure by using a smaller ball radius reduces the CoF.

4  Conclusions and Outlook

Conclusions of this study can be summarised as follows:

• The nano-hardness and the modulus of elasticity were determined for the substrate 
and the molybdenum layer. In addition, the friction coefficients under furrows were 
recorded on the nano level.

• The friction coefficients recorded in the sliding test at the nano and micro level 
showed large differences, so that a simple scaling with the selected setup is not 
possible.

Fig. 8.  Smoothing of the roughness peaks during sliding on the micro level (a), CoF for 
different velocities and ball radii in sliding test on the micro level (b)
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• It could be shown that the Hertzian pressure is essential for the transferability of 
the friction coefficients. By bringing the Hertzian pressure closer together, the 
coefficients of friction can also be determined from the nano and micro levels.

In the future, further tests with a smaller sphere radius should be carried out on the 
micro level, in order to bring the Hertzian pressure closer to the pressure on the 
nano level. For this purpose, a new holder for smaller spheres must be used to pre-
vent the sphere from rolling during the sliding tests. After successful implementation, 
the sliding tests for the molybdenum layers should be performed at the nano- and 
 micro-levels to verify the validity of the method for layer systems. The overall goal 
is to develop a wear model on the nano level and subsequently transfer it to the micro 
level.
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Abstract.  Lithium-ion battery cells will dominate the market in the next 10 
years. However, the use of certain materials as cobalt is a critical issue today 
and is constantly being reduced. Sodium-ion batteries are an alternative, which 
has already been researched on a laboratory scale. Increasing of the individual 
production steps are serious bottlenecks for bringing basic cell concepts into 
application. Within this paper a systematic investigation of parameters influ-
encing the producibility for sodium-ion battery cells will be taken into account. 
For this purpose, the characteristic process variables and challenges along the 
production chain are presented along the process chain of lithium-ion battery 
cells. The influence of various process-machine interactions on the properties 
of the electrode is illustrated using the anode of sodium-ion batteries as an 
example. First conclusions whether the production technology can be adapted 
to the cell chemistry of the future at an early stage will be made.

Keywords:  Battery cell production · Post-Lithium batteries · Sodium-Ion 
batteries

1  Motivation and Introduction

With the increasing demand for lithium-ion batteries (LIB), the earth’s lithium 
resources are decreasing and it is already foreseeable that the currently known 
reserves of lithium and cobalt will be used up within the next 10–15 years. (see 
Fig. 1a). As shown in Fig. 1b other elements as sodium or magnesium have a much 
higher earth crust abundance and thus are more suited to cover future demands [1].
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The mission of the DFG-funded Excellence Cluster Energy Storage beyond 
Lithium (POLiS) is to lay the foundation for new electrochemical energy storage sys-
tems which overcome the limitations of current battery technology. The investigation 
and the synthesis of new materials and their processability are to be predicted sys-
tematically in order to be able to exert an influence from the production technology 
already during the development process of the materials. This article gives a first step 
towards the prediction of the producibility of sodium-ion battery (SIB) anodes.

The operating principle of SIB, like that of the LIB, is based on the reversible 
inter- and deintercalation of ions [3]. The components of both battery systems are 
identical and differ essentially only in the materials used and the ionic charge carrier. 
Nevertheless, similar compounds can be used on the cathode side in the material sys-
tem. However, the use of sodium-ions leads to significant differences between the two 
systems [4]. On the one hand, sodium-ions, in contrast to lithium-ions, are considera-
bly larger (+25% to +55%, depending on the coordination number) [5] which has an 
effect on the phase stability, the transportation characteristics and the interphase for-
mation [6]. Furthermore, the electrochemical standard electrode potential for sodium 
(E0 = −2.71 V vs. NHE) is higher than that for lithium (E0 = −3.05 V vs. NHE) [7]. 
As a result, the sodium-ion battery is promised a lower energy density [8] but due 
to the lower potential water-based electrolytes are used [9]. While graphite is applied 
as a material system for the anode of commercial LIB systems [10], the material is 
unsuitable for SIB, since the Na+ ions can only be stored under certain circumstances 
[11]. Hard carbon is the state-of-the-art anode material for SIB [12]. In contrast to 
sodium, lithium reacts with aluminum and forms alloys. Therefore, the less expensive 
aluminum can be used instead of copper as current collector for the anode in SIB [13].

a) b)

Fig. 1.  (a) Forecast of lithium and cobalt reserves [1], (b) earth crust abundance of sodium [2] 
(own illustrations)
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2  Electrode Manufacturing and Challenges Along 
the Process Chain

2.1  Slurry Production

In the process chain for the production of battery electrodes, the process steps of 
slurry making, coating and drying are of essential importance for the formation of a 
specifically adjusted quality and the microstructure of the electrode.

To process the electrodes, the particulate components such as active material and 
conductive additives are first processed together with the solvent and with addition of 
the binder to form a homogeneous electrode slurry. Due to the mechanical stress of 
the mixing process, consisting of several successive steps, the existing agglomerates 
are disagglomerated, crushed and evenly distributed [14]. Different energy inputs and 
shear effects of different mixer types lead to a change in the distribution of the com-
ponents in the dispersion medium [15–17]. Furthermore, the type and amount of the 
individual components in the slurry determine the flow properties and homogeneity of 
the slurry [18]. This leads to large differences in the rheological paste properties and 
the morphology as well as the properties of the electrode [19–22].

2.2  Coating and Drying of Battery Electrodes

In the coating step, the electrode slurry is applied to a metallic current collector foil 
by using an application tool. The rheological properties with regard to the process-
ability of the slurry when using different coating techniques are crucial here. The 
state-of-the-art is the slot coating process, in which the slurry is applied through a 
stationary slot nozzle onto the moving foil. The homogeneity of the film application 
during the coating process must be ensured and coating defects must be avoided [23, 
24]. Defects and inhomogeneities in the layer thickness distribution can influence the 
subsequent mechanical and electrical properties of the electrode. This requires high 
demands on the manufacturing accuracy of the slot nozzles, control of the flow behav-
ior and stability of the slurry as well as the fluid supply of the coating tool [14].

The subsequent drying step aims to remove the solvent from the coated slurry and 
to ensure the formation of a porous electrode structure. For this purpose, dryers con-
sisting of several drying zones with different conditions are often used in industry in a 
continuously operated roll-to-roll process.

The drying process is a complex multi-stage process and has a considerable influ-
ence on the formation of the microstructure and the distribution of the individual com-
ponents [25]. In order to withstand the mechanical stress during cycling, the particles 
must have sufficient adhesion within the electrode layer and with the collector foil. 
Otherwise there may be a loss of capacity and cell failure. Depending on the drying 
rate and the slurry properties, a binder gradient can occur in the electrode, which 
influences the stability and adhesion on the current collector [26–28].
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2.3  Calendering

One of the main objectives of the calendering process is to increase the volumetric 
energy density by compacting the coating and thus reducing the porosity of the dry 
electrode to 30 to 35%. The resulting modification of the pore structure has a signifi-
cant impact on the electrochemical and mechanical properties. The compaction rate is 
configurable by the applied line load and the gap size between the calender rolls.

The various active material properties demand for individually adjusted process 
parameters and achieve different resulting electrode properties [29]. Furthermore crit-
ical issues of previous process steps as well as difficulties directly correlated to the 
process parameters often result in defects that influence the future cell performance. 
Geometrical defects are plastic deformations, usually characterized by periodic waves 
and are classified according to their appearance and location. Geometric defects 
result in a decrease of adhesive force. It is assumed that all geometric defects can be 
reduced by a decrease of line load. This can be enabled by roll tempering. Structural 
defects like local thickness and density deviations caused by uneven surface loadings 
lead to inconsistent compaction rates and come along to inhomogeneous porosities. 
Furthermore sealed surface pores and coating detachment pose challenges to the cell 
performance. Mechanical defects are mostly detected during electrode handling. The 
migration and encountering of particles under high pressures may induce the forma-
tion of cracks within the coating and the particles themselves. Foil tear and embrittle-
ment are further challenging the production process [14, 30, 31].

3  Manufacturing of Sodium Ion Anodes

The processing of the SIB anode is performed according to known process steps for 
the LIB and the influence of different process-machine interactions on the properties 
of the material is investigated. The investigations are carried out with hard carbon and 
are intended to provide information for predicting the processability of new materials.

3.1  Mixing, Coating and Drying of SIB Anode Electrode

To produce the slurry, a multi-stage mixing process is transferred from the literature 
for a graphite anode slurry for LIB [21]. The active material is processed into a slurry 
with a conductive additive and a water-based binder system. The composition of the 
components for the slurry is also transferred from the literature and hard carbon as 
main component is used instead of graphite [21, 27]. The hard carbon used is spheri-
cal and has an average particle size of 10 µm (D50).

The hard carbon (BHC-240, Shandong Gelon LIB Co., LTD) and the carbon 
black (C65, Imerys) are prepared in a dry mixing step. For slurry preparation, CMC 
(Sunrose, Nippon Paper Industries) is dissolved with water and added to the dry mix-
ture in several dilution steps in a kneading device. The solids content in the slurry is 
adjusted to 43 wt% by adding water. Before the last mixing step, SBR (Zeon Europe 
GmbH, Japan) was added (Table 1).
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To determine the viscosity a rotational rheometer with a plate-plate measur-
ing system with a diameter of the measuring head of 25 mm was used (Anton Paar, 
Germany) (Fig. 2). The hard carbon anode slurry shows a very high zero shear viscos-
ity and a strongly shear-thinning viscosity behavior. With increasing shear rate the vis-
cosity decreases accordingly. The viscosity profile shows a good agreement with the 
literature for the same multi-stage production process of a graphite slurry [21]. Their 
viscosity profile also shows a strong shear-thinning behaviour with 129 ± 10 Pa s at 
low shear rate for all slurries and from 0,16 Pa s to 0,26 Pa s very high shear rate.

The production of the electrode is carried out on a roll-to-roll pilot plant 
(Coatema, Germany) at the TFT - Thin Film Technology Group at the KIT.

The slurry is applied to the collector foil via a dosing unit and a slot die coater. The 
coating width is 150 mm and the wet film thickness of the slurry on the collector foil 
is 200 µm. Used current collectors are a copper foil with 10 µm and an aluminum foil 
with 20 µm. The coating process was carried out free of defects at a constant speed of 
the collector foil of 0.3 m min−1. After coating, the wet film is dried convectively in 
two identical dryers connected in series at different temperatures (120 °C and 100 °C). 
The porosity of the coating on the aluminum foil is 0.21 and 0.29 on the copper foil.

Table 1.  Slurry composition for the anode of the SIB

Material Mass fraction solids [wt%]

Hard carbon 93

Carbon black 1.4

CMC 1.87

SBR 3.73
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Fig. 2.  Average viscosity in a shear rate range from 0.01 to 5000 s−1 of the hard carbon anode 
slurry with 43 wt%.
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3.2  Calendering

The investigations show the differences that occur when calendering to different 
degrees of compaction calculated by thickness and using different current collectors. 
Different degrees of compaction are aimed at, since there is no application with spec-
ified requirements for the electrodes and the aim is to build models to be able to react 
flexibly to new materials for calendering on an industrial scale. The influence of the 
machine is reduced in order to better observe the material behaviour. For this purpose, 
the calendering speed is kept constant at 1 m/min, the roll temperature at 90 °C and 
the web tension at 50 N for the aluminum and 30 N for the copper foil. The process-
ing to different compaction rates is achieved by the adjustment of the hydraulic cylin-
ders and thus a reduction of the roll gap but also by an increase of the line load. The 
calender (Saueressig) at the wbk Institute for Production Science at the KIT enables a 
compaction with a line load of 2000 N/mm.

Figure 3a illustrates that the line load increases with a higher degree of compac-
tion as a stronger compaction is necessary. The particles are held together by the 
binder, so that compaction involves not only moving the particles towards each other 
but also overcoming the shear forces on the binder. In the course of the line load it 
can be seen that saturation occurs. This means that the line load continues to increase, 
but the material reduction is still negligible. If a maximum compaction, in this case 
of 20%, is thus reached, the particles are all close together. Figure 3b shows this 
effect. The increase of the line load can no longer cause the particles to move towards 
each other but leads to the particles breaking. This can be seen in the SEM images of 
Fig. 4, which compare the both states and in Fig. 5d.
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Fig. 3.  Comparing line load for calendering hard carbon with different compaction rates and 
different current collectors
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This was also confirmed by the adhesive force tests shown in Fig. 5, since an 
increase in the degree of compression until 15% and thus pressing the particles into 
the collector causes an increase in the adhesive force. For a compaction rate of 20% 
the adhesive force is decreasing. Thus an increase in the line load leads to a displace-
ment of the weak point from the film into the coating, since broken particles are 
located there.

The increase of the adhesive force until the compaction rate to 15% is related to 
the increased penetration of the particles into the foil, which is shown by the photo-
graphs Figs. 4b, 5c and d of the partially removed coating. The higher the degree of 
calendering, the more particles are trapped on the film base, as shown in Fig. 4b. This 
also reinforces the assumption that the weak point moves into the coating, because of 
cracking particles.

The SEM images in Fig. 5c and d show that the particles are pressing them-
selves into the foil, which can be seen just by looking at the surface as well as in the 
cross-section. This means that the film becomes tapered and distorted due to the com-
pression of the particles.

b)a)

Fig. 4.  (a) uncalendered (b) calendered electrode
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The distortion can also be detected on the surface with a stereo camera system (gom 
ARAMIS), which can compare the changes of an applied point pattern in uncalandered 
and calendered state. The results for the highest compaction rate are presented in Fig. 6. 
This shows that the coating as well as the collector is exposed to mechanical stress. The 
load leads to an elongation of the film below the coating and thus to a difference in the 
states from the coated to the uncoated area. In addition, the investigations have revealed 
differences in the use of the collector that is also detected for example in the distortion 
in Fig. 4a. The adhesive force is lower for copper, and fewer particles remain attached 
to the collector. The distortion of the electrode is greater with the use of copper foil. 
This finding needs further investigation, which will be done in future research. Thus, 
comprehensive results are available which allow for a tendency in the behavior of the 
electrode due to different degrees of compression and the collector used.
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4  Conclusion and Outlook

The manufacturing process for a slurry could be transferred from the literature for 
a graphite anode of LIB to the anode of SIB with hard carbon. For this purpose, a 
multi-stage mixing process was carried out and the slurry obtained was rheologically 
examined. A similar viscosity behaviour and range of zero viscosity was shown. This 
suggests a similar processing as for the anode for LIB. It is also necessary to investi-
gate the influence of different particle properties such as diameter and shape, different 
compositions and the manufacturing process on the properties of the slurry such as 
component distribution and stability. In particular, the relationship between the proper-
ties of the slurry on the forming microstructure and the mechanical and electrical prop-
erties of the electrode must be worked out. This is to create the connection between the 
process and the optimum properties of the electrode for the desired application.

The anode slurry for the SIB could be coated and dried without defects in a 
 roll-to-roll process in a pilot plant. The behaviour of the slurry during the coating and 
drying process suggests similar characteristics and process engineering issues as with 
the graphite anode of the LIB. Once the optimization of the microstructure from the 
component composition to the process engineering of the electrode for a single layer 
has been investigated, the optimization of the characteristics of the electrode should 
be developed with the aid of a multilayer structure. This poses particular challenges 
for the coating and drying process. In addition, the edge geometry of the coating must 
be optimized with regard to the calendering of the electrode.

With regard to calendering, the investigations on hard carbon show the expected 
results for increasing the degree of calendering for a material. As the compaction rate 
increases, the line load and thus the load on the material also increases. There is an 
optimum for achieving the required porosity and the necessary process parameters. 
For example, compaction to a 20% degree of calendering shows that a too high load 
on the material results in a loss of adhesive strength. Thus, the material shows a typi-
cal behaviour with regard to the change in the degree of compaction. Despite the use 
of the material as anode material, it exhibits properties of an NMC cathode compared 
to the previous materials, as described in [29], especially with regard to the neces-
sary line load. The only characteristic these materials have in common is the spherical 
morphology. Therefore, these investigations show that the morphology of the particles 
plays a decisive role in the modelling of calendering with respect to new materials. 
Thus, further research activities include the description of the mechanical properties 
of the particles, such as diameter and hardness. Of course, the influences of the binder 
have to be considered as well. The knowledge concerning the particles could be used 
to react to new materials in a simple way with regard to the adjustment of the process 
parameters, where only these few properties of the particles are known.
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Abstract.  Components used in high temperature applications require special 
material properties to be able to withstand these external conditions. However, 
oftentimes only individual component areas are exposed to such requirements. 
Multi-material solutions facilitate the use of the right material at the right 
place, thus saving resources and costs. One approach, considered in the CRC 
“Tailored Forming”, is the use of pre-joined hybrid semi-finished products to 
manufacture high-performance multi material components. Within the scope of 
this study, the forming process for the production of a hybrid shaft made of the 
nickel-based alloys AISI alloy 625 and AISI 304 is numerically investigated. 
A material characterisation was carried out to analyse the different thermome-
chanical properties of the materials and to define a suitable process window in 
which the flow properties are adjusted. Furthermore, the influence of various 
die angles on the joining zone was investigated. A tool load analysis was finally 
carried out.

Keywords:  Material characterisation · High temperature application · Tailored 
forming

1  Introduction

Bulk metal forming components are often used in areas exposed to high temperatures 
and loads. They are applied in the automotive and aviation as well as electrical and 
chemical industry. The nickel-based alloy AISI alloy 625 has been widely used in 
high temperature applications such as aerospace, petrochemical, marine and nuclear 
industries because of its excellent oxidation resistance and superior mechanical prop-
erties [1]. This alloy has been developed for service temperatures above 600 °C, 
and it possesses high strength and excellent fabrication characteristics [2]. The AISI 
alloy 625 contains relatively high levels of chromium, molybdenum, carbon and 
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niobium [3]. The material AISI 304 is an austenitic chromium-nickel. It also offers 
good mechanical properties as well as corrosion resistance and can be used at tem-
peratures up to 300 °C. In order to save resources, the collaborative research cen-
tre (CRC) 1153 at the Leibniz Universität Hannover develops a new process chain 
with the objective of manufacturing novel hybrid components based on the use of 
pre-joined hybrid semi-finished products [4]. This innovative concept, called tai-
lored forming, is based on the use of pre-joined hybrid semi-finished products, which 
allows a  thermo-mechanical treatment of the joining zone during the forming process 
to improve their properties. For the joining of the hybrid semi-finished products, dif-
ferent processes like friction welding or build-up welding are investigated [6]. The 
influence of forming is investigated by means of various processes like die forging, 
cross-wedge rolling or impact extrusion are designed to manufacture high perfor-
mance multi-material components [5].

The performance of the hybrid components was proven in [7] by means of ten-
sile specimens taken from the joining zone of a formed serial hybrid semi–finished 
product made of a steel-steel combination. Since, the failure of the components did 
not occur in the joining zone, the strength of the joining zone appears to be at least as 
high as that of the used base materials.

In the present work, an extruded shaft made by the tailored forming process chain 
using a hybrid semi-finished product consisting of AISI alloy 625 and AISI 304 in 
serial configuration is presented. The intention is to use the AISI alloy 605 only in 
those areas of the component that are exposed to high thermo-mechanical loads and 
to use the more cost-effective AISI 304 in the other areas. In this way, a component 
with locally adapted properties can be provided and resources and costs can be saved. 
Furthermore, the forming process of hybrid semi-finished products is a complex pro-
cess close to the limit of feasibility. By applying the complex process chain of tai-
lored forming, it is possible to produce hybrid components in large quantities, which 
considerably reduces time and costs. At the same time, the transferability of the CRC 
process chain to high-alloy materials can be investigated. First, a material characteri-
sation was carried out. In the past decade these two materials have been studied exten-
sively using hot torsion or hot compression experiments [8]. The results show that a 
dynamic recrystallisation (DRX), which is one of the main softening mechanisms at 
high temperature, takes place after reaching a critical strain ϕp [9]. When the softening 
process is governed by dynamic recrystallisation, the flow stress passes through a sin-
gle peak or shows a cyclic behaviour and subsequently drops to a steady state regime 
[10, 11]. All the presented works [9–11] used a temperature range between 800 °C 
and 1200 °C, but only strain rates below 1 s−1 or high plastic strains up to 2 were 
considered. Yet, in the present study the flow behaviour at a strain rate up to 100 s−1 
will be investigated by means of a hot compression test. The results will be used to 
compute the coefficients of the Hensel-Spittel-10 flow curve approach. Subsequently, 
an impact extrusion forming process with three different angles of the forming tool is 
considered in order to achieve the highest possible surface enlargement of the joining 
zone. This is necessary to get a sufficient thermo-mechanical treatment of the joining 
zone to enhance the performance of the component [7]. Finally, a stress analysis of 
the forming tools is presented.
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2  Experimental Setup of the Material Characterisation

Uniaxial compression tests were carried out to investigate the flow behaviour of the 
two steel grades AISI alloy 625 and 304 to identify the temperature range at which 
the flow properties are similar. Cylindrical specimens with a diameter of 10 mm and 
a height of 15 mm were used. The upsetting tests were carried out with the forming 
simulator Gleeble 3800-GTC (cf. Fig. 1). Investigated temperatures ranged between 
800 °C and 1200 °C with steps of 100 °C. The specimens were heated conductively 
in an evacuated test chamber. Since the flow behaviour depends on the temperature 
and the strain rate, four different strain rates were also investigated. The examined 
strain rates ϕ̇ were 1.5 s–1, 10 s−1, 50 s–1 and 100 s–1. The specimens were upset to a 
plastic strain of ϕ = 0.7. Up to this point, the influence of friction on the measurement 
result is negligibly small [12]. Due to the high investigated strain rates, an isothermal 
compression test cannot be guaranteed. The heating due to plastic dissipation of the 
specimen is considered in the calculation of the flow curves. The resulting test data 
will subsequently be used to calculate the coefficients of the Hensel-Spittel-10 flow 
curve approach, which will be used in the numerical model. The analytical flow curve 
approach is shown in Eq. (1). The resulting flow stress is represented by 𝜎𝑓. The coef-
ficients A, m1, m2, m3, m4, m5, m6 and m7 were computed with the GRG nonlinear 
optimisation algorithm. Analytical flow curve approaches like the Hensel-Spittel-10 
approach describe the flow behaviour in a defined area of strain, temperature and 
strain rate. Due to the use of the flow curve approach, it is unnecessary to investi-
gate the entire experimental matrix. The executed tests are marked in the experimental 
matrix in Fig. 1. The tests are sufficient to compute the coefficients of the flow curve 
approach presented and the simulation of the uniaxial compression will additionally 
validate the coefficients. The resulting flow curves, the coefficients of the flow curve 
approach and the validation of the coefficients are discussed in Sect. 4.

(1)σf = A · em1·T · Tm8 · ϕm2 · e(m4ϕ+m6ϕ) · (1+ ϕ)(m5·T) · ϕ(m3 +m7·T)

Fig. 1.  Gleeble 3800-GTC with a view into the test chamber and the presentation of the 
specimen used and the experimental test matrix
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3  Modelling of the Numerical Forming Process

In Fig. 6(a), the numerical model of the forging process, which was set up with sim-
ufact.forming v16, is shown. The impact extrusion tool system consists of a punch, a 
die and the serially arranged semi-finished products with the AISI alloy 625 on top 
made by friction welding. An axisymmetric numerical model was created. The diame-
ter of the semi-finish product is 40 mm and will be reduced by the full forward impact 
extrusion process to 30 mm. The height of the semi-finished product is 100 mm, 
where the proportion of AISI alloy 625 is 60 mm. The proportion of the AISI 304 is 
40 mm. An elastic-plastic material model was used to represent the material behaviour. 
Quadratic elements of the type quads (10) were chosen to discretise the semi-finished 
products. The initial temperature of the punch and die was 250 °C. The punch and the 
die were modelled as deformable bodies to calculate heat conduction and mechanical 
stress within the tools. The joining zone of the semi-finished product was modelled by 
an adhesive contact. To map the friction between semi-finished product and the punch 
and the die, the combined friction model was used. The combined friction model con-
sists of the tresca-formulation with m = 0.3 and the  coulomb-formulation with µ = 0.1. 
Three dies with different angles α (25°, 30° and 35°) were investigated to analyse the 
effect on the joining zone. The die consisted of the material AISI L6. For the stress 
analysis, the material data was taken from the simufact.forming database.

4 Results

Results of the material characterisation
In Fig. 2, the resulting flow curves at a strain rate of ϕ̇ = 1.5 and various temperatures 
are presented; Fig. 2(a) considers AISI alloy 625 and Fig. 2(b) AISI 304. The general 
characteristics of the flow curves of the alloy 625 are similar in hardening at low plas-
tic strains and subsequently softening at various temperature conditions.

Fig. 2.  (a) Resulting stress strain curves of alloy 625 and (b) AISI 304 at a strain rate of 1.5 s-1 
and test temperatures of 800 °C, 900 °C, 1000 °C, 1100 °C and 1200 °C
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However, the hardening behaviour decreases with increasing temperature. In par-
ticular, at the lower investigated temperatures, the material AISI 304 shows a signifi-
cantly lower yield stress level. At a temperature of 800 °C, the AISI alloy 625 reaches 
the peak flow stress after a critical plastic strain of ϕp = 0.4. Due to the DRX with 
a single peak behaviour, a softening process is subsequently observed. With increas-
ing temperature, the critical plastic strain ϕp decreases. Accordingly, the test temper-
ature strongly influences both the level of flow stress and the critical plastic strain ϕp 
at which the DRX takes place [1]. These results were also observed by other authors 
[13–15]. In contrast to the AISI alloy 625, the AISI 304 steel shows significantly lower 
softening behaviour. At the investigation settings of T = 900 °C and ϕ̇ = 1.5 s−1, the 
effect of DRX cannot be observed clearly. Generally, with a decrease of the tempera-
ture and increases of the strain rate, the peak of the flow stress curve is less obvious, 
which indicates that the critical plastic strain ϕp is not reached yet [17]. As shown by 
Dehghan-Manshadi et al., at test conditions of 900 °C and ϕ̇ = 1 s−1, the critical plas-
tic strain ϕp is reached below ϕ = 1 [16]. Meanwhile, Kim and Yoo prove that a critical 
strain ϕp of 1 is detected at a test temperature of 1000 °C at a strain rate of ϕ̇ = 5 s−1 
[17]. This indicates that the critical plastic strain increases with increasing temperature 
and strain rate. In [18], at test conditions of 1150 °C and strain rates in the range of 
0.1 s−1 and 0.001 s−1, a clear critical plastic strain of ϕp  = 0.3 was detected. So the 
effect of DRX becomes clearly visible with a plastic strain below ϕ = 1. Summarising 
these studies’ results, an obvious DRX cannot be detected for the described test con-
ditions between 900 °C and 1200 °C at ϕ̇  = 1.5 and above for the AISI alloy 304. 
Furthermore, Fig. 2 shows that the level of flow stress of AISI alloy 625 at 1200 °C 
is nearly equal to the flow stress level of AISI 304 at 1100 °C. This does not apply at 
higher strain rates, though, as shown in Fig. 3. The resulting flow curves at a tempera-
ture of 1100 °C and the strain rates 10 s−1, 50 s−1 and 100 s−1 are depicted in Fig. 3. 
For AISI alloy 625 (cf. Fig. 3(a)), the flow stress increases with increasing strain rate. 
An explicit DRX can be obtained for the strain rates 50 s−1 and 100 s−1.

Fig. 3.  (a) Resulting stress strain curves of alloy 625 and (b) AISI 304 at strain rates of 10 s−1, 
50 s−1 and 100 s−1 and a temperature of 1100°C
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For the tested strain rate of 10 s−1, the effect of DRX decreases significantly. 
This can also be seen in [15], where the same test conditions were used. Again, no 
significant DRX can be obtained for AISI 304 (cf. Fig. 3(b)). However, the level of 
flow stress increases with an increase of the strain rate. Furthermore, for all tested 
strain rates, the level of flow stress is lower compared to AISI alloy 625. In Fig. 4(a), 
flow curves at 1200 °C and various strain rates are shown. The level of flow stress 
decreases due to the higher test temperature of 1200 °C for the alloy 304.

Again, the level of flow stress increases when the strain rate rises. The results of 
the AISI alloy 625 cannot be used at a test temperature of 1200 °C. The specimens 
were broken after the upsetting test. It is assumed that the heat dissipation due to plas-
tic work caused the temperature of the material to rise to a temperature close to the 
melting point, which is about 1350 °C, which was observed for all tested strain rates 
above 10 s−1.

The presented data of the flow stress curves was used to compute the coefficients 
of the Hensel-Spittel-10 flow curve approach. Due to the strong temperature depend-
ency of the alloy 625, the coefficients were computed for two temperature areas (AISI 
625 I from 900 °C to 980 °C and AISI 625 II from 980 °C to 1200 °C). The resulting 
coefficients are presented in Table 1.

Fig. 4.  (a) Resulting stress strain curves of alloy 304 at strain rates of 10 s−1, 50 s−1 and 
100 s−1 and a temperature of 1200 °C; (b) numerical model for the validation of the flow curve 
approach

Table 1.  Computed coefficients for the Hensel-Spittel-10 flow curve approach

AISI A m1 m2 m3 m4 m5 m6 m7 m8

304 29.1 −0.00339 0.4275 0.0127 0.005064 −0.002 0.27 0.00012 0.87

625 I 12.5 −0.0046 0.619 0.095 0.00046 −0.007 3.13 9.91e−5 1.39

625 II 69.9 −0.0061 0.706 −4.308 0.00577 −0.007 3.07 0.0041 1.4
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The flow curve approach was validated by the simulation of the uniaxial com-
pression test. The numerical model is presented in Fig. 4(b). Figure 5 shows the com-
parison of the force-displacement curves. Figure 5(a) depicts the results of the AISI 
alloy 625 for the strain rate 1.5 s−1 and test temperatures of 900 °C and 1100 °C. 
In Fig. 5(b), the results of the AISI 304 are presented. The numerically calculated 
force-displacement curves are in good agreement with the experimentally measured 
curves. Thus, the Hensel-Spittel-10 flow curve approach is validated.

Results of the material flow investigation
The results of the material characterisation indicate nearly similar flow behaviour for 
a temperature of 1200 °C for the AISI alloy 625 and 1100 °C for the AISI 304 at a 
strain rate of 1.5 s−1. Thus, these temperatures were chosen for the numerical pro-
cess design. The implementation of inhomogeneous heating concepts using induction 
has already been demonstrated for other material combinations in the CRC in exper-
imental tests. Within the parts of the serially arranged semi-finished product, an ini-
tially homogenous temperature distribution was assumed for a first numerical process 
approach. Figure 6(b) shows the results of the forming process after the alloy 625 
has passed the forming zone of the die. With increasing angles of the forming die the 
resulting plastic strain increases as well. It was observed that with rising die angle the 
alloy 625 displaces the alloy 304 more and more. Due to that, a larger surface enlarge-
ment in the area of the joining zone was achieved. Through the thermo-mechanical 
treatment of the joining zone, higher bond strengths of the formed component can be 
achieved [19].
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Fig. 5.  Comparison of the force-displacement curves of the upsetting test for varying test 
conditions, (a) for the AISI alloy 625 and (b) for AISI 304
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In Fig. 7, the numerical force-displacement curves of the impact extrusion pro-
cess with a hybrid semi-finished product are shown. In part A, the steady-state area of 
the impact extrusion process is achieved, which is typical for this process, if a mono 
semi-finished product is used. In area B, the force increases because the alloy 625 
flows in radial direction due to the punch displacement. The frictional force between 
tool and work piece increases the force requirement. In the last section of the diagram, 
named C, the force increases again with the next part of the semi-finished product 
situated in the forming zone. Since the flow stress of the alloy 625 is higher than the 
flow stress of alloy 304, the force requirement increases again. Another conclusion 
which can be drawn based on the force-displacement curve is that the die angle has 
a small influence on the force requirement. The maximum required force is nearly on 
the same level for all three different used dies.

Fig. 7.  Force-displacement of the impact extrusion process with a hybrid semi-finished product

Fig. 6.  (a) Numerical model of the forging process with the die angle α; (b) distribution of 
plastic strain for the three die angles
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Tool analysis
In Fig. 8, the von Mises stress distribution of the forming die is presented. The results 
show the state with the highest recognized punch force (cf. Fig. 7) which was applied 
on the forming die. Since, the maximum required force for the impact extrusion pro-
cess for the forming process under consideration with a hybrid semi-finished product 
is nearly on the same level for all three used dies, there is also no significantly differ-
ence to be observed during tool loading. The maximum of the observed von Mises 
stress is about 1100 MPa. This load can be taken easily by the chosen tool material 
and indicates that no plastic deformation of the die occur with the selected die geom-
etries. A reinforcement of the tool is not required for presented setting of the impact 
extrusion process.

5  Summary and Outlook

The development of hybrid bulk metal components could lead to a new level of 
high performance products. The novel process chain tailored forming uses hybrid 
 semi-finished products for the forming process. To enable the simultaneous forming 
of different foreign materials, knowledge of the temperature-dependent flow proper-
ties is of great importance. Therefore, the strain, temperature and strain rate dependent 
flow behaviour of the alloys 625 and 304 was investigated by means of upsetting tests. 
The results were used to compute the coefficients of the Hensel-Spittel-10 flow curve 
approach. Based on a material characterisation, a suitable temperature concept was 
chosen. Subsequently, a numerical investigation of the impact extrusion process was 
conducted to identify a die angle that achieves a big surface enlargement. After that, 
a tool analysis was carried out. All tested dies show almost the same forming force, 
therefore no significant difference can be observed when the dies are loaded by means 
of the resulting force. The observed loading of the die can be taken easily be the cho-
sen tool material.

Fig. 8.  Calculated von Mises stress distribution of the forming die at the stage of the highest 
punch load for three different die angles
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However, the die with an angle of 35° seems to be the optimal angle of the 
tested configurations for the impact extrusion process, because in this case the high-
est surface enlargement of the joining zone was achieved. The presented numerical 
simulations will be used to design the experimental test setup. Subsequently, the 
achieved strength of the joining zone will be evaluated by experimental tensile test. 
Furthermore, numerical models will be validated by experimental tests in further 
studies.
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Abstract.  A new process is presented in which semi-finished products 
(AA6060) with tubular internal reinforcements of higher strength (AA7075) 
are produced by composite hot extrusion. Flange-shaped parts are manufac-
tured from the extrudate by subsequent lateral extrusion and upsetting. The 
aim is to develop a robust process route for flange-shaped components by com-
posite hot extrusion and subsequent cold forging. For this purpose, numerical 
investigations were carried out. The process can be conducted without errors 
if certain limits are observed, which can be shown numerically. The probabil-
ity of solid state bonding can be increased by choosing the proper tube geom-
etry, so that subsequent lateral extrusion can be carried out. The knowledge 
generated is to be used to expand the spectrum of components in the future to 
include higher strength tubular reinforcements.

Keywords:  Composite hot extrusion · Cold forging · Solid bonding

1  Introduction

When aluminum is combined with a reinforcing element, two advantages can be cre-
ated. Firstly, replacing a heavy material such as steel with the lightweight material 
aluminum reduces the component weight. On the other hand, it is possible to generate 
a locally load-adapted profile. These advantages are the reason hybrid components are 
in great demand and are part of current research.

Composite hot extrusion is described as a process in which a profile is pro-
duced from two or more materials. The basic idea of hot extrusion in general is to 
press a billet preheated to forming temperature in a recipient through a forming tool. 
Characteristic of this process is the high degree of deformation of the workpiece, as 
well as the large variety of possible profile geometries, which allow solid and hollow 
profiles [1].
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The process of composite hot extrusion is divided into two variants. Either the 
composite partner is added during the process or the billet is already available in rein-
forced form [2]. As an example, it is possible to insert isolated electrical conductors 
[3] or shape memory alloys [4] into aluminum profiles. Reinforced billets can be sep-
arated in particle reinforced billets [5] or bi-metallic billets [6].

Composite extrusion of tubular reinforcing elements is a novel process and object 
of this paper. Previous investigations showed a failure of the steel reinforcing element 
as shown in Fig. 1, therefore this material should be replaced by the softer aluminum 
AA7075.

The overall aim is to achieve a stable process route of hot extrusion with subse-
quent lateral extrusion as shown in Fig. 2. The key point of feasibility is the achieve-
ment of a material bond that does not detach during the subsequent extrusion process.

2  Composite Hot Extrusion with Tubular Reinforcements

A prepared extrusion billet consisting of an aluminum 6060 matrix and a tubular 
reinforcing element made of 7075 is extruded to form a composite profile. As shown 
in Fig. 3, the tube is inserted in the center of a cylindrical billet, and the composite 
is then extruded together. Technically, an AA6060 core is inserted into the AA7075 
tube, both together are then inserted into the AA6060 sheath. First experimental 

Fig. 1.  Failure at the co-extrusion of aluminum with a steel tube

Fig. 2.  Process route of co-extrusion with tubular reinforcements and subsequent lateral 
extrusion
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investigations show that an error-free process is possible. This can be seen in the 
microscopic image in Fig. 3. To obtain a closed billet, short AA6060 rods are welded 
to the ends. The diameter of the aluminum billet and the diameter and wall thickness 
of the reinforcing tube are to be differentiated.

After extrusion, the steel tube showed local necking and fracture. This failure is 
caused by the local differences in velocity, therefore the aluminum core is leading. 
This causes a high hydrostatic stress, the aluminum is torn apart and the steel tube 
collapses. The difference in strength between matrix and reinforcing element proved 
to be too high and is replaced in this paper by a lower ratio. The matrix still consists 
of AA6060, the reinforcement is replaced by AA7075.

Experimental investigations have shown that the newly selected composite enables 
the process to be carried out without failures. Figure 3 also shows a light microscope 
image showing the embedding of the reinforcing element in the matrix.

To ensure that the subsequent step, lateral extrusion, is also error-free, it is neces-
sary to weld the composite partners together.

According to the theories of Bay [7], a material bond is created when aluminum is 
joined by two main factors: pressure and strain. When looking at the pressure distri-
bution (above) and strain distribution (below) in Fig. 4, it is noticeable that they are in 
opposite directions.

The highest pressures are generated on the left-hand side of the picture near the 
ram. There, however, the strains are very low, which only increases in the direction of 
forming in front of the die. This is where the pressure drops. This condition leads to 
a narrow process window in which solid state bonding is theoretically possible, but it 
can be seen that both pressure and strain tend to increase towards the outside. This is 
the first finding that should be taken into account when geometrically designing the 
tube inside the billet. The higher the diameter of the reinforcing tube, the more likely 
it is that solid state bonding will occur.

Fig. 3.  Process route of composite hot extrusion with tubular reinforcements
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The knowledge about pressure and strain must be considered together so that a 
more reliable statement about the weld quality can be made.

3  Analysis of Weld Quality

To predict bond strength between metals Bay [7] developed a physical model and val-
idated it with roll bonding. For metal to bond to metal, the surfaces must come into 
direct contact. Since aluminum forms an oxide layer on contact with oxygen, these 
layers must be broken up to achieve direct contact between the metal surfaces. An 
expansion of the surfaces is required to break up these layers. If the contact pressure 
is sufficiently high, a bond is achieved, as the metal flows through the cracks in the 
broken layers.

Cooper and Allwood [8] conducted this model and predicted the bond strength by

the quotient 0 <
σb
σf

< 1 represents the weld quality, is the absolute bond strength and 
σf is the flow stress. σn is the contact normal stress, τ is the shear stress and pex is the 
micro extrusion pressure, which has to be exceeded by σn in order to push aluminum 
through the cracks in the oxide layers. v stands for the strain which is at least neces-
sary to generate those cracks. Although the investigated parameter ranges do not cor-
respond to the elevated temperatures of hot extrusion, Kolpak et al. [9] found out that 
the model is capable of predicting the influence of the hot extrusion parameters on the 
resulting weld quality.

To estimate the weld quality of different tube diameters a finite element simulation 
in DEFORM 2D with 8,000 elements is used. Due to strong distortions in the area of 
the forming zone mesh windows were used, which is reduces the mesh in two steps 
from 2 mm to 0.5 mm element edge length.
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Fig. 4.  Pressure and Strain distribution in hot extrusion
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The shear friction model was used with m = 1 at the front page of the die and with 
m = 0.7 at the press channel. The values of the heat transfer conditions can be seen in 
Table 1. The Cooper and Allwood model was implemented in DEFORM and used to 
evaluate the weld quality between the matrix material and the reinforcement tube. It 
must be recognised that the results are qualitative, it can always only be understood as 
probability of welding.

The evaluation of the diameters is done by point tracking, the result is evaluated 
starting from the starting point of the selected points along the path. The maximum 
value for the weld quality is then selected.

Depending on the application of the component, the reinforcing element should 
be located in different areas, therefore the influence of the position of the reinforc-
ing element on the process success and the weld strength was investigated in a first 
numerical test series. At Fig. 5 those paths are shown, starting from different initial 
tube diameters. The container diameter is d0 = 66 mm, the profile has a diameter of 
d1 = 20 mm, which results in an extrusion ratio R = 10,89. The ram velocity is set at 
v = 1 mm/s, the billet has a temperature of T = 430 °C. The inner block radius ri is 
varied in 4 mm steps, starting at 4 mm and ending at 20 mm. The wall thickness of the 
tube is s = 2 mm. Part a on the left side of the picture shows an example of the path of 
a reinforcing element with an inner radius of 4 mm.

On the right side of the picture the contour plot of the weld quality factor is 
shown, the black lines represent the paths of the varied internal surfaces. The area of 
the enlarged image represents the forming zone, where the highest weld quality fac-
tor is achieved. This can be explained by the previous image. Sufficiently high pres-
sure and high strains meet there. The green circles mark the measuring points for the 
respective weld quality factor and are plotted in Fig. 6a) over the initial inner radius 
related to Fig. 5. It can be seen that the probability of welding increases linearly with 
increasing radius. The blue curve represents the probability of welding on the outside 
of the pipe, also plotted over the initial radius. It should be noted, however, that the 
comparison over the same radius comes from different simulations, due to the wall 
thickness this is shifted by 2 mm. It is noticeable that the probability of welding is 
higher outside the tube than inside. The reason for this is the strain distribution in the 
container, external surfaces of the tubes experience a higher strain than the inner sur-
faces. At a initial radius ri = 20 mm the weld quality factor for the inner surface is 
σb/σf = 0.96, for the outer surface σb/σf = 0.99. At these values it can be assumed that 
solid state bonding takes place. However, if the initial radius is increased to more than 
20 mm, process errors will occur as shown in Fig. 6b). Further evaluations show that 
the wall thickness has no influence on the process window.

Table 1.  Values of the heat transfer conditions during simulation

Measure Value AA6060 Value AA7075 Unit

Thermal conductivity 180.175 180.181 W/m * K

Thermal expansion 2.2e−05 2.2e−05 K−1

Heat capacity 2.43398 2.43369 J * K−1
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Regardless of the radius of the tube, the probability of welding can be increased 
by using a different die diameter. An increase in the extrusion ratio during extrusion 
increases pressure and stress, thus increasing the probability of welding.

However, there are geometrical and technological limits to maximising the two 
factors that would significantly increase the probability of welding. The extrusion 
ratio is particularly limited by the maximum force of an extrusion press, since the 
extrusion force increases with the extrusion ratio. The limit of the tube diameter is 
more complex. The higher the tube diameter, the more the tube is stretched and can 
constrict. In simulations with tube radii larger than 20 mm, errors such as separation 
of the reinforcing element from the aluminum matrix or necking occur.

Fig. 5.  Paths of reinforcements with different radii with contour plot of the weld quality factor
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4  Subsequent Cold Forging of the Composite Extrudate

For further investigation of the metallic bond strength of the hybrid extrudate, a 
subsequent cold forging process is considered. The manufacture of a flange-shaped 
component by means of cold forging leads to critical stress-strain states and thus, 
delamination in the interface between the different materials might be initiated. The 
selection of suitable cold forging process parameters might appear difficult, that is 
why a thorough simulative consideration is reasonable. The aim of the investigation is 
to define the prevailing contact pressure distribution in the interface between the dif-
ferent workpiece materials and subsequently to identify process windows for the cold 
forging process.

For that reason, a simulation procedure, based on the hybrid extrusion results, was 
developed. To achieve reliable simulation results, compression tests were conducted 
to obtain flow curve data for both aluminum alloys of the composite, namely AA6060 
(matrix) and AA7075 (reinforcement). The specimens were machined from mono-
lithic extrudates maintaining the same extrusion ratios as in the composite extrusion 
process. In a first simulation step, a boolean operation was applied to the composite 
extrudate to cut out the initial workpiece geometry for the subsequent cold forging 
process (see Fig. 7 a). While maintaining in simulation the prevailing stress-strain 
distribution of the billet, the flow stress σ̄

(

ε̄, ˙̄ε, T
)

 was defined as strain, strain rate 
and temperature dependent. Two different cold forging process variants were investi-
gated: Lateral extrusion as well as conventional upsetting. The different process char-
acteristics led to entirely different stress-strain states in the interface between the two 
components. The interface contact pressure in the last calculation step of an exem-
plary lateral extrusion process is shown in Fig. 7b). As depicted, the contact pressure 
decreases significantly when increasing flange radius (x-direction).

Fig. 6.  a) Weld quality factor of external and inner surfaces plotted over different initial radii 
related to Fig. 4 (extrusion ratio R = 10.89); b) examples of process limits
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The lateral extrusion process parameters punch stroke s and die distance d were 
found to influence the contact pressure distribution most significantly. Based on this 
finding, a cold forging tool, featuring a closing device capable to vary the die dis-
tance d, was designed. The closing device enables a synchronization of the upper and 
lower punch movement, resulting into a symmetric material flow.

5  Conclusion and Outlook

A process route for composite hot extrusion with tubular reinforcements and subse-
quent lateral extrusion was shown. For subsequent processing by cold forging the hot 
extruded parts it is necessary to generate a sufficient solid state bonding to prevent 
delamination and formation of failures. The results of finite element simulations pro-
vided the following findings:

• Despite the opposite distribution of pressure and strain, it seems possible to 
achieve solid state bonding during extrusion. A high extrusion ratio and large diam-
eters of the reinforcing tubes are the main drivers of welding.

• However, process limits occur with large tube diameters coupled with high extru-
sion ratios. This results in a process window in which welding and error-free extru-
sion seems possible.

• The outside of the tube is more likely to be welded due to the higher strains. 
Accordingly, it can be assumed that as long as the inner surface has entered into a 
material bond, the external surface has also exceeded this threshold.

• The proposed simulation methodology is a reasonable to investigate the subsequent 
cold forging process. Based on the identification of significant process parameters 
influencing the contact pressure distribution, a cold forging tool was designed.

• However, a criterion for delamination during cold forging due to contact pressure 
loss is necessary to determine feasible process windows.
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Fig. 7.  Lateral extrusion of composite billets a) simulation procedure, b) contact pressure 
profile at the end of an exemplary lateral extrusion process
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Experimental investigations are necessary to prove solid state bonding during com-
posite extrusion with reinforcing elements. The generated profiles could be verified by 
push-out tests or EDX-images of the boundary layer. In addition, the knowledge gen-
erated is to be extended to higher strength reinforcing elements in order to increase 
the range of components. Cold forging tests with the proposed tooling featuring a 
closing device provide further information about the interface conditions and serve for 
the simulation validation in terms of load profiles and metallographic analyses. Based 
on these findings, feasible cold forging process windows, maintaining the metallic 
bond of the composite, are to be defined. Static load tests of the forged components 
are necessary to study the effect of the reinforcement on the product properties.
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Abstract.  Today’s omnipresent environmental problems have led to an 
increased demand for electrical machines and its subcomponents – i.e. sta-
tors, rotors and control units - that show highest quality/price ratios. The flat-
pack technology is a multiple stage method of bending flat, comb-like stator 
cores with inserted copper windings into rounded rings. Despite the complex-
ity caused by simultaneously acting bending effects, that stator manufacturing 
technology provides potentials regarding achievable stator performance due 
to its relatively high copper fill factor. In previous investigations, numerical 
models of one single bending operation have been validated. In contrast, this 
investigation focusses on predicting the stator geometry after multiple bend-
ing operations. Therefore, simulation models were extended to calculate such 
bending processes within one single model. Finally, results gained from exper-
iments and simulation runs with same settings are presented. Discussion of 
results discloses a conformity between numerical and experimental geometries 
after multiple bending stages beyond 94%.

Keywords:  Stator manufacturing · Springback · Multi-material bending

1  Introduction

Current legal regulations concerning pollutant emissions are leading to a fundamental 
change in vehicle industry with regard to applied driving engine technologies [1]. As 
a consequence, demands for electric machines grow and requirements on the power 
density and production costs of their subcomponents such as stators, rotors and con-
trol units do increase. Since the stator is one of the main functional subcomponents, 
its manufacturing technology has a significant impact on performance and over-
all production costs of the electric motor. Stators mainly consist of electromagnetic 
coils made of coated copper wires, as well as a so-called stator core, which consists 
of numerous assembled electrical steel lamellas. One of the main goals for stator 
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manufacturing is achieving a high mechanical copper fill factor k [2]. The copper fill 
factor k represents the ratio of the cross section of the wires ACu to the cross section of 
the stator core grooves AGr,2, as depicted in Fig. 1b). In addition, a reduction of wind-
ing lengths, wire deformations and costs are important for stator manufacturing tech-
nology of today. Over the past, this resulted in several manufacturing strategies, for 
example trickle, linear, pull-in, needle or flyer winding [3]. During recent years, these 
technologies are gradually replaced by the hairpin technology, which allows for creat-
ing stators with highest copper fill factors [4]. An alternative manufacturing method of 
stators is currently being investigated in collaboration between the Institute for Metal 
Forming Technology, University of Stuttgart (IFU) and SEG Automotive Germany 
GmbH. In contrast to many winding technologies, this so-called flatpack technology 
[5] uses a flat, comb-like stator core body as input material, as shown in Fig. 1a). 
After inserting pre-bent copper windings, the entire assembly is rounded by bend-
ing the steel lamellas in a multi-stage bending process (see Fig. 1b). Subsequently, a 
welding operation joins both rounded stator core ends, as illustrated in Fig. 1c). The 
main benefit of the flatpack bending strategy consists in avoiding the welding of wind-
ings and still achieving mechanical fill factors beyond 90%, which are comparable to 
hairpin technology. However, the inner stator geometry shows higher roundness devi-
ations of more than 0.1 mm. This is due to its dependence on mechanical properties 
of the assembled materials and due to the interaction between the bending operations. 
In particular, elastic recovery of the workpiece after bending, known as springback 
behavior, shows significant influence on that inner roundness accuracy. Due to high 
complexity of the assembled flatpack (multiple materials with nonlinear mechanical 
behavior and contact situations), a high robustness in production cannot be achieved 
when defining bending parameters solely based on experience. Therefore, previous 
investigations on the flatpack technology focused on the development of a nonlinear 
finite element model for predicting the bending behavior of flatpacks with varying 
process parameters [6] and workpiece properties [7]. Those studies only dealt with 
one single bending operation. In this investigation, the FE-model was further devel-
oped and experimentally validated to be used for simulating the bending behavior of 
flatpacks during multiple operations.
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2  Experimental and Numerical Flatpack Bending 
Methodology

The fundamental concept of the flatpack technology is based on the application 
of large stator groove sections AGr,1 allowing windings with large diameters to be 
inserted (see Fig. 1a). Flatpack technology therefore results into highly efficient sta-
tors with mechanical copper fill factors beyond 90%. During bending, movement of 
the stator teeth reduces the groove section from AGr,1 to AGr,2 and thus increases the 
copper fill factor from k1 to k2, as shown in Fig. 1b). In this respect, SEG has found 
a specific combination of bending angles α1 to αn and bending die diameters enabling 
the windings to be inserted into the grooves of the stator. In the following, the exper-
imental setup for multi-stage flatpack bending is described. Subsequently, the setup 
of the FE-model, i.e. input geometry, boundary and contact conditions during bend-
ing are presented as well as a new approach for experimentally validating previously 
gained simulation results.

Fig. 1.  a) Insertion of pre-bent winding into stator core; b) Reduction of groove section during 
multi-stage bending operation; c) Welding operation
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2.1  Experimental Setup and Digitization of Geometries

The real flatpack bending processes were performed using position-controlled 
machines. These semi-automatic bending machines ensured the exact setting of the 
bending angles. To enable the validation of the numerical geometry, first the exper-
imental geometry of processed stators was evaluated according to [7]. For this pur-
pose, digitized measurement data of the stepwise bent stator were created by using 
a 3D-scanning device having a precision of 0.05 mm based on structured light (see 
Fig. 2a). Afterwards, cross sections were extracted at different axial locations of the 
outer surface using GOM Inspect software to obtain two-dimensional representations 
of the outer geometry. Figure 2b) shows a detailed view of the black cross section 
containing two measurement errors, a gap on the even surface and a missing sharp 
edge on the left side. These measurement errors caused by wrong reflection of light 
occur despite varying settings of the 3D-scanning device and external brightness. For 
further evaluation, the software was used to automatically distribute surface points 
(sp) on the outer black cross section of the bent stator core. To compensate for the 
wrong representation of the edge, the corner point was manually added to the meas-
ured set of nodes. Therefore, two straight dashed lines were calculated using the exist-
ing surface points. Here, line 1 is defined by the surface points sp2, sp3 and sp4. Line 
2 intersects surface point sp1 and is perpendicular to line 1. The intersection between 
both lines systematically defines the corner point of the missing sharp edge, the set 
of measured points remained unchanged. The outcome of this procedure is a cloud of 
412 surface points representing the outer geometry of the flatpack from one flatpack 
end to the other. For comparison, a cloud of numerical node coordinates was gener-
ated using a FE-model, as shown in Sect. 2.2. These procedures facilitate the accurate 
measurement of several characteristic parameters of the virtual and real stator geome-
tries, as shown in Sect. 2.3.

Fig. 2.  a) Extraction of outer flatpack geometry into two-dimensional coordinates; b) Manual 
rework on measurement errors of extracted cross section
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2.2  Numerical Setup of the Multi-stage Flatpack Bending Process

The FE-model used for the investigations described in this paper was created in Ansys 
Mechanical with 3D SOLID 186 elements having quadratic displacement behavior. 
These elements can be used for calculating nonlinear deformations. The multilinear 
hardening behavior of steel lamellas was obtained by means of standard uniaxial ten-
sile tests. The mechanical behavior of the copper wires was defined with a standard 
nonlinear strain-hardening model provided by the software. In future investigations, it 
is necessary to determine the mechanical behavior of the pre-bent copper windings. 
For simplification, the lamella structure of the stator was replaced by a solid body and 
geometrical details such as small chamfers and fillets were eliminated. The flatpack, 
tool 1, tool 2 and pressure die (PD) as well as the corresponding boundary condi-
tions are shown in Fig. 3. For easier interpretation, only two tool situations are shown, 
copper windings between the stator teeth are hidden. Performing multiple operations 
within one simulation model in Ansys Mechanical requires the definition of several 
load steps. Within one load step, one movement with a set of predefined boundary con-
ditions is calculated. One boundary condition is defined by a “remote displacement” on 
the external point p1, which is related to the inner surface s1 of tool 1. In this load step 
1, all degrees of freedom of p1 are set to zero except the z-rotation, which is defined by 
the desired bending angle α1. During this phase, the remote displacement of tool 2 is 
disabled, meaning that it can move freely depending on the movement of bonded tooth 
20. In the real process, there is no relative motion between pressure die and flatpack 
bottom (FP_bottom), therefore the contact behavior was set to frictionless. In load step 
2, tool 1 is fixed to its final z-angle and the pressure die moves in negative y-direction, 
allowing the elastic springback of the workpiece. Tool 2 changes its location depend-
ing on the bending and springback behavior of the workpiece during operation 1.

Fig. 3.  Simulation setup with two bending tools, one pressure die and the simplified flatpack
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Afterwards, a change of boundary conditions is necessary to continue with the 
next bending operation. In load step 3, the boundary conditions of the tool surface s2 
of tool 2 are fixed (f) using the APDL command “%_fix%”. Subsequently, in load step 
4, the boundary conditions of tool 1 are disabled, now allowing the whole assembly 
to be moved in dependence of tool 2 instead of tool 1. In load step 5, bending tool 2 
moves to its initial location (D0). In the next load steps the pressure die moves in –x1 
to be located underneath tool 2. Afterwards, PD moves in positive y direction to create 
the desired contact situation between flatpack bottom and pressure die. Subsequently, 
the next bending operation starts. After each completed bending operation, the numer-
ical node coordinates of the flatpack bottom are exported to an Excel file, providing a 
two-dimensional point cloud of the outer flatpack geometry.

2.3  Analysis of Experimental and Numerical Point Clouds

The experimental and numerical results are both point clouds representing the outer 
flatpack surface. The experimentally measured cloud of surface points is based on the 
3D-scan, the numerical point cloud is based on the nodes of the finite element mesh 
during and after calculation. Figure 4a) shows a 2D coordinate system with a section 
of the experimental surface nodes. Figure 4b) shows a similar section with the numer-
ical nodes. For reasons of better visibility, the plots only display a section of the flat-
pack and a reduced number of points. For all calculations, the entire set of points were 
used. In the following, it is assumed that the outer geometry of the flatpack can be 
described by a polyline, which is based on straight lines and arcs. That polyline is 
fully defined by geometric parameters, i.e. the length values of the straight lines (L1 
and L2) plus the radius r and the angle α of the arcs. While the point clouds remain 
at their position, the geometric parameters are changed in a way that the squared 
deviation between the polyline and the surface points is minimized, according to the 
method of least squares. Therefore, an Excel-based nonlinear optimization algorithm 
was used. The objective of that optimization is minimizing the squared deviation 
while the geometric parameters of the polyline are the variables of the optimization. 
The result is a quantitative description of both point clouds using a small number of 
geometric parameters (L1, L2, r, α).

3  Results

The objective of the research work reported about in this paper was to develop and to 
validate a numerical model for precisely predicting the springback behavior of flat-
packs after multi-stage stator bending. To evaluate the suitability of the simulation 
model developed in this purpose, numerical and experimental results of three repre-
sentative process stages are compared. Here, one bending angle of 242°, one bending 
angle of 76° and the final geometry after all bending operations are considered, since 
they match the stages of the real SEG process. As mentioned before, a gap between 
both stator ends is inevitable after the multi-stage bending procedure due to the 
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springback of the last bending operation. The gap size is relevant for subsequent pro-
cesses. Figure 4a) and 4b) show a 2D coordinate system containing the point clouds 
of the outer flatpack surface after an experimental and a numerical bending operation 
using a small bending angle of 76°. A visual comparison between both point clouds 
indicates a good congruency. Nevertheless, a quantification is only possible with 
further evaluation. For this purpose, the nodes serve as anchor points for a polyline 
based on geometric parameters. Figure 4a) and b) show the polylines of the consid-
ered sections. By manipulating the parameters L1, L2, r and α, the sum of all quadratic 
deviations between the polyline and the point cloud is minimized leading to a set of 
parameters that optimally fit the point cloud.

Table 1 summarizes the quantified results of the experimental evaluations. 
Columns of the table contain the average values and the standard deviations based 
on the corresponding bending operation. Based on geometry measurements of four 
different stator samples, an average value was calculated with the standard deviation 
as an indicator for the reproducibility of the bending process. During each bending 
operation, the elongation of the outer layer causes a change in length. Starting with 
a length of 422.01 mm after the first bending operation, the length evolves to a value 
of 433.17 mm after the final bending operation. The average angle α1 as well as the 
radius r1 after bending and subsequent springback does not change after bending oper-
ation 1. Same applies to the angle α2 and the radius r2 after bending operation 2. For 
this reason, the values are indicated with “=”. The average gap dimension between 
both stator ends only emerge relevant after the final bending operation.

Fig. 4.  Polyline based on four parameters a) Surface nodes of scanned experiment; b) Surface 
nodes of finite element simulation
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A comparison between the quantified results of the numerical and experimental 
investigation is shown in Table 2. The structure of the table is similar to the struc-
ture of the experimental evaluation, given that the rows show the calculated parame-
ters and the columns display the bending operations. Every parameter was calculated 
for the numerical and for the experimental results, hence the absolute difference 
allows for a first quantitative comparison. The absolute difference of the total outer 
flatpack lengths was calculated between 0.01 mm and 0.25 mm. The deviations of 
the angles after springback for α1 and α2 of the corresponding section differ between 
1.16° and 2.16°. The difference in radius for r1 and r2 after springback emerge less 
than 0.75 mm. Finally, the target value is the gap between both stator ends, which is 
0.45 mm larger in the simulation compared to the experimental measurement.

4  Discussion

Results presented in Table 1 allow for concluding that the semi-automatic bending 
process and the geometry evaluation method show acceptable reproducibility for 
further validation procedures. The relative standard deviations, i.e. the ratio between 
standard deviation and average value, are highest for the final gap between both stator 
ends and lowest for all total length values. The relative standard deviation of the final 

Table 2.  Comparison between calculated parameters of numerical and experimental evaluation

Parameters Bending operation 1 Bending operation 2 Final bending operation

FEM Exp. ∆ FEM Exp. ∆ FEM Exp. ∆

Length 
[mm]

422.00 422.01 0.01 431.04 431.29 0.25 432.94 433.17 0.23

α1 [°] 112.69 113.85 1.16 = = = = = =
r1 [mm] 70.90 71.39 0.47 = = = = = =
α2 [°] x x x 222.59 224.75 2.16 = = =
r2 [mm] x x x 70.75 71.28 0.53 = = =
Gap [mm] x x x X x x 7.96 7.51 0.45

Table 1.  Experimental evaluation of four outer flatpack geometries after bending operations

Parameters Bending operation 1 Bending operation 2 Final bending operation

Average Std. dev. Average Std. dev. Average Std. dev.

Length [mm] 422.01 0.32 431.29 0.16 433.17 0.22

α1 [°] 113.85 0.11 = = = =
r1 [mm] 71.39 0.06 = = = =
α2 [°] x x 224.75 1.10 = =
r2 [mm] x x 71.28 0.35 = =
Gap [mm] x x X x 7.51 0.41
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gap is 5.5 and of the length after bending operation 2 it is 0.08. Of course, a statement 
on the process robustness is only possible with a higher number of samples and meas-
urements. When comparing the numerical and the experimental results, it however 
becomes clear that the multi-stage simulation model can predict the bending behavior 
of the highly nonlinear material constellation of flatpack. The relative deviations of 
all parameters except the gap length differ less than 3%. The final gap of rounded 
stator ring adds up as a result of multiple bending operations, thus the minor devia-
tions of each bending operation contribute differently. Using the simulation setup as 
described, the relative difference between the measured and the simulated gap length 
is 6%. As shown in Table 2, that relative value is based on the absolute of 0.45 mm.

Using the multi-stage simulation model as described, now it is possible to calcu-
late the influence of several process and dimensional parameters of the stator on its 
final geometry after multiple flatpack bending process steps. That includes the possi-
bility of performing a numerical optimization of the bending angles and bending tool 
diameters with an accuracy of more than 94%. Especially the elastic springback of the 
last bending operation, which leads to the final gap between both stator ends, appears 
significant for the quality of bending process sequence. If the gap is comparatively 
large, the welding operations subsequent to the bending process are more complicated 
or impossible. If the gap occurs too small, both stator ends collide during the last 
bending operation, which at the end leads to higher scrap rates.

The setup of the numerical model of the multi-stage stator bending process offers 
several potentials to improve the reliability of predicting the bending results during 
future research work. First, the material behavior of copper windings was set to stand-
ard nonlinear copper. The mechanical behavior of that material has to be investigated 
to improve its influence on the forming behavior of the entire assembly. Additionally, 
the same multi-stage simulation setup could be validated with further flatpack designs 
and process parameters with a higher number of samples to expand its validity.

5  Summary

Being one of the leading-edge technologies regarding achievable copper fillings 
of stators, the main challenge of the flatpack bending technology lies in accurately 
predicting the forming behavior and thus the resulting stator geometry. Therefore, 
the investigation reported about in this paper presents the validation of a multi-stage 
stator bending simulation. A numerical model was created in Ansys Mechanical, 
which allows for calculating multiple bending and subsequent springback operations 
by defining multiple load steps. The objective of this procedure is processing a flat, 
comb-like assembly of lamellas and copper windings into a circular stator for elec-
tric machines. The highly nonlinear bending behavior of the workpiece was evaluated 
regarding geometrical parameters and validated by experiments. The accuracy of pre-
dicting single geometrical parameters numerically was higher than 97% and the gap 
between both ends of the circular workpiece was calculated to be 6% larger than the 
experimental result.
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Abstract.  The compensation of straightness deviation in BTA deep hole 
drilling represents a major challenge caused by the inaccessibility of the cut-
ting zone and the multitude of influencing factors. It is required for a variety 
of drilling applications with length-to-diameter-ratios larger than l/D > 10 and 
high quality features such as roundness, diameter accuracy and surface qual-
ity. In addition to these classical requirements, the straightness deviations 
represents one of the most important quality features. This paper presents the 
conceptual idea of an innovative tool system for in process compensation of 
straightness deviation. It can be retrofitted for existing deep drilling machines 
and carries out the straightness deviation correction without process interrup-
tion. Fundamental idea is the process parallel measurement of the wall thick-
ness with an ultrasonic measurement device, which is connected to an actuator 
system by a control loop and allows the drill head to be slightly tilted in a tar-
geted manner.

Keywords:  BTA deep hole drilling · Straightness deviation · Compensation 
unit

1  Introduction

Deep drilling methods allow the production of bores with a large bore depth com-
pared to the diameter and they are economically used for a variety of drilling appli-
cations with a length-to-diameter-ratio larger than l/D = 10. The different tool designs 
are used for the production of deep bores based on specific aspects of the mechanical 
processes. For one thing, there are tools with an asymmetrical single-edged design 
and secondly, there are tools with two symmetrically arranged cutting edges [1]. 
Symmetrical tool designs are used in twist and double-lip drilling. The classical deep 
hole drilling methods with an asymmetrical design are single-lip drilling, ejector drill-
ing with a double-tube system and BTA deep drilling with a single-tube system. The 
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asymmetrical design leads to self-centering of the tool in the bore by guide pads [2]. 
In this paper the BTA deep drilling is considered in more detail. The two main parts of 
a BTA tool system are the drill head with exchangeable cutting inserts and exchange-
able guide pads and the cylindrical drilling tube. BTA deep drilling is used in the bore 
diameter range of D approx. 10…1500 mm. Characteristic features of this process 
are the special cooling lubricant supply with a high volume flow and a pressure of 
p = 4…10 bar. The cooling lubricant enters the annular gap between the drilling tube 
and the drill guide via the oil pressure head and not through a special coolant channel 
[3]. During the machining process, the cooling lubricant passes through the produced 
bore to the drill head, flows around the guide pads and cutting edges and flushes the 
chips inside the drilling tube out of the bore. This results in an improved surface qual-
ity, because the chips have no contact with the bore wall [4, 5]. It is often used at the 
end of the value chain for machining expensive components such as hydraulic cylin-
ders, transmission shafts and aircraft landing legs [1].

In addition to classical drilling requirements, such as roundness, diameter accu-
racy and surface quality, the straightness deviation represents an important quality 
feature of deep bores. It reflects the radial position error of the current drilling axis 
relative to the ideal drilling axis and is decisive for the functional capability of the 
machined workpiece [6, 7]. Influencing factors are the modes of operation (rotating 
tool, rotating workpiece or counterrotating), cutting parameters, tool construction, 
workpiece design and material and temperature distribution in the workpiece [8, 
9]. Complete avoidance of straightness deviation is not possible due to the complex 
interactions between the influencing parameters. Due to this fact a tooling system for 
in-process compensation of straightness deviation is highly needed [10, 11].

2  Approaches to Influence Straightness Deviation

Due to the high technical and economic importance of the reduction of the straight-
ness deviation, different investigations have already been carried out in this research 
area. On the one hand, an improved chip breaking behavior could be achieved through 
the pulsation of cooling lubricant, which resulted in an increased process stability. In 
cooperation with the TU Wien, this procedure was further developed and transferred 
to industrial application in collaboration with the company Schoeller-Bleckmann 
Oilfield Technology GmbH [12]. To reduce already existing straightness deviation in 
deep bores, the US Navy developed a concept, which records the deviation with a 
laser measuring system through special channels and compensates this deviation by 
adjusting the drilling direction [13]. The drilling direction is adjusted hydraulically. 
Further revisions of the actuator technology were made with piezoelectric actuators. 
Both the hydraulic solution as well as the piezoelectric based development require a 
pilot bore and are only available within the range of diameters d = 100…130 mm. In 
the field of ejector deep drilling, a mechanical concept was developed by Schwäbische 
Hüttenwerke GmbH. In this concept, a non-rotating thrust piece is positioned over a 
pipe between the bore wall and the drilling tube so that the drilling tube is tilted in the 
desired direction. This process is used to produce cooling channels in calender rolls. 
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The detection of the straightness deviation, which is caused by differences in micro-
structure and hardness, is done with an ultrasonic measuring system. Kessler investi-
gated a further possibility of reducing the straightness deviation by inductive heating 
of the component [9, 14, 15]. Iovkov developed a method for straightness deviation 
compensation based on a radial traverse of the machine spindle superimposed on the 
axial feed. The drill guided in the bore is slightly tilted, and the drilling direction is 
corrected by the caused deflection [16]. The different approaches show that a reduc-
tion of the straightness deviations is of great economic interest. Especially in the field 
of BTA deep drilling, a reduction of the straightness deviation is highly needed in 
demand due to the expensive and complex workpieces.

3  Conceptual Design of the System

The concept of the automated system for compensation of straightness deviation in 
BTA deep drilling is shown in Fig. 1. The developed system can be retrofitted for 
existing deep drilling machines and carries out the straightness deviation correction 
without a process interruption. The structure of the entire system consists of four main 
components, which are adapted for the experimental investigations on a Giana GGB 
560 deep drilling machine. In the following, the four components are presented in 
detail. The concept design was developed according to the procedure of VDI guideline 
2221 “Design of technical products and systems – Model of product design” [17, 18].

Fig. 1.  Experimental deep drilling machine with the adapted correction device
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3.1  Mechanical Compensation Unit

The design of the mechanical compensation unit comprises four main components. 
The assembly of the complete mechanical compensation unit is shown in Fig. 2 in 
half-section. A drill diameter of D = 60 mm is specified for the compensation system. 
This corresponds to typical industrial application. It is developed in such a way that it 
enables the drill head to be tilted in a targeted manner by means of low forces and can 
be screwed in between a conventional BTA drill head and drilling tube.

The functions and specific properties of the individual components are explained 
in more detail below. The technical design of the mechanical compensation unit ena-
bles two main functions. On the one hand, the coupling function ensures the transmis-
sion of the drilling torque MB between the drilling tube and drill head. The drilling 
tube and drill head adapter realizes the coupling function. On the other hand, the 
technical design allows a rotational positioning movement of the guide ring by 360 
degrees and a translational positioning movement of the setting sleeve. The interac-
tion of the guide ring and the translational movement of the setting sleeve results in a 
radial extension movement of the guide pad due to the inclined planes.

The assembly positions and the simulations of the mechanical compensation unit 
are shown in Fig. 3. The red lines outline the assembly positions of each component. 
Hardened bearing balls are additionally required for complete assembly. The drill 
head adapter and the drilling tube adapter are manufactured with inner running sur-
faces for the ball bearings. The opposite two running surfaces are fitted in the guide 
ring. The drill head adapter enables the coupling of the drill head to the drilling tube 
adapter on the drilling tube side as well as the axial fixing of the guide ring in feed 
direction by the bearing running surface.

Fig. 2.  Sectional view of the mounted mechanical compensation unit
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The drilling tube adapter enables the coupling of the drill head adapter to the drill-
ing tube as well as the axial fixing of the guide ring against the feed direction by the 
bearing surface. With the aid of an inclined plane, the guide ring converts the axial 
displacement of the setting sleeve into a radial extension force against the bore wall. 
The setting sleeve transmits the axial movement of the actuator to the inclined plane 
of the guide ring. In addition, the rotary movement of the actuator is transmitted via 
the toothed parts to the guide ring. Small guide pads can be screwed into the threaded 
bore in the setting sleeve. This design enables the decoupling of the tool rotation from 
the compensation unit rotation due to the ball bearing suspension. The connection of 
the compensation unit to the actuator system is realized with a thrust rod.

The FE-modeling of the compensation unit is shown on the right side in Fig. 3. 
It shows the drill head in the fixed workpiece. The executed static analysis shows the 
structural response of the unit as a result of an external force Fe = 100 N applied to 
the guide pad. Real process loads were also taken into account. The drilling torque 
MB = 350 Nm, resulting from the cutting force Fc and the friction forces FR on the 
guide pad, and the feed force Ff = 7345 N were measured in reference experimen-
tal investigations. The mesh was generated automatically by the used software, but 
refined into smaller elements at the guide pad and the contact zones between the set-
ting sleeve and the guide ring. This improves the accuracy of the simulation. A sim-
plified material model for alloyed hardened steel is used. Based on the simulations, 
the design was optimized and the position of the small guide pad on the setting sleeve 
was adjusted. Furthermore, it could be shown that the targeted tilting of the drill head 
under process loads is possible.

3.2  Thrust Rod

Another main component of the system is the thrust rod, which is required to realize 
the power transmission form the actuator system to the compensation unit. The length 
of the thrust rod depends on the drilling depth. For the experimental tests a thrust rod 
length of l = 4500 mm is used. The inner diameter of the thrust rod has to be larger 

Fig. 3.  Left: Mechanical components of the compensation unit; Right: Static load FE-analysis 
of the compensation unit with contact to the workpiece bore wall under process loads
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than the outer diameter of the drilling tube. In addition, the outer diameter of the 
thrust rod has to be smaller than the final bore diameter D = 60 mm because the thrust 
rod is positioned in the annular gap between the drilling tube and the bore wall. A spe-
cial solution is used to connect the thrust rod to the setting sleeve of the compensation 
unit. The torque is transmitted with a frontal gearing. The translational movement is 
ensured by a groove in the frontal gearing teeth and an internal retaining ring. Due 
to the small space in the annular gap, a maximum wall thickness of the thrust rod of 
s = 2 mm is possible.

3.3  Actuator System

In the next step, the structure and connection of the actuator system is described in 
more detail. The conceptual design of the actuator system and its components are 
shown in Fig. 4. The entire actuator system is bolted to the tool headstock with a 
motor bracket. This enables a coupling of the system to the process feed. The two 
movement possibilities of the system are marked in red. Two electric motors are 
required for the two types of movement.

The translational movement vt is realized by the vertically screwed motor, which 
is necessary for the extension movement of the guide pad of the compensation unit. 
A planetary gear is necessary for the finer translational movement. A gear rack real-
izes the conversion of the reduced rotational motion of the motor into a translational 
motion. The gear rack is screwed to a second motor plate with a carriage guidance. A 
thrust plate ensures the transmission of the movement from the second motor console 
to the thrust rod. The second necessary movement component vr is required for the 
rotational orientation of the compensation unit. The rotational motion is transmitted to 

Fig. 4.  Design of the actuator system
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the thrust tube by a toothed belt. It is necessary that the entire actuator system for the 
rotational movement vr also performs the translational extension movement vt.

The detailed view of the actuator system is shown in Fig. 5. As described in 
Sect. 3.2, the maximum wall thickness of the thrust rod is s = 2 mm. A clamp-
ing connection between the thrust rod and the thrust plate is not possible due to the 
 thin-walled design. The power transmission is only possible by a soldered connection. 
Furthermore, a brass case is screwed to the soldering component, which realizes the 
power transmission. The assembly in Fig. 4 shows that all screwed components of the 
system carry out the rotational movement of the thrust rod. For the final assembly the 
counterpart of the thrust plate has to be screwed onto the thrust plate.

The thrust rod bearing and sealing system is described in the sectional view in 
Fig. 6. Due to the large overhang of the thrust rod (l = 4500 mm), a bearing system 
is required for the later operation. The red marking shows the solder connection. The 
design ensures that the thrust rod is supported in the clamping shells of the tool head-
stock. The reaction force is transferred through the solder joint into the toothed belt 
wheel and the rear seal and is transferred via the bronze rings to the drilling tube and 
the clamping shells.

Fig. 5.  Detailed view of the actuator system for rotational and translational motion 
transmission
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Furthermore, a sealing of the system is necessary, because the standard sealing by 
the oil pressure head does not work because of the thrust rod. Due to the lack of seal-
ing by the oil pressure head, the deep drilling oil would be led to the actuator system 
through the annular gap between drilling tube and the thrust rod and run out. That’s 
why an an axial and radial seal is provided. The radial seal is ensured by sealing rings 
on the toothed belt wheel. Axial sealing is provided by sealing tape and a pressing 
screw.

3.4  Ultrasonic Measuring System

In order to realize an in-process compensation of the straightness deviation it is nec-
essary to be able to determine deviation reliable and with sufficient accuracy. As 
described in Sect. 2, such a measuring system is currently not available. The ultra-
sonic measuring system was developed by the cooperating institute IFW in Hannover. 
The developed measuring system for the compensation system consists of three ultra-
sonic sensors, which are arranged around the workpiece with radial shift by 30°. The 
sensors are coupled acoustically with a sleeve. Deep drilling oil is used as contact 
medium, which is passed through the sleeve to ensure a better connection between the 
sensors and the workpiece surface. The wall thickness of the workpiece at the meas-
uring position is carried out using the pulse-echo method. Based on the three meas-
ured wall thicknesses, three points on the inner wall of the bore are calculated and a 
compensation circle is used to determine the displacement of the inner circle in rela-
tion to the outer circle. The functionality of the measuring concept has already been 
confirmed and verified by coordinate measuring machine measurements. The maxi-
mum deviation between the ultrasonic and the coordinate machine measurements is 
W = 0.033 mm. In order to measure the straightness deviation parallel to the deep 
drilling process, the sensor sleeve of the measuring system is coupled to the feed slide 
and carried along on the workpiece surface parallel to the drill head.

Fig. 6.  Sectional view of the thrust rod bearing and the sealing system
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4  Conclusion and Outlook

This paper deals with the minimization of straightness deviation in BTA-deep hole 
drilling. A concept design of an automated in-process compensation of straight-
ness deviation, which can be retrofitted on existing BTA deep drilling machines was 
designed and constructed. The compensation unit influences the straightness devia-
tion by means of a targeted tilting of the drill head. The functionality of the system 
could be proven by simulations. In the next step, the components are manufactured 
and assembled that initial field tests can be carried out. Different evaluation criteria 
have to be taken into account in the analysis of the experimental test series. The influ-
ence of the guide pad positioning movement as well as the guide pad orientation on 
the resulting straightness deviation must be investigated. Furthermore, the guide pad, 
as a wear element, represents another important component whose influence must be 
analyzed. The main focus is on the resulting guide pad wear and the influence on the 
surface quality of the bore wall as a function of the radial positioning movement. In 
addition, different guide pad designs with different coatings are taken into account. 
After evaluation of the experimental investigations, the measuring system is coupled 
to the actuator system by means of a control loop. The final system should allow a 
process-simultaneous compensation of the straightness deviation with an accuracy of 
acc = 0.1 mm.
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Abstract.  This report addresses both the empirical and theoretical analysis 
of a two-cut strategy for gear hobbing with conventional hobs. Tool life and 
wear behavior of PM-HSS S390 tools are analyzed in fly-cutting trials when 
machining 20MnCr5 case-hardening steel. By varying the axial feed rate in the 
first and the second cut, the influence of the interaction between both cuts on 
the tool wear is investigated. The results are compared to wear measurements 
from trials conducted with a one-cut strategy. It was shown that at the underly-
ing test conditions, the average proportion of wear in the second cut was about 
4%. For a better understanding of the interaction between the two cuts, load 
collectives were formed based on characteristic chip values calculated with 
SPARTApro. The collectives were evaluated with regard to the tool life.

Keywords:  Gear hobbing · Tool wear · SPARTApro · Load collective

1  Introduction

Gear hobbing is one of the most relevant manufacturing processes for gears and sub-
ject of many research activities [1–5]. A two-cut strategy (roughing and finishing) is 
used on the one hand for soft fine machining (finish hobbing) and on the other hand 
for general gear soft machining (hobbing) [6]. Finish hobbing is used to generate the 
final gear geometry and thus represents the last step in the process chain before heat 
treatment [7]. Furthermore, without the necessity of a final grinding operation, a com-
plete dry process chain can be realized, which is both economically and ecologically 
beneficial. In hobbing, two cuts are used to manufacture gears with high demands on 
geometry and surface quality for subsequent process steps [8]. This is especially the 
case, when a second cut removes surface defects, such as chip welds [9]. Despite the 
industrial relevance, there is currently no scientifically substantiated process design 
taking into account the interaction of the individual cuts for conventionally designed 
hobs. Only an optimized process allows a balanced design of tool life (lower tool 
costs and efficient use of resources), component quality and productivity (lower costs 
per part).
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2  Objective and Approach

The objective of this report is the analysis of the interaction of the feed rate in the first 
and the second cut on tool wear in a two-cut strategy in gear hobbing. Wear investiga-
tions are performed in fly-cutting trials, using both a two-cut and a single-cut strategy 
as reference. The feed rate of the first and second cut is varied, while all other param-
eters are kept constant. Wear behavior and tool life are compared. For a deeper under-
standing of the interaction between the individual cuts and the overall process, load 
collectives are derived based on characteristic chip values.

3  Materials and Methods

The experimental setup as well as the gear and tool data are shown in Fig. 1. To inves-
tigate the influence of a two-cut strategy on the tool wear, the fly-cutting trial was 
used as an analogy process for gear hobbing. In the fly-cutting trial, a single hob tooth 
(fly-cutter) reproduces all of the generating positions of the corresponding hob by a 
continuous tangential shifting process. The tool is first positioned in z-direction by the 
approach distance to the workpiece face and in x-direction at the target cutting depth 
T. Under a continuous rotational speed n0, the tool then moves tangentially to the 
workpiece with a tangential velocity vt. The workpiece is rotating at the same time, 
while its rotational speed n2 is synchronized to the movement of the tool. After a shift 
loop is completed, the tool returns to its starting position, moves parallel to the work-
piece axis (z-direction) by the amount of the feed rate fa and starts the next shift loop. 
This process is repeated until the gear is completely profiled [10].

Fig. 1  Experimental setup and conditions
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The material used was a case-hardening steel 20MnCr5. The fly-cutters were 
separated from powder metallurgical high speed steel (PM-HSS) S390 hob with an 
AlCrN-based coating. The trials were carried out on a Liebherr LC180 gear hobbing 
machine. Between the first and the second cut and after each completely profiled 
workpiece, the fly-cutter was removed from the machine and the wear was analyzed. 
The maximum wear mark width VBmax was measured manually on the trailing (TF) 
and leading (LF) flank in areas A and B by means of a Keyence VHX-5000 digi-
tal microscope. Area A marks the area that is curved due to the tool tip radius ρaP0. 
The curvature hinders chip flow, which means that different wear phenomena occur 
in this area than in the unbent area B. In addition to the flank wear, the maximum 
crater depth KTmax on the rake face (RF) was documented manually by means of a 
MikroCAD 3D surface metrology system. As wear criteria a maximum permissi-
ble wear mark width VBmax,perm = 250 µm and a maximum permissible crater depth 
KTmax,perm = 150 μm were defined.

Two strategies were investigated: A one-cut strategy, which serves as reference, and 
a two-cut strategy. For the one-cut strategy, the feed rate was chosen with fa = 1.6 mm 
(which corresponds to a maximum Hoffmeister chip thickness of hcu,max,Hoff = 0.16 mm, 
[11]), fa = 2.5 mm (hcu,max,Hoff = 0.20 mm) and fa = 3.5 mm (hcu,max,Hoff =0.24 mm). 
To achieve the required root diameter df2 = 100 mm, a cutting depth of T = 8.1 mm 
was used. For the two-cut strategy, the same feed rates as for the reference trials were 
defined for the first cut. For the second cut, the feed rates fa2 = 1.0 mm, fa2 = 2.0 mm 
and fa2 = 3.0 mm where chosen. The examined feed rate combinations can be taken 
from Fig. 2. The cutting depths were determined with T1 = 7.9 mm for the first cut and 
with T2 = 8.1 mm for the second cut. As a result, there is a radial stock allowance of 
ΔT = 0.2 mm between the first and second cut. The cutting velocity was kept constant 
at vc = 200 m/min for all variants and cuts. All experiments were carried out in climb 
cutting without the use of cutting fluid.
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4  Analysis of the Tool Wear Behavior

The wear curves of the reference trials (one-cut strategy) are shown in Fig. 3. In all 
cases, the wear criterion was first met by crater wear. Therefore, a representation of 
the flank wear curves was omitted. The course of the maximum crater depth KTmax 
is plotted over the machined length L. A machined length of L = 1.3 m corresponds 
to one machined gear N = 1. The wear curves are supplemented by light microscopic 
images of the rake face after the tool life was reached. For the reference trials, the 
highest tool life was achieved at an axial feed rate of fa = 3.5 mm with LKT150 = 24 m, 
followed by LKT150 = 21.6 m at fa = 1.6 mm. The shortest tool life LKT150 = 19 m was 
reached at a feed rate of fa = 2.5 mm. In all three cases, crater wear occurred on the 
rake face on the trailing side in the area of the tool tip radius (TF-A).

The tools used in the trials with a two-cut strategy also reached the maximum 
permissible crater depth KTmax,perm in the area TF-A on the rake face. The courses of 
the maximum crater depth after the second cut KTmax2 are shown in Fig. 4. A feed 
rate fa1 = 3.5 mm in the first cut resulted in the highest (LKT150 = 28 m) and a feed rate 
fa1 = 2.5 mm in the lowest (LKT150 = 18 m) tool life. Using a feed rate fa1 = 1.6 mm 
achieved an intermediate tool life. Compared to the first cut, the second cut seemed 
to have a secondary influence. Respectively, the highest tool life was achieved with 
the higher feed rate fa2 = 3.0 mm in the second cut. The most severe degree of wear on 
the rake face was observed when using a feed rate of fa1 = 3.5 mm in the first cut. The 
similarities in tool life and wear behavior of the reference and the two-cut variants 
indicate a dominant influence of the first cut on tool wear.

Fig. 3  Wear curves for the reference trials (one-cut strategy)
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To analyze the share in wear generation of the individual cuts, the measured val-
ues of the maximum crater depth after the first (KTmax1) and the second (KTmax2) cut 
were compared. For the two-cut trial with fa1 = 2.5 mm and fa2 = 2.0 mm, the meas-
ured values are represented in Fig. 5.

The trend of the two curves is represented by a straight line. Both the measured 
values and the trend lines differ only slightly from each other. The differences become 

Fig. 4  Wear curves for the two-cut trials
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smaller towards the end of the trial and the trend lines are approximating. By subtract-
ing KTmax1 from KTmax2, the share in wear of the individual cuts can be quantified. 
In percentage terms, the average share in wear of the second cut is ΔKTmax,m = 4%. 
Comparable average values were also determined for the other trials. The average 
value observed over all tests was calculated with ΔKTmax,m* = 4%. The results sug-
gest, that, when designing a gear hobbing process, a design of the first cut is suffi-
cient for tool life prediction, while the second cut can be optimized with regard to the 
required part quality.

5  Load Collectives in Gear Hobbing

In gear hobbing, thermal and mechanical loads occur along the cutting edge depend-
ing on the local and temporal cutting conditions. The sum of the individual loads 
results in an individual load collective for each position x of the tool profile, which 
consequently causes different degrees of wear along the cutting edge. For a better 
understanding of the process and a consideration of the locally and time-resolved cut-
ting conditions, the process must therefore be understood as a collective of all indi-
vidual loads and analyzed as such. For fatigue life calculations, load collectives are 
usually derived from load-time functions [12]. In the case of gear hobbing, the load 
can be estimated local- and time-resolved using manufacturing simulations.

5.1  Derivation of Load Collectives

In Fig. 6, the derivation of a load collective based on characteristic chip values is 
described. With the help of the manufacturing simulation SPARTApro, all chip geom-
etries occurring in the process were determined on the basis of a geometric penetra-
tion calculation. The software abstracts the workpiece by a defined number of parallel 
planes, which are penetrated by the tool profile while simulating the machine kine-
matics. The intersection results in the penetration area, which corresponds to the 
chip geometry of the respective generating position in the process. Based on the chip 
geometry, characteristic chip values (e.g. maximum chip thickness hcu,max) can be 
deducted, which allow an evaluation of the load acting on the hob during the cutting 
process [10, 13].

Using the example of an undeformed chip from an arbitrary generating position 
j in an arbitrary revolution i, the calculation of the chip values relevant for the load 
collective is described. The revolution i indicates how often the axial feed fa was per-
formed, thus, it represents the axial position of the tool at the time of observation. At a 
position x of the unrolled tool profile, the course of the chip in the cutting direction y 
is analyzed more closely. The course of the chip thickness hcu(y) can be quantified by 
the maximum chip thickness hcu,max, the mean chip thickness hcu,m, the cutting length 
lcu and the specific chip volume V'cu.

For describing the tool load in gear hobbing, the mean chip thickness hcu,m is an 
appropriate parameter, while a consideration of the maximum chip thickness is less 
meaningful due to its unique occurrence [14]. Instead of a time value, the load can be 
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applied over the travelled distance. Consequently, the cutting length lcu can be used, 
as it can be cumulated over all cuts to the cumulated cutting length lcu,Σ. To form the 
collective, the mean chip thicknesses are sorted into defined classes and plotted over 
the respective cutting length. The collective is arranged in such a way that the highest 
class is first and the lowest class last.

5.2  Analysis of Load Collectives

For the investigated variants, the load collectives were determined at the position 
x = 1.3 mm of the unrolled tool profile. At this position, the most severe degree of cra-
ter wear was observed. The mean chip thicknesses hcu,m were divided into a total of 
ten equidistant classes and plotted over the cumulated cutting length lcu,Σ. The highest 
class was defined based on the highest occurring mean chip thickness hcu,m of all vari-
ants. The same classes were used for all variants.

For the reference variant with fa = 2.5 mm and the two-cut variant with 
fa1 = 2.5 mm and fa2 = 2.0 mm, the determined load collectives are shown in Fig. 7. 
For the two-cut variant, the collective for the first and the second cut is shown individ-
ually and in combination. The load collective for the first cut (a) of the two-cut strat-
egy is almost identical to the collective of the reference variant (d). The classes seem 
virtually identical, and only slight differences can be observed. The cumulated cutting 
length lcu,Σ is lower for (a) than for (d), while the mean values hcu,m* are identical.

The second cut (b) of the two-cut strategy only forms chips in classes 8 to 10 and 
has a relatively low cumulated cutting length lcu,Σ and mean chip thickness hcu,m*. 
This corresponds to the experimental results, which showed that the second cut had 
a low influence on wear. Consequently, the combined collective (c) of the first and 
second cut does not differ much from the collective of the first cut (a) or the reference 
(d). However, combining the collectives results in a higher cumulated cutting length 

Fig. 6  Derivation of load collectives based on characteristic chip values
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lcu,Σ, due to the increase in classes 8 to 9. The mean chip thicknesses hcu,m* between 
the reference (d) and the combined collective (c) deviate slightly from each other. In 
this case, a consideration of the second cut in the combined collective reduces the 
average load on the one hand, but increases the traveled distance on the other.

5.3  Comparison of Characteristic Load Collective Values

The mean chip thicknesses hcu,m* and the cumulated cutting lengths lcu,Σ were deter-
mined for all variants at the position x = 1.3 mm of the unrolled tool profile. By mul-
tiplying lcu,Σ with the respective number of machined gears N, the tool life can be 
described based on characteristic chip values as the bearable cumulated cutting length 
lcu,Σ,lim. In Fig. 8, hcu,m* is plotted over lcu,Σ,lim. For the two-cut strategy, the collective 
values were calculated for the combined collective (a) and considering only the first 
cut (b). The data points are labeled with regard to the used axial feed rate.

When both cuts are considered (a), the respective data points deviate from the ref-
erence values in terms of the mean chip thickness hcu,m*. A trend can be observed, 
which indicates a decrease in the bearable cumulated cutting length lcu,Σ,lim with 
increasing mean chip thickness hcu,m*. However, the coefficient of determination is 
R2 = 0.41, which is fairly low. By taking only the first cut into account (b), the data 
points of the first cut and of the reference are almost identical with regard to the mean 
chip thickness hcu,m*. R

2 increases to R2 = 0.63 and the different load levels become 
more evident. This reinforces the assumption, that under the present boundary con-
ditions, the second cut has minor or even negligible influence on tool wear. If this 
correlation is verified in further experiments, it could be used as a modeling approach 
for tool life predictions. Besides a linear approximation, different model functions, 
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Fig. 7  Comparison of the load collectives at x = 1.3 mm. Two-cut strategy: (a) First cut, 
fa1 = 2.5 mm (b) Second cut, fa1 = 2.5 mm (c) Combined. Reference: (d) fa = 2.5 mm
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e.g. power or exponential functions, have to be checked and verified in future 
investigations.

6  Conclusion

The influence of the interaction of the first and second cut on the tool wear in gear 
hobbing with a two-cut strategy was investigated. Experimental studies were per-
formed in fly-cutting trials. At the underlying test conditions, the share in wear of the 
second cut was 4% in average. Consequently, the wear behavior and the tool life of 
tools used with a two-cut strategy was similar to tools used with a one-cut strategy 
(reference trials). The results suggest, that, when designing a gear hobbing process, a 
design of the first cut is sufficient for tool life prediction, while the second cut can be 
optimized with regard to the required part quality.

For a deeper understanding of the interactions between the first and second cut 
and the process itself, load collectives were derived based on characteristic chip val-
ues. An analysis of the collectives at the cutting edge position with the most severe 
tool wear showed, that only relatively low mean chip thicknesses are generated over a 
simultaneously short cumulated cutting length. A comparison of characteristic values 
derived from the load collectives showed a correlation of the load (hcu,m*) and the trav-
eled distance (lcu,Σ,lim). The correlation was more concise when only the first cut of a 
two-cut strategy was taken into account. This correlation could be used for predicting 
tool life and has to be verified in further experiments.

Fig. 8  Correlation of mean chip thickness hcu,m and bearable cumulated cutting length lcu.Σ,lim 
(a) combined collective values (b) first cut collective values
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Abstract.  Temperature measurement close to the point of its origin is of 
great importance during chip removal. Therefore, two different temperature 
measurement methods are used and compared with each other for turning of 
the aluminum alloy EN AW-2017. On the one hand, cutting temperatures are 
measured by three thermocouples embedded in the indexable insert. On the 
other hand, the temperature in the contact area of the tool and the workpiece is 
detected by a tool-workpiece thermocouple measuring the thermoelectric volt-
age resulting from the Seebeck effect. For the experiments the cutting speed 
remains constant while the depth of cut and the feed are varied.

The results show a rise of the cutting temperature with increasing 
cross-section of the undeformed chip. In comparison, the tool-workpiece ther-
mocouple offers a higher sensitivity while the embedded thermocouples meas-
ure higher temperatures for large depths of cut. Hence, the suitability of the 
methods is affected by the cross-section of the undeformed chip.

Keywords:  Seebeck effect · Temperature measurement · Tool-workpiece 
thermocouple

1  Introduction

Machining processes are affected by the generation of heat during chip removal. The 
emerging cutting temperature influences the tool life, the degree of the built-up edge 
formation, and the surface layer properties. Consequently, temperature measurement 
close to the point of its origin is of great importance for a fast characterization and 
analysis of process changes. According to Vieregge [1, S. 34] the maximum temper-
ature values occur at the interface of the chip underside and the tool rake face, where 
the mechanical energy is almost completely converted into thermal energy by chip 
formation and because of the friction between chip and tool.

Davis et al. [2] and Barrow et al. [3] described different sensor principles for tem-
perature measurement that can be classified in thermochemical, optical and thermoe-
lectric effects. Optical measurement is a contactless approach that records the emitted 
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radiation during machining with a high temporal resolution by pyrometers [4] or 
infrared cameras [5]. The problems with the acquisition of the cutting edge temper-
ature are the limited spatial resolution and the impaired local accessibility of the tool 
area where the maximum temperatures occur. In order to measure temperatures close 
to its point of origin optical fibers can be placed as near as possible to the contact 
point between the tool and the workpiece by means of bores in the tool [4].

Other methods for temperature monitoring use thermoelectric effects. 
Thermocouples are one of the most widespread applications for temperature meas-
urement during machining. The operational principle is based on the Seebeck effect. 
Two dissimilar electroconductive materials connected in an electric circuit generate an 
electric voltage if their contact point (hot junction) is heated. The potential difference 
between the hot and the cold junction is a function of the temperature. The value of 
the induced voltage depends on the combination of the materials in the thermocouple 
and is determined by the temperature dependent Seebeck coefficients. It can be calcu-
lated by Eq. (1) integrating the resulting Seebeck coefficient S of both active partners 
(A, B) in the temperature limits (T1, T2) between the hot and the cold junction.

Khajehzadeh et al. [6] embedded a thermocouple in the indexable insert to measure 
the temperature close to the tool rake face during turning of the aluminum alloy EN 
AW-7075 with and without ultrasonic vibration assistance in the cutting direction. 
The thermocouple showed a low sensitivity while turning without ultrasonic vibration 
assistance (vc = 30 m/min, ap = 1 mm, f = 0.14 mm) reaching a steady state of about 
240 °C just after 20 s. Vibration amplitudes of 8 µm and 10 µm resulted in a higher 
sensitivity and lower temperatures. In contrast to Khajehzadeh et al., O’Sullivan and 
Cotterell [7] integrated a pair of thermocouples into the workpiece to measure the 
temperature during turning of EN AW-6082 aluminum alloy. As a result of increasing 
tool wear the temperatures rose from 70 °C up to 90 °C (vc = 165 m/min, ap = 1 mm, 
f = 0.1 mm). According to Vieregge [1, S. 34] just a very small percentage of the over-
all heat is transmitted to the workpiece. Therefore Ay et al. [8] measured higher tem-
peratures up to 100 °C with thermocouples embedded into the indexable insert at nine 
different positions despite machining with lower cutting parameters (vc = 115.3 m/
min, ap = 0.25 mm, f = 0.1 mm). The steady-state temperatures distinguished in rela-
tion to the sensor position. However, Attia et al. [9] showed in simulative and exper-
imental studies that embedded thermocouples have a strong influence on the heat 
conduction and distribution within the tool.

An alternative principle to avoid the spatial influence on the heat flux is the 
tool-workpiece thermocouple that has been the subject of early investigations by 
Gottwein [10], Shore [11] and Herbert [12]. They formed a dynamic thermocouple 
measuring the thermoelectric voltage, which was generated by the dissipated heat 
between the electroconductive tool and the workpiece.

For an exact determination of the temperature a reference calibration is required 
by heating the tool-workpiece thermocouple and comparing the resulting thermoelec-
tric voltage with a reference thermocouple. Despite the fact that the thermoelectric 

(1)UTh(T) = UTh,B − UTh,A =

T
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voltage corresponds just to the average temperature of the interface of the tool and 
the workpiece [13, 14] it still provides a temperature measurement close to its point 
of origin. Consequently, it should result in more accurate temperature values than 
embedded thermocouples if the generation of secondary thermoelectric voltages can 
be suppressed. They emerge when the cold junction points at the tool and at the work-
piece warm up because of process heat [3]. Thus, the tool and the workpiece have to 
be electrically insulated from the machine.

Many studies used the tool-workpiece thermocouple method for the examina-
tion of process temperatures during metal cutting operations. Santos et al. [15] utilized 
the tool-workpiece thermocouple to measure the interface temperature in turning of 
the aluminum alloys EN AW-1350 and EN AW-7075 with a cemented carbide index-
able insert. They measured relatively high temperatures of approximately 420 °C (EN 
AW-1350) and 650 °C (EN-AW 7075) during machining with a cutting speed of 600 m/
min, a depth of cut of 1 mm and a feed of 0.3 mm. In their design of experiment they 
concluded that the cutting temperature rises with increasing cutting speed and feed 
while it decreases with rising depth of cut. Furthermore, they demonstrated the usa-
bility of contact brushes (aluminum alloy) during machining with flood cooling and 
minimum quantity lubrication. Byrne [16] also found an increase of the average inter-
face temperature up to 330 °C with increasing feed (vc = 172 m/min, ap = 1.1 mm, 
f = 0.06 mm–0.48 mm). However, this rise was nonlinear and decreased for higher feeds.

There are several methods for temperature measurement during machining dis-
tinguishing themselves by their temperature range, spatial and temporal resolution, 
measurement dynamics, calibration procedure, accessibility to the heat source etc. 
Despite the fact that embedded thermocouples are a widely used, low cost device for 
measuring local temperatures their measurement values are still delayed depending on 
the distance to the heat source. Tool-workpiece thermocouples could overcome this 
disadvantage. Nevertheless, the results of both methods in the current state-of-the-art 
of science and technology are difficult to compare due to the different tool-workpiece 
material combinations and process conditions. Therefore, this paper examines both 
methods simultaneously by implementing them into the experimental setup. Equal 
process conditions should allow for a comparison regarding the above-mentioned 
characteristics.

2  Measurement Methods and Experimental Setup

2.1  Specimens and Cutting Tool

For the experimental investigations rotationally symmetric specimens consisting of 
the aluminum alloy EN AW-2017 (T4) were used. They had a total length of 80 mm 
and were stepped. For a length of 60 mm the diameter was 37 mm and for the rest of 
the length the diameter amounted to 25 mm. The shorter side was utilized for clamp-
ing using a dead length collet chuck.

Finish machining experiments were conducted with uncoated cemented carbide 
(HTi10) indexable inserts from the company Mitsubishi Materials. The tools of the 
type CCGT 09T304-AZ were made for machining of aluminum materials. A chip 
breaker on the rake face enhanced chip control. Additionally, the polished rake face 
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decreased built-up edge formation. The tools were characterized by a tool included 
angle of 80°, a clearance angle of 7°, and a rake angle of 26° near the cutting edge. 
In connection with the tool holder used the nominal tool cutting edge angle was 95°. 
To describe the cutting edge microgeometry it was optically recorded by a 3D laser 
scanning microscope and analyzed at ten orthogonal profile sections along the cut-
ting edge. The mean values of the measurements resulted in a cutting edge radius of 
1.6 µm, an edge rounding of S

α
 3.35 µm and S

γ
 3.39 µm (KS = 1).

2.2  Measurement Principles and Implementation

Two different measurement principles were applied to measure the generated heat 
close to its point of origin and to analyze their potential for temperature monitoring in 
turning of aluminum alloys. Furthermore, the setup was extended to measure the com-
ponents of the resultant force during turning.

In order to predict not only the temperature but also the heat distribution inside 
the indexable insert three sheath thermocouples (TCs) of the type K were embedded 
into the tools. Previous investigations revealed a low sensitivity of thick thermocou-
ples with a diameter of 0.5 mm. Consequently, thinner thermocouples with a sensor 
diameter of 0.245 mm were used and placed as close as possible to the corner of the 
indexable inserts. The positioning bores perpendicular to the tool reference plane were 
manufactured by electro-discharge machining and had a diameter of approximate 
0.25 mm. Figure 1 shows the arrangement of the bores in the indexable insert. The 
resulting shortest distance of the sensor tips to the chip breaker geometry was about 
95 µm. In combination with a clearance angle of 7° the distance of the bore open-
ings was around 620 µm away from the cutting edge. The three connection sleeves of 
the sheath thermocouples were held in position by a designed holder device shown in 
Fig. 1. Additionally, the flexible thermocouple probes with a length of 25 mm (TC3) 
and 40 mm (TC1, TC2) were adhered to the tool holder.

Fig. 1.  Tool-side setup for temperature measurement by embedded thermocouples and tool-
workpiece thermocouple
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The signal cables of the embedded thermocouples were connected to a SCB-68 
connector block from National Instruments which represented the cold junction of the 
setup.

Additionally to the temperature measurement setup, the tool holder was mounted 
on a three-axis dynamometer of the type 9257 A (Kistler) which was connected to 
a charge amplifier of the type 5070A (Kistler). Thus, thermomechanical interactions 
during machining could be investigated.

Furthermore, a tool-workpiece thermocouple was implemented into the experi-
mental setup to investigate the potential of thermoelectric signals for process moni-
toring. Therefore, the tool and the specimens were electrically connected at thermally 
independent points. On the one hand, an insulated copper wire was clamped on the 
indexable insert on the opposite corner of the engagement point of the cutting edge 
(see Fig. 1). On the other hand, the rotating specimens were connected by two cop-
per-graphite brushes which were positioned by a designed brush holder device close 
to the dead length collet chuck. The impact of wo tension springs pressed the brushes 
against the running surface to ensure consistent contact conditions.

The tool holder was electrically insulated by an insulation foil. On the workpiece 
side, a clamping ring consisting of electrically non-conductive polyoxymethylene was 
placed between the specimen and the dead length collet chuck. Furthermore, the brush 
holder was insulated by mounting it onto a bolt that was covered with phenolic paper.

The resultant thermoelectric signals were recorded by a digital multimeter 
(DAQ6510) from Tektronix with an integrated multiplexer card (type 7700) that ena-
bles the measurement of multiple electrical parameters. All signals were subsequently 
received and processed via the graphical software LabVIEW.

For the conversion of the thermoelectric voltages into the average temperature 
of the contact surface the tool-workpiece thermocouple had to be calibrated. The 
Seebeck coefficients of the thermoelectric materials were determined before turning. 
Therefore, for both materials a small specimen was clamped between two electrodes 
into the LSR-3 Seebeck measuring device from Linseis. Each specimen was contacted 
with two thermocouples at a distance of 8 mm between each other. The measurement 
arrangement was placed into a furnace where the air was replaced by helium 4.7. 
Under constant thermal ambient conditions, the specimens were heated from room 
temperature to 600 °C (EN-AW 2017) or 800 °C (cemented carbide), respectively, 
in steps of 100 °C by a heating coil in the lower electrode. The defined temperature 
difference over the specimen and the resulting thermoelectric voltage were measured 
by two thermocouples. Consequently, the temperature dependent Seebeck coefficient 
could be determined using Eq. (2).

The Seebeck coefficients calculated from the measured values are displayed as a 
function of the temperature by a third degree polynomial fit using the method of least 
squares based on a bi-square weighting (see Fig. 2(a)). The difference between the 
two curves provided the resulting Seebeck coefficient of the tool-workpiece thermo-
couple which was applied to Eq. (1). Thus, the integral was solved with the condi-
tion of an ambient temperature of T1 = 296.15 K. These constant climatic conditions 

(2)S =
UTh

T
1
− T

2
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were guaranteed by an air conditioning system in the laboratory. Figure 2(b) shows 
the resulting mathematical relationship between the measured voltage and the inter-
face temperature.

2.3  Machining Experiments

The machining experiments were conducted on a precision lathe of the type 
SPINNER PD 32. During pre-machining the feed (0.1 mm), the depth of cut 
(0.5 mm), and the cutting speed (150 m/min) were kept constant on a machining 
length of 50 mm keeping a cylindrical section of 10 mm as cold junction for the elec-
trical brush contact. To avoid a significant heating of the specimen, the specimen was 
cooled down with a cold air nozzle.

After pre-machining the specimens had a diameter of 31 mm. In the finish 
machining experiments, the influence of the feed and the depth of cut on the tem-
perature development close to the shear zone were investigated. Therefore, the feed 
was varied between 0.04 mm and 0.2 mm and the depth of cut was changed between 
0.4 mm and 2 mm. Both parameters were increased in four equal-sized steps within 
this range. All levels of both parameters were combined using a full factorial design 
of experiments. In earlier investigations [17] the influence of the cutting speed on the 
thermoelectric signals was already examined. Thus, the cutting speed was kept con-
stant at 300 m/min. Due to the measurement setup the experimental investigations 
were performed without any lubrication. For each combination of feed and depth of 
cut, three specimens were machined.

Fig. 2.  (a) Determined Seebeck coefficients of the aluminum alloy EN AW-2017, cemented 
carbide HTi10 and the tool-workpiece thermocouple; (b) Calibration function for the interface 
temperature between tool and specimen in relation to the thermoelectric voltage
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3  Results and Discussion

Within the scope of the experiments general statements can be made about the 
course of the temperature signals acquired by the embedded thermocouples and 
the tool-workpiece thermocouple during one machining operation. The measure-
ment curves of the embedded thermocouples show a degressive increase towards a 
 static-state temperature (see Fig. 3). As the feed and the depth of cut increase, the rise 
of the curve becomes steeper, so that a state of equilibrium between the supplied and 
the dissipated heat is reached after approximately one second.

In contrast, the tool-workpiece thermocouple measures the temperature at the 
interface of the tool and the workpiece where most of the heat is generated. Hence, 
there is no time delay whereby the thermoelectric signal rises with a steep edge at 
the point of the first tool engagement and shows a steady course during machining 
(see Fig. 3). Nevertheless, for a combination of feeds smaller than 0.2 mm and depths 
of cut between 1.2 mm and 2.0 mm almost no chip breaking occurs. Consequently, 
the resulting long and hot chips can touch the brush device holder at the end of the 
machining and therefore reduce the temperature signal due to the heat supply at the 
cold junction point.

Against the odds, TC1 does not measure the highest temperatures during machin-
ing despite being located closest to the shear zone. Instead, TC3 often measures the 
highest temperatures while being located next to the minor cutting edge (see Fig. 3). 
These results can be explained by the rise of the components of the resultant force 
with an increasing cross-section of the undeformed chip. Therefore, the cutting edge 
is exposed to high mechanical loads that partly lead to the cutting edge breakage at 
the position of TC1 (see Fig. 4). Hence, the bores in the indexable insert weaken the 
mechanical stability of the tool. Additionally, TC1 and TC2 are sometimes ripped out 
of their bores by long chips despite being adhered to the tool holder. Because of these 
unstable process conditions only the temperature values of TC3 can be evaluated in 
conjunction with all process parameter settings.

Fig. 3.  Signal curves of the temperature (ap = 1.2 mm, f = 0.04 mm) measured by the 
embedded thermocouples (ϑTC1, ϑTC2, ϑTC3) and the tool-workpiece thermocouple (ϑ(UTh)) 
during machining
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Figure 5 displays the mean values of the temperature over the machining time for 
the tool-workpiece and the embedded thermocouple TC3 considering only the time 
range of the static-state temperatures. The error bars consider the range of the mean 
values of the three tests. The results show higher temperature fluctuations for the 
tool-workpiece thermocouple that could result from the formation of a built-up edge 
on the rake face (see Fig. 4) that might change the contact conditions and the heat dis-
tribution between the tool and the workpiece.

For both measurement methods the temperature rises with increasing feed and 
depth of cut. This effect can be explained by the increase of the cutting power Pc 
which is almost completely converted into thermal energy (see Fig. 6(a)). Despite an 
approximately linear growth of the cutting power the measured temperatures show a 
degressive growth with increasing feed due to a higher heat dissipation over the out-
flowing chip.

Fig. 4.  Image of cutting edge breakage at the position of TC1 and the built-up edge on the rake 
face

Fig. 5.  Influence of the feed and the depth of cut on the temperature measured by (a) the tool-
workpiece thermocouple (ϑ(UTh)) and (b) the embedded thermocouple TC3 (ϑTC3)
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In connection with small cross-sections of the undeformed chip the temperatures 
measured by the tool-workpiece thermocouple are higher or equal to the temperatures 
measured by TC3. However, with increasing depth of cut the local temperature near 
the cutting edge rises stronger than the thermoelectric values. Their results differ from 
each other due to the different measurement principles. The tool-workpiece thermo-
couple measures a temperature at the contact surface and the embedded thermocou-
ple measures a local temperature at one particular point. The heat flux q shown in 
Fig. 6(b) represents the rate of thermal energy that passes through the cross-section of 
the undeformed chip. With an increasing cross-section of the undeformed chip there is 
a decline of the heat flux. This decrease in thermal power per surface area results in a 
lower mean temperature at the interface of the tool and the workpiece compared to the 
local temperature near the cutting edge.

4  Summary and Conclusion

The results of the experiments show that the temperature measurement with the 
tool-workpiece and the embedded thermocouple are both affected by the cross-section 
of the undeformed chip. However, the temperature changes differ due to the specific 
measurement principles.

Although embedded thermocouples can measure higher temperatures under cer-
tain process conditions than the tool-workpiece thermocouple they have to be placed 
very close to the cutting edge. The experimental results show that the reduction of 
the spatial distance to the cutting edge can affect the stability of the cutting edge as 
well as the measurement. However, an increasing distance to the area of heat gener-
ation would further reduce the sensitivity of the embedded thermocouples. Thus, the 
method is probably not as suitable as the tool-workpiece thermocouple for monitoring 
large temperature changes in a short time.

Fig. 6.  Influence of the feed and the depth of cut (a) on the cutting power Pc and (b) the heat 
flux q
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The tool-workpiece thermocouple seems well suited for a real-time process moni-
toring due to its high sensitivity. Especially in the finish machining of parts where the 
depths of cut and feeds are usually lower the thermoelectric signals can represent very 
accurately the process temperatures close to their point of origin without changing the 
heat flux inside the tool. However, the application of the tool-workpiece thermocou-
ple demands the elimination of secondary thermoelectric voltages and short circuits 
which is challenging if long chips contact the brush holder device. As a result, the 
copper-graphite brushes could be replaced by fiber brushes which contact the spec-
imen in a groove at the external diameter. This setup is more compact and avoids 
obstructions of the chip flow. Further investigations should exhibit the functionality of 
this setup and the influence of changing contact conditions introduced by wear on the 
resulting thermoelectric signals.

The findings provide important information for the application of thermoelectric 
signals for a precise and highly sensitive temperature measurment that could enable a 
real time monitoring of the process changes and surface layer properties.
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Abstract.  Grinding is an established process for gear manufacturing, as good 
geometric and surface quality can be achieved. For bevel gears, grinding is 
used in case of high demands on accuracy and reproducibility. In industry, 
design of bevel gear grinding processes is usually based on experience. An effi-
cient design of grinding processes can be performed based on the cutting force. 
Knowledge of the cutting force is necessary to predict the process influence on 
the workpiece and the wear of the grinding tools. For bevel gear grinding, no 
cutting force models exist. To model the cutting force in grinding processes, 
the contact conditions must be known. In this report, a model of the geometric 
contact conditions in bevel gear grinding is presented. The model is validated 
by comparing the simulated bevel gear flank with the ideal flank. Finally, the 
relation between simulation and measured process loads is analyzed.

Keywords:  Bevel gear grinding · Force modeling · Efficient process design

1  Introduction and Motivation

Due to increasingly high demands regarding load-carrying capacity and noise excita-
tion behavior of gear drives, hard finishing of gears has become a necessary process 
step in many cases [1]. Hard fine machining by means of grinding is an established 
process for the manufacturing of gears for a wide range of applications, as high 
geometric and surface quality can be achieved [2]. For bevel gears, grinding is used 
especially in case of high demands on geometric quality and reproducibility, such as 
for automotive transmission applications [3].

In the industrial environment, the design of bevel gear grinding processes is 
usually performed based on experience [4]. Suitable process parameters are deter-
mined for each workpiece geometry and tool specification in empirical studies. It is 
not known whether the derived process parameters are in the range of the maximum 
productivity. An efficient design of productive bevel gear grinding processes can be 
based on the cutting force. Knowledge of the cutting force is necessary to predict the 
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thermal influence on the workpiece as well as the wear of the grinding tool [5]. The 
cutting force therefore plays a decisive role in a knowledge-based design of grinding 
processes.

2  State of the Art

In the field of bevel gear manufacturing, the cutting process has been the main focus 
of research in the past years [6–8]. For plunging bevel gear grinding, an empirical 
model to predict the risk of grinding burn considering the process parameters was 
developed [4]. However, the results are only valid for limited boundary conditions. 
Models for predicting the cutting force in bevel gear grinding do not exist so far.

A model that is frequently used in grinding processes is the cutting force model 
according to Werner [9]. According to this model, the normal grinding force is pro-
portional to the chip cross-section and the chip thickness [9]. This relation is in agree-
ment with other cutting force models, such as the model according to Kienzle [10]. 
The same proportionality was later also used in other grinding force models, such as 
those by Bock or Jankowski [11, 12]. The investigations of Grinko have shown that 
the cutting force is also proportional to the chip cross section in discontinuous pro-
file gear grinding [13]. Furthermore, Scheffler already successfully transferred the 
approach of Werner to continuous generating gear grinding [9, 14].

In addition to the proportionality to chip thickness and chip cross section, other 
characteristic geometric process values are also assumed to be proportional to the cut-
ting force in other grinding force models. Thus, Masslow and Brückner found pro-
portional relations between the material removal rate and the cutting force [15, 16]. 
The same relation was later shown by Rütti and Kampka for gear honing [17, 18].

Overall, it can be seen that the exact contact conditions between tool and workpiece 
are required to model the grinding force. In earlier investigations, the applicability of 
the Werner model for plunging bevel gear grinding was analyzed by approximating the 
material removal [19]. Due to the complex contact conditions, it has not yet been pos-
sible to carry out a precise examination of the relation between the geometric process 
values and the process forces for plunging or generating bevel gear grinding.

3  Objective and Approach

The prediction of the cutting force is of fundamental relevance for a knowledge based 
grinding process design [5]. Therefore, the objective of the investigations presented in 
this report is to check the transferability of existing approaches for the cutting force 
calculation to bevel gear grinding. The prediction of the cutting force in grinding pro-
cesses is usually based on the geometric contact conditions between grinding wheel 
and workpiece. To date, the contact conditions in bevel gear grinding are usually 
determined in a simplified way by means of analytic equations, averaged over the pro-
cess duration [20]. In the following, this knowledge deficit shall be eliminated.

In order to derive the contact conditions, the process kinematics of plunging and 
generating bevel gear grinding are implemented in a numerical model. Out of the 
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intersection between grinding wheel and bevel gear, geometric process values such 
as material removal and chip cross section can be determined for every time step and 
every location on the grinding wheel profile and on the tooth flanks. In this report, the 
simulation model will be validated based on a comparison of the simulated tooth gap 
geometry with nominal data. Subsequently, it is checked whether the cutting force in 
bevel gear grinding can be predicted based on the geometric contact conditions in com-
bination with existing force models. In the future, modeling of the local cutting force 
out of the local geometric contact conditions in bevel gear grinding shall enable the 
optimization of process design as well as a prediction of thermal damage and tool wear.

4  Modeling of Bevel Gear Grinding

Many established approaches to predict the cutting force are based on geometric pro-
cess values. For this reason, the contact conditions in bevel gear grinding are to be 
modeled in order to enable the determination of the geometric process values. The 
simulation model is presented in the following.

4.1  Introduction of the Simulation Model

An established method to predict the geometric contact conditions in gear manufac-
turing is the numerical penetration calculation. Penetration calculations have already 
been developed at WZL for gear hobbing [21], generating gear grinding [14] and 
bevel gear cutting [6]. The method was transferred to bevel gear grinding within the 
scope of the investigations presented. The simulation procedure is shown in Fig. 1.

To model bevel gear grinding, a pre-machined discretized tooth gap geome-
try and a bevel gear data set in Klingelnberg neutral data format are required. The 
 pre-machined tooth gap discretized into a point cloud arranged in planes can be gen-
erated by a simulation of bevel gear cutting or deep grinding. The neutral data include 
the geometry of the ground bevel gear and the grinding wheel as well as the process 
kinematics. Out of the neutral data, a discretized grinding wheel is calculated.

Fig. 1.  Modeling of bevel gear grinding process with simulation BevelGrind
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The pre-machined bevel gear gap and the grinding wheel are positioned in relation 
to each other based on the process kinematics, center of Fig. 1. Then, the intersection 
of the bevel gear and the grinding wheel is determined. By projecting the cutting edge 
onto the individual discretized planes of the gap, the three-dimensional intersection is 
reduced to a two-dimensional problem. The intersection points between the planes of 
the gap and the projected grinding wheel contour are determined. Based on this, the 
determination of the cut cross-section and the new gap geometry is carried out for the 
individual tooth gap planes. Subsequently, the tooth gap and grinding wheel are repo-
sitioned for the next time increment until the full infeed is achieved.

The penetration calculation is followed by the evaluation of the characteristic 
geometric values of the bevel gear grinding process such as the chip thickness or the 
material removal rate. The geometric values are evaluated either globally, as course 
over the process time, or locally, related to the grinding wheel profile or the tooth flank.

4.2  Validation of the Simulation Model

The manufacturing simulation of bevel gear grinding shall be used to predict the 
geometric process values. To enable an accurate prediction, it must be ensured that 
the model represents the geometric relations with sufficient accuracy. The validation 
of the prediction will be done by comparing the simulated tooth flank geometry with 
the ideal geometry. For this purpose, a method is applied that is based on a procedure 
previously used for the validation of the bevel gear cutting simulation BevelCut [22].

As input data for the validation, the simulated tooth gap and nominal measure-
ment data are required. The nominal measurement data are generated in the bevel gear 
design software and represent the ideal flank geometry. The simulated flanks as well 
as the nominal measurement data are given as point clouds with different point dis-
tribution. First, the points that represent the flanks of the simulated gap are adapted 
to the point distribution of the nominal measurement data by means of interpolation 
[22]. Then, the validation is carried out with a pointwise distance calculation between 
nominal measurement data and simulated flanks. The result of the validation for the 
simulation of plunging bevel gear grinding is shown in the upper half of Fig. 2.
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Fig. 2.  Validation of bevel gear grinding simulation
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On the left, the deviations are shown for the convex flank, on the right for the con-
cave flank. Light colors correspond to a low deviation, dark colors to a high deviation 
between simulation and nominal measuring data. The comparison shows that the larg-
est deviation occurring is ∆max = 0.17 µm. The mean value of the absolute deviation 
is |∆|mean = 0.04 µm. The comparison with the nominal measurement data shows that 
modeling of plunging bevel gear grinding is performed with high accuracy.

Afterwards, the simulated pinion geometry was compared with the correspond-
ing nominal measurement data. The resulting deviations are shown in the bottom 
of Fig. 2. For the pinion, the maximum deviation is ∆max = 0.19 µm. The average 
deviation is |∆|mean = 0.05 µm. The results show that generating bevel gear grinding 
is modeled with high accuracy. Since the accuracy of the simulation correlates with 
the temporal and spatial resolution, a reduction of the deviations could be possible. 
However, as the proven accuracy is comparable to the accuracy of common gear 
measuring machines it is assumed to be sufficient for a prediction of the force and the 
local loads.

5  Comparison of Simulation and Measurements

In the following, the simulated course of the material removal rate will be compared 
with measurement results. In bevel gear grinding, measurement of the cutting force 
is only possible after a complex adjustment of the gear clamping, which can also 
have an effect on the system stiffness. As an alternative to the measurement of the 
cutting force, process monitoring of grinding processes can be based on the measure-
ment of the tool spindle power [23]. For grinding processes, the tool spindle power is 
commonly linear proportional to the tangential cutting force and can be determined 
from the machine tool control or by means of external power sensors [24, 25]. In the 
following chapters, tool spindle power measurements performed with a Montronix 
power sensor will be shown. Considering existing force models, the material removal 
rate and the measured tool spindle power are expected to show a proportional relation.

The spindle power measurements were carried out with a within the project DFG 
KL 500/187-1 at Scania CV AB in Södertälje, Sweden. The tests were performed on 
a Gleason PHOENIX®II 600G bevel gear grinding machine with Saint-Gobain grind-
ing wheels that contained rod-shaped sintered corundum (Altos) grains. The test gears 
were manufactured from conventional case hardening steel. Pinion grinding was per-
formed by generating and ring gear grinding by a plunging process with vector feed 
and eccentric motion.

5.1  Correlation of Simulation and Measurement for Plunging

The comparison of the simulated material removal rate with the measured course of 
the tool spindle power over the machining of one gap is first done for plunging bevel 
gear grinding. The result of the comparison is shown in Fig. 3. As already shown in 
previous investigations, the spindle power averages the eccentric-related variation 
[24]. Therefore, the course of the spindle power is compared with the average value 
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of the material removal rate. In the simulation, the average material removal rate 
increases rapidly at the beginning of the process, but then remains almost constant. 
However, the measurement shows that the tool spindle power increases over the entire 
process duration, see right side of Fig. 3.

The increasing power in plunging bevel gear grinding despite theoretically 
approximately constant material removal was attributed to a change in the contact 
conditions due to elasticity in previous investigations [19]. Elastic deformation of 
grinding wheel and machine tool can lead to a significant change of the effective con-
tact conditions compared to the theoretical contact conditions in an ideally rigid sys-
tem [26, 27]. From the measurement it is also evident that the spindle power increases 
throughout a time period that significantly exceeds the theoretical grinding duration 
∆t. This suggests that the spindle power in the process already increases before con-
tact between grinding wheel and bevel gear occurs. This increase in spindle power 
before initial contact was attributed to oil friction in the contact zone in previous 
investigations [28].

Overall, the comparison of the calculated material removal rate and the measured 
spindle power supports earlier investigations, according to which it was assumed that 
elasticity-related changes during plunging bevel gear grinding lead to an excessive 
increase in tool spindle power and cutting force [19, 24, 28]. In the future, it will be 
necessary to investigate more closely how the contact conditions in plunging bevel 
gear grinding change due to elasticity during the machining of one tooth gap.

5.2  Correlation of Simulation and Measurement for Generating

In this chapter, the simulated material removal rate and the spindle power are com-
pared for generating bevel gear grinding. The result of the comparison for grinding of 
one gap is shown in Fig. 4. In contrast to plunging bevel gear grinding, the courses for 
generating bevel gear grinding show a high similarity. Both the material removal rate 
and the spindle power increase linearly up to the maximum value and then drop line-
arly back to zero with a comparable gradient. The simulated process duration is also 
equal to the measured duration.
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Fig. 3.  Comparison of simulation and measurement for plunging bevel gear grinding
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The results show that for generating bevel gear grinding, the spindle power and 
thus the tangential cutting force is proportional to the material removal rate. This is in 
agreement with common force models [15–18]. From the determined correlation, it 
can be seen that the discrepancy between material removal rate and spindle power in 
plunging bevel gear grinding is a process phenomenon and cannot be explained by a 
general behavior of the bevel gear grinding machine.

The examinations reinforce the assumption that in plunging bevel gear grinding, 
the elasticity in combination with the special geometry lead to a change in contact 
conditions that is not considered in current force models. In the following, it will be 
examined in more detail to what extent the force in generating bevel gear grinding can 
be predicted using the developed numerical simulation model.

6  Modeling of the Cutting Force for Generating

As previously explained, the cutting force in grinding processes is often assumed to 
be proportional to the material removal rate. The material removal rate is linear pro-
portional to the feed rate, which for generating bevel gear grinding is represented by 
the rolling velocity vw. The cutting speed vc has no direct influence on the material 
removal rate. Rütti proposed the following equation for calculating the cutting force 
F(t) from the material removal rate Qw and the cutting speed vc, see Equation (1) [17]. 
The coefficient K represents influence factors such as grinding wheel, coolant and 
temperature, which are assumed to be constant.

As the components of the cutting force are commonly approximately proportional to 
each other, it is assumed that the tangential component of the cutting force can also be 
calculated according to the equation. In Fig. 5, the tangential cutting force calculated 
with Equation (1) from the simulated material removal rate Qw and the cutting speed 
vc is compared to the tangential cutting force calculated from the measured spindle 
power. The coefficient K was determined based on one measurement and was not 

(1)F(t) = K ·

Qw(t)
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adjusted afterwards. In the future, the influence factors on the coefficient K will be 
analyzed and determined for different process specifications.

The comparison shows that the equation according to Rütti in combination with 
the simulation model of generating bevel gear grinding can be used to predict the 
influence of the rolling velocity vw and the cutting speed vc on the course of the cut-
ting force with good agreement. Thus, the objective to predict the cutting force could 
successfully be realized for generating bevel gear grinding.

Based on the simulated local material removal rate related to the gear flank or the 
grinding wheel profile, the developed simulation in combination with the force model 
can be used for a prediction of local loads on bevel gear and grinding wheel. This can 
enable the prediction of local thermal damage and grinding wheel wear in the future. 
For plunging bevel gear grinding, it must be investigated in more detail to what extent 
the effective contact conditions change over the process time due to elasticity.

7  Summary and Outlook

Grinding of bevel gears is an established process in the production of gear drives. 
Due to the complex kinematics, the predictability of bevel gear grinding processes 
has been limited. To determine the cutting force, the exact contact conditions between 
bevel gear and grinding wheel must be known. In the present report, a numerical sim-
ulation model was introduced with which the contact conditions in plunging and gen-
erating bevel gear grinding can be determined. With the help of the simulation model, 
the characteristic geometric process values can be predicted. In this report, a geomet-
ric validation of the simulated tooth gap was carried out using nominal measurement 
data. It was found that the maximum deviations between the simulated tooth flanks 
and the nominal flanks are ∆max < 0.2 µm for both plunging and generating bevel 
gear grinding. The proven accuracy is assumed to be sufficient for further modeling 
purposes.

Fig. 5.  Comparison of calculated force and measurement for generating bevel gear grinding
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In the investigations presented, the simulated course of the material removal rate 
for plunging and generating bevel gear grinding was compared with the measure-
ment of the tool spindle power. For plunging bevel gear grinding, a different course 
of material removal rate and spindle power was obtained. This fact was already estab-
lished in earlier investigations and was attributed to changes in contact conditions 
caused by elasticity [19, 24, 28]. However, a proportional correlation between simu-
lated material removal rate and measured tool spindle power was determined for gen-
erating bevel gear grinding.

In addition, it was found that in combination with an equation established by 
Rütti the influence of the process parameters on the cutting force in generating bevel 
gear grinding can be predicted with the simulation model [17]. Thus, the objective 
to develop a model for the cutting force could be achieved for generating bevel gear 
grinding. For plunging bevel gear grinding, it will be necessary to investigate in more 
detail how the contact conditions change during the process due to elasticity.
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Abstract.  The process principle of electrochemical machining (ECM) is based 
on anodic material dissolution at the interface between the workpiece surface 
and an electrically conductive solution without any mechanical or significant 
thermal impact on the workpiece surface. As the material removal mechanism 
is contact- and force-free it is independent of mechanical properties of the 
workpiece material such as strength or hardness.

In this paper, a methodology to perform the process design of pulsed elec-
trochemical machining (PECM) for manufacturing a three-dimensional geome-
try based on a sequence of standardized material characterization experiments, 
data processing and multiphysics simulation is shown. As a part of param-
eter studies, the machining parameters cathode feed rate and process voltage 
were varied to determine their influence on the resulting workpiece geometry. 
Resulting process conditions as for example the working gaps and electric 
current density distributions were analyzed and compared with experimental 
results.

Keywords:  Pulsed electrochemical machining (PECM) · High-strength mate-
rials · Process design

1  Introduction

Pulsed electrochemical machining (PECM) is based on the same principle like con-
ventional electrochemical machining (ECM) but is characterized by a pulsed electric 
current in combination with an oscillating tool. PECM is suitable for the manufac-
turing of high strength materials for instance powder metallurgical steels and it is 
therefore an established manufacturing technology in the fields of medical devices, 
aerospace components and tools [1].
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Figure 1 shows the principle of pulsed electrochemical machining with oscillating 
cathode, which can be described by four consecutive phases. The distance between 
the cathode and anode decreases from phase I to phase II and an electric current pulse 
is triggered at the bottom dead center of the oscillation and anodic material dissolu-
tion takes place. Afterwards, the cathode moves to the top dead center of the oscil-
lation in phase III and the working gap is flushed to provide fresh electrolyte for the 
next electric current pulse in phase IV. Main influences on the electrolyte properties 
during pulsed electrochemical machining are the evolution of process gases such as 
hydrogen and oxygen, an increase of the electrolyte temperature and the occurrence of 
reaction products [2].

PECM has several advantages in comparison to conventional electrochemical 
machining. The implementation of a pulsed electric current, instead a continuous cur-
rent, leads to higher accuracy and process stability [3]. A further improvement is the 
combination of a pulsed electric current with an oscillating cathode to increase the 
distance between the anode and the cathode during the pulse-off time and in conse-
quence renew the electrolyte conditions within the working gap [4].

Due to the high complexity of the process principle and the variety of adjusta-
ble process parameters, the design of the PECM process for manufacturing of 
 three-dimensional geometries requires a cost intensive and time-consuming, iterative 
procedure to achieve precise results. Therefore, multiphysics simulation is a suitable 
method to enable the process design for ECM and PECM by calculation of resulting 
workpiece geometries, analyzing electrolyte properties within the working gap and by 
optimization of the tool shape [5]. For this purpose, it is necessary to develop simula-
tion models, which describe relevant physical phenomena as well as the formation of 
the resulting workpiece geometry within practical computational effort limits.

Fig. 1.  Principle of pulsed electrochemical machining (PECM) with oscillating cathode 
(s - position of cathode, I - electric current); Flushing (I); Dissolution (II); Flushing (III); 
Dissolution (IV)
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In this study a methodology to perform the process design for a rotationally 
symmetric external geometry based on a sequence of standardized material charac-
terization experiments, data processing and multiphysics simulation is shown. The 
workpiece geometry is based on typical dimensions of punches for forming processes. 
The recorded data of multiple characterization experiments were merged and ana-
lyzed in order to calculate relevant electrochemical material properties. The results 
were integrated into a central PostgreSQL database set up and served as input for the 
PECM process simulation models. The multiphysics simulations were performed to 
model the machining process considering relevant physical phenomena and the exper-
imentally obtained material-specific dissolution behavior. As a part of the parameter 
studies, the machining parameters cathode feed rate and process voltage were varied 
to verify the validity within a considered parameter range and identify limits of the 
simulation models. Resulting working gaps and electric current density distributions 
were analyzed and compared to experimental results.

2  Design of Pulsed Electrochemical Machining Processes

Figure 2 summarizes the simulation-based design of PECM processes schematically. 
First step is the analysis of the initial workpiece geometry, material, treatment condi-
tion as well as the requirements of the part to be machined, such as geometric toler-
ances or surface quality. Following a rough concept of the material removal process 
with its relevant input parameters, such as tool geometry, feed rate, working voltage 
as well as pulse frequencies and pulse durations, is outlined. Based on the order to 
implement this concept into a process simulation model, the electrochemical proper-
ties of the workpiece material have to be determined experimentally.

During this removal characterization after DIN SPEC 91399 [6], the current char-
acteristics are recorded under variation of input parameters in order to map material 
removal velocities for a sufficient range of current densities, which may occur dur-
ing the removal process. After that, all relevant electrochemical material proper-
ties are calculated from the recorded process data and integrated into both an online 
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database and process simulation models for subsequent use via developed interfaces, 
as detailed in Sect. 3.2. With all necessary input parameters at hand, suitable machin-
ing parameters are determined within the process simulation model. With the aim to 
validate the simulated results, these machining parameters are further transferred to 
the ECM machine. Current characteristics as well as working distances can now be 
compared between numerically simulated and real machining process. Ultimately, 
limitations of the simulation models are identified to evaluate the applicability of mul-
tiphysics simulation for the design of PECM of external geometries.

3  Standardized Determination of Electrochemical Material 
Characteristics

3.1  Experimental Setup

The material characterization of the 1.3202 alloy was conducted on the EC manufac-
turing machine PEMCenter 8000 following DIN SPEC 91399 [6, 7]. A water-based 
solution with a of NaNO3 content of 8% was used as electrolyte. Both the cathodic 
tool electrode and the anodic sample workpiece were of cylindrical shape with a 
diameter of 12 mm, aligned coaxially. Therefore, a constant machining area during 
the experiments was achieved, allowing for direct calculation of the occurring normal 
current densities from the recorded current characteristics. Relevant process parame-
ters are summarized in Table 1.

3.2  Data Evaluation

In order to describe the electrochemical properties of 1.3202 with sufficient precision, 
52 removal experiments under variation of cathode feed rate and process voltage were 
conducted. These properties include removal velocities, current efficiencies and sums 
of overpotentials, reducing the effective voltage while machining electrochemically, 
as functions of the current density present on the workpiece surface. These functions 
cannot be measured directly. To calculate them from the accumulated process data of 

Table 1.  Process parameters for determination of removal characteristics of 1.3202

Symbol Parameter Value

σel
Electric conductivity of electrolyte 69 mS/cm

pin
Inlet pressure 3.5 bar

pout
Outlet pressure 1.0 bar

vf
Cathode feed rate (0.007 … 0.3) mm/min

Uq
Process voltage (5.5 … 14.2) V

c Duty cycle 0.2
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all experiments, an automated data evaluation workflow as an interface between char-
acterization experiments, material database and simulation environment was devel-
oped within the data science tool KNIME Analytics Platform [8]. As outlined in the 
workflow in Fig. 3, the results can be presented tabularly and graphically and is sub-
sequently integrated into a PostgreSQL database structure. The separated section on 
the right-hand side of this workflow allows accessing all data collected in the past in 
a format suitable for integration in multiphysics simulation. As this data is available 
online, it can also be accessed via web interface.

3.3  Results

Figure 4 shows exemplarily the calculated removal velocity va and current efficiency 
η as functions of the current density J present on the surface of the 1.3202 work-
piece. These material-specific functions are a required input for the process simulation 
model and can be described by continuous segments with no material removal occur-
ring at current densities below 19 A/cm2. The accuracy of this model will be further 
increased by determining the sum of overpotentials. These overpotentials fluctuate 
between 3 and 8 V averaging 5.1 V for the characterized 1.3202 alloy.

Fig. 3.  Data evaluation workflow in KNIME Analytics Platform consisting of consecutive 
import, processing, visualization and database integration of process data, recorded during the 
material characterization. Previously uploaded data can be accessed, filtered and downloaded
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4  Multiphysics Simulation

4.1  Geometry and Methods

The commercial finite element method software COMSOL Multiphysics was used to 
perform the simulations. Considered physical phenomena are electrodynamics, ther-
modynamics and fluid dynamics. The initial state of the process simulation model 
is a cylindrical-shaped sample with an initial outer radius rA,0 of 10 mm, which can 
be seen in Fig. 5. After a certain simulated machining time an equilibrium state is 
reached. The specific time, when an equilibrium state is reached depends on the cath-
ode feed rate. At this state, the final outer radius of the workpiece is formed and the 
workpiece geometry stays constant related to the cathode geometry. Figure 5 schemat-
ically shows the initial state of the model on the left side and the geometry at the equi-
librium state on the right side. The front working area is between the angular cathode 
face and workpiece.

Fig. 5  Initial Geometry (left); Resulting geometry at equilibrium state (right)

Fig. 4.  Removal velocity va (left) and current efficiency η (right) as functions of normal current 
density J
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The side working area is between the vertical cathode inner surface and work-
piece and can be characterized by the resulting side working gap ss. In this context, 
the side working gap is an important criterion because the precise adjustment of the 
final workpiece geometry can be achieved by varying the side working gap due to 
purposeful definition of the process parameter. In this study, the side working gap ss 
is the lateral difference between inner cathode radius rC and outer radius of the anodic 
workpiece after the machining process rA,1 (ss = rc – rA,1). Calculating the removal 
velocity at the anode surface is fundamental to simulate the workpiece formation due 
to anodic dissolution. Therefore, the current density dependent removal velocity of the 
workpiece material was implemented and a primary current distribution model was 
used to calculate the normal current density at the anode surface. In consequence, 
the charge transfer in the electrolyte follows Ohm’s law and electrode kinetic and 
 concentration-dependent effects are neglected. The current density is a function of the 
electric conductivity σ of the electrolyte and the electric field E. To take the influence 
of heat generation and hydrogen production into account the electric conductivity of 
the electrolyte is defined as a function of temperature T and fraction of hydrogen φH

2

. A full description of the simulation methods and definition of domain and boundary 
conditions can be seen in [9–11].

4.2  Results

Selected results of the side working gap ss and electric current I as functions of the 
cathode feed rate vf and process voltage Uq are presented in the following chapter. 
The resulting geometry was measured after the machining process while the electric 
current was monitored and stored during the process by the monitoring system of 
the PEMCenter 8000. A tactile measurement device was used to determine the radii 
experimentally.

Influence of the process voltage on the side working gap and electric current. 
In Fig. 6 the resulting side working gap ss as function of the applied process voltage 
Uq is shown on the left. It is apparent that the side working gap decreases linearly 
with decreasing applied voltage within the considered parameter range. Minimum 
side working gaps in experiment and simulation of about 90 µm and 100 µm, respec-
tively, can be observed. The maximum difference of about 20 µm (13%) can be seen 
at a process voltage of 10 V. On the right, Fig. 6 shows the electric current I as func-
tion of the applied process voltage Uq after reaching the equilibrium state. It can be 
seen that the electric current increases analogue to the side working gap linearly with 
increasing process voltage. An offset of the simulation results compared to exper-
imental results is noticeable. However, the implemented multiphysics simulation 
model predicts the influence of the cathode feed rate on the resulting side working gap 
very well. In consequence, the functionality of the developed methodology could be 
confirmed for the considered process and input parameters.



Design of Pulsed Electrochemical Machining Processes    263

Influence of the cathode feed rate on the side working gap and electric cur-
rent. Figure 7 shows on the left the resulting side working gap ss as function of cath-
ode feed rate vf in negative z-direction. It can be seen that experimental results show 
a decrease of the side working gap with increasing cathode feed rate. Furthermore, 
from Fig. 7 (left) it can be assumed that there will be no significant reduction of the 
side working gap with further increasing cathode feed rate as a result of the regres-
sive approximation. Results from simulation confirms the relation. Very slow cathode 
velocities with very large workpiece formation cannot be predicted accurately by sim-
ulation. Differences of side working gap between experiment and simulation at low 
cathode velocities are a consequence of the summation of inaccuracies due to input 
parameters, simulation methods, numerical solution methods and meshing. All inac-
curacies add up and increase with longer simulated dissolution time and workpiece 
formation.

Figure 7 shows on the right side the resulting electric current I as function of the 
cathode feed rate vf in negative z-direction. The electric current increases with increas-
ing cathode feed rate. Again, the simulation overestimates the electric current for all 
considered values of vf. A limited validity of the developed methodology for values of 

       
0.0 0.1 0.2 0.3 0.4 0.5 0.6
0

200

250

300

350

Si
de

 w
or

ki
ng

 g
ap

 s S
 [µ

m
]

Cathode feed rate in z-direction vf [mm/min]

 Experiment
 Simulation

0.0 0.1 0.2 0.3 0.4 0.5 0.6
0

50

100

150

200

250

300

350

El
ec

tr
ic

 c
ur

re
nt

 I 
[A

]

Cathode feed rate in z-direction vf [mm/min]

 Experiment
 Simulation

Fig. 7.  Side working gap ss (left) and electric current I (right) as functions of cathode feed rate 
in z-direction vf; Uq = 14 V, c = 50 Hz · 4 ms = 0.2

0 8 10 12 14 16
0

50

100

150

200

250
Si

de
 w

or
ki

ng
 g

ap
 s S

 [µ
m

]

Process voltage Uq [V]

 Experiment
 Simulation

0 8 10 12 14 16
0

80

100

120

140

El
ec

tr
ic

 c
ur

re
nt

 I
 [A

]

Process voltage Uq [V]

 Experiment
 Simulation

Fig. 6.  Side working gap ss (left) and electric current I (right) as functions of the process 
voltage Uq; vf = 0.3 mm/min, c = 50 Hz · 4 ms = 0.2



264    I. Schaarschmidt et al.

vf ≥ 0.1 mm/min can be derived from the results, since the difference between the sim-
ulation and experiment exceeds a value of 15% for a cathode feed rate of 0.5 mm/min.

5  Summary and Conclusion

In this study a methodology for the simulation-based process design for pulsed elec-
trochemical machining (PECM) was shown. The entire methodology was presented 
exemplarily for the manufacturing of a rotationally symmetric external geometry. 
Simulation models of ECM processes required material specific dissolution charac-
teristics, which are determined in standardized characterization experiments. Relevant 
electrochemical properties of steel 1.3202, such as removal velocities and current 
efficiencies, were calculated from arising process data via developed interfaces and 
subsequently integrated into both, an online database and a process simulation model. 
Numerical studies on the developed model for PECM of complex external geometries 
were accompanied by experimental verification on an industrial EC manufacturing 
machine. Relevant process parameters such as process voltage and cathode feed rate 
were varied and the resulting workpiece geometries were characterized.

This study confirmed the possibility to adjust the side working gap significantly 
by changing the process parameters. Analysis of the results showed that changing the 
process voltage is the preferred method to vary the side working gap due to the wide 
adjustment range of 125 µm. The process voltage was the process parameter whereby 
the reduction of Uq results in a decrease of the side working gap and the electric cur-
rent. Overall the simulation models showed good agreement with the experiments but 
limitations for simulation models could be derived. Future work should include the 
analysis of the influence of different pulse frequencies and pulse durations on the side 
working gap.
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Abstract.  To improve the wear resistance of cutting tools, PVD (physical 
vapor deposition) coatings are well established in manufacturing. Therefore, 
different PVD hard coating systems have been developed until now. 
Nevertheless, the demands on the functionality of PVD hard coatings have 
become more specific. Reasons for this include increased cutting speeds, the 
machining of high strength materials with low heat conductivity as well as 
the development towards minimum quantity lubrication and dry machining. 
In summary, all these leads to increasing temperatures at the cutting edge. 
As a result, the wear resistance to thermally induced failure mechanisms and 
 self-lubricating PVD hard coatings getting more important. In this work, 
important requirements for PVD coatings for high temperature cutting pro-
cesses are presented. Furthermore, an overview of self- lubricating oxidic coat-
ing systems based on aluminum oxide (Al2O3) and Magnéli-phases as well as 
their wear behavior in cutting application is given.

Keywords:  Tool coatings · PVD · Magnéli-phases · High temperature 
application

1  Introduction

The manufacturing industry is part of a constant development process and undergoes 
significant chances due to new demands, especially in the mobility and energy sector. 
Therefore, new sustainability goals are formulated and corresponding technical solu-
tions are developed. For research, this means the development of new, specially adapted 
materials as well as efficient and cost effective processing methods for them. An indus-
trial well established variant is metal cutting. To improve the wear resistance of cutting 
tools, the application of PVD or CVD (chemical vapor deposition) coatings are state 
of the art. Often CVD is preferred when a very thick coating with high wear volume 
is required, i.e. in turning. In contrast, thinner PVD coatings are more appropriate for 
coating sharp cutting edges. Additionally, lower coating temperatures made the coating 
of heat treated tool steels possible and PVD technology can also be used to synthesize 
metastable coating systems. An industrial established example is titanium-alumi-
num-nitride (Ti,Al)N [1]. In general, PVD coatings for cutting tools need to provide 
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wear protection against abrasion, adhesion and protection against oxidation [1]. PVD 
coatings have a significant effect on the tool life, since interactions between tool and 
workpiece always occur at the surfaces. From an economic point of view, more than 
the increase in service life, an increase of the cutting performance and cost reduction of 
manufacturing are of considerable interest [2]. As a result, the demands on the functions 
of PVD hard coatings are becoming more specific. Reasons for this include increasing 
cutting speeds, machining of materials with higher strengths and lower heat conductiv-
ity as well as the development towards minimum quantity lubrication or dry machin-
ing. In summary all these lead to increasing temperatures at the cutting edge [3]. In 
dry turning of unalloyed steels, temperatures of up to T = 1,000 °C can be reached [4]. 
Simulations for the machining of titanium alloys have also shown that temperatures up 
to T = 1,150 °C can occur [5, 6]. As a result, the wear resistance to thermally induced 
failure mechanisms and reducing cutting forces by self-lubricating PVD coatings are 
getting more important. This can be achieved e.g. by integrating solid lubricants into 
PVD coatings. This work briefly summarizes important requirements for PVD coatings 
for cutting tools exposed to peak temperatures up to T = 1,000 °C on the one hand. On 
the other hand, an overview of oxide coatings based on Al2O3 and Magnéli-Phases and 
their wear behavior in cutting applications is given.

2  Wear on Cutting Tools in High Temperature Applications

Cutting tools in high-performance cutting processes are exposed to unfavorable ambi-
ent conditions. These include varying stress conditions, cyclical mechanical and ther-
mal loads and high cutting temperatures [7]. Thermal loads additionally increase if the 
workpiece material has a low thermal conductivity such as titanium alloys or auste-
nitic, high-alloyed steels. With these material groups, it is not possible that heat occur-
ring during machining dissipates quickly into the chip or the workpiece. Therefore, 
the most heat is transferred to the cutting tool. Additionally, any contact between the 
cutting tool and the workpiece surface causes frictional processes that trigger tool 
wear [4]. According to the current state of research, various individual mechanisms 
need to be considered for the collective term wear. These mechanisms overlap in tri-
bological contact conditions. Hence, it is difficult to distinguished clearly between 
their cause and effect on the tool failure. Figure 1 shows schematically the depend-
ence of tool damage on cutting temperature.

Fig. 1.  Temperature dependence of dominant failure mechanisms at cutting tools [4]
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It can be seen, that the influence of thermally induced damage mechanisms such 
as diffusion and oxidation increases with rising cutting temperatures. Additionally, 
due to high thermal loads at the cutting edge, chipping, transverse and comb cracks 
or partially plastic deformations occur more frequently. In [8] it is mentioned that 
while mechanical damage, including abrasion, early fractures and fatigue, occurs 
nearly independently of the cutting temperature in every machining process, ther-
mally induced damage such as diffusion and chemical reactions increases drastically. 
They are not the direct cause of tool damage, but they lead to a higher susceptibility 
for damage from abrasion or adhesion [8]. Therefore, an effective measure to prevent 
early tool failure is the deposition of a protective PVD hard coating on cutting tools. 
A self-lubricating effect additionally contributes to minimizing the cutting forces, the 
acting mechanical loads and the resulting temperatures.

3  Solid Lubricants

In general, lubricants are used to separate contact surfaces in tribological systems. 
This leads to a reduced coefficient of friction (CoF), reduced heat and noise emission 
and an increased protection against wear [9]. In cutting applications the used cooling 
lubricant (KSS) is additionally utilized to dissipate the generated heat from the cut-
ting zone. Nevertheless, often the cooling lubricant cannot reach the tribological con-
tact point between the cutting edge and formed chip. In such contact situations, PVD 
coating systems can contribute to a friction reduction at the contact point. Therefore, 
PVD coating systems with a high chemical stability and high chemical inertness at 
elevated temperatures or PVD coatings with integrated oxidic solid lubricants can be 
used. The general classification of solid lubricants is not standardized. Nevertheless, 
they can be categorized for technical applications into five groups: Metallic soaps, 
soft metals, compounds with layered lattice structure, polymers and oxidic and 
fluoridic compounds [10]. The most solid lubricants are not applicable at temperatures 
above T = 400 °C or their mechanical properties are not sufficient. In contrast to that, 
oxidic solid lubricants offer a high suitability for usage in high temperature appli-
cations. Suitable tribologically active coatings are either Al2O3, which can be used 
in the as deposited state, or PVD coating systems based on the in situ formation of 
 self-lubricating oxide phases under tribological stress in machining based on refrac-
tory metals such as vanadium (V).

3.1  Al2O3 – As Deposited Friction Reduction

Oxidic coatings based on Al2O3 are particularly suitable as a coating that offers high 
wear protection and friction reduction already in the deposited state. In general, Al2O3 
has a high hot hardness a good chemical stability and contributes to friction reduction 
in tribological contacts [11]. Al2O3 exists in different phase structures. The α-phase 
(corundum) is the only one that is thermodynamically stable at all temperature and 
pressure ranges. In the temperature range T = 400 °C and T = 1,000 °C several met-
astable polymorphic phases are available [12]. Depending on the arrangement of the 
oxygen ions, they can be divided into the hexagonal closest packed (hcp) and face 
centered cubic (fcc) lattice structure. The hcp structures include the trigonal α-phase, 
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the orthorhombic κ-phase and the hexagonal χ-phase. Among the fcc structures the 
cubic γ-phase, the cubic η-phase, the monoclinic θ-phase and either the tetragonal or 
the orthorhombic δ-phase can be assigned [12]. In contrast to the phase stability of 
common γ-Al2O3 ceramics, annealing tests in oxygen containing atmosphere have 
shown that γ-Al2O3 PVD coatings can provide a phase stability up to a significantly 
increased temperature range between T = 900 °C and T = 1,000 °C. However, at 
higher temperatures, an irreversible phase transformation from the metastable γ-Al2O3 
to the stable α-Al2O3 can occur [13]. Such a phase transformation is rather critical 
for coating applications since a volume change leads to increased internal stresses 
and coating delamination [14]. Nevertheless, investigations have shown, that γ-Al2O3 
offers a great potential as a coating system for cutting applications [11, 13–15], due 
to its high hot hardness, its high chemical stability and the contribution to a low ten-
dency of adhesion towards workpiece materials. In general, the eligibility of Al2O3 
as a wear protective PVD coating for cutting tools is already known. Nevertheless, 
the high power pulse magnetron sputtering (HPPMS) technology offers the possibil-
ity to improve the coating morphology and properties of the deposited γ-Al2O3 coat-
ings on an industrial scale. In [14] the high temperature and machining behavior of a 
 HPPMS-Al2O3 coating system was compared with that of an medium frequency mag-
netron sputtering (mfMS)- Al2O3 coating system. Therefore, in order to achieve the 
highest possible coating adhesion, an adapted (Ti,Al)N interlayer was deposited by 
direct current magnetron sputtering (dcMS) or mfMS first. Then the γ-Al2O3 top layer 
was synthesized by HPPMS or mfMs. Scanning electron microscopy (SEM) cross 
section fractures of both coating systems are shown in Fig. 2.

To analyze the high temperature behavior in an oxygen containing atmosphere, 
the samples were annealed at T = 800 °C, T = 900 °C and T = 1,000 °C for t = 1 h. 
The subsequent investigations have shown, that the HPPMS-Al2O3 provides a signifi-
cant higher oxidation resistance compared to mfMs-Al2O3. The phase structure of the 
HPPMS-Al2O3 coating was stable up to T = 900 °C. At T = 1,000 °C the first areas 
of phase transformation to a α-Al2O3 were visible between the interlayer and the top 
layer. In case of the mfMS-Al2O3 coating such a phase transformation has already 
taken place at T = 900 °C. Additionally, the cutting behavior was investigated by mill-
ing the high strength cast alloy GGG70. Figure 3 visualized the width of the flank 
wear marks (VB) as a function of the cutting length (lf) of both Al2O3 coating system 
compared to a commercial titanium-based reference PVD coating. Furthermore, the 
flank wear resulting at the end of the milling tests is shown. In both test series the 

Fig. 2.  SEM cross section fracture of the γ-Al2O3 multilayer coating system [14]
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HPPMS-Al2O3 coating system has covered the longer cutting length until the wear 
criterion of VB < 0.1 mm was reached compared to the other coatings. On average, an 
increase in cutting length of approximately lf = +80% compared to the mfMs-Al2O3 
and of lf = +13% compared to the reference coating was achieved. This is attributed to 
the higher resistance against abrasive wear, and a better thermal and chemical barrier 
effect of the γ-Al2O3 coating system.

3.2  Transition Metal Oxide Hard Coatings – In Situ Formation of  Self-
Lubricating Effect

Sub-stoichiometric oxide compounds are suitable to generate an in situ formation 
of self-lubricating oxide phases in PVD coatings. A number of these oxide com-
pounds are classified as Magnéli-phases after their discoverer Magnéli [16]. Magnéli 
observed that a recurring pattern of oxide formation is present in different material 
systems. He described this as a homologous series that resembles a rhenium oxide 
structure (ReO3-structure) with periodic atomic oxygen defects. The oxygen defects 
are arranged in weak bonded planes within the lattice structure, wherefore the planes 
act as slip planes under shear stress. A schematic representation of this is shown in 
Fig. 4a) using a ReO3-structure as an example [16, 17].

Fig. 3.  Width of the wear marks as a function of the cutting length and the resulting wear [14]

Fig. 4.  a) Representation of the ReO3-structer without (left) and with (right) shear planes, 
b) Temperature activation of the formation of Magnéli-phases [17]
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Theoretically suitable for the formation of Magnéli-phases are the transition met-
als vanadium, titanium, molybdenum or tungsten [18]. Which oxide phase is formed 
in a cutting process depends on the number of missing oxygen atoms until a stoichi-
ometric state is reached [17]. Oxides with a high ion potential contribute to a higher 
friction reduction at elevated temperatures than oxides with a lower ion potential, 
because the increased ionic potential shields cations more effectively. Therefore, 
they are not able to form strong covalent bonds and the formed oxides are softer and 
easier to shear [19]. In addition, these oxide compounds often have a lower melt-
ing point. Due to their ion potential in [19] the oxides Re2O7, B2O3, V2O5, MoO3 
and WO3 are stated as low friction oxides. In particular, the oxides MoO3, V2O5 and 
WO3 are highlighted as promising candidates for friction reduction by the formation 
of Magnéli-phases [17, 20]. In order to integrate self-lubricating Magnéli-phases into 
PVD coatings, the embedding of Ti, Mo or V in already industrially established PVD 
hard coatings is a frequently used approach. Triggered by high cutting temperatures 
self-lubricating Magnéli-phases form due to oxidation processes [3, 17]. Successfully 
developed PVD coating systems that follow this approach are (Ti,Al)N / (VN) multi-
layer coatings and coating systems in which V atoms are directly integrated into the 
crystal lattice of (Ti,Al)N or (Cr,Al)N which is exemplary shown in Fig. 4b). In [21] 
the tribological and cutting behavior of a (Ti,Al)N/VN multilayer coating was ana-
lyzed. At temperatures above T = 700 °C a decrease in CoF due to the formation of 
 Magnéli-phases was determined. Moreover, in machining aluminum alloys for aero-
space and automotive components the achieved service life was twice as long as of the 
uncoated reference tool [21, 22]. In [23] the cutting performance of (Ti,Al,V)N coated 
cutting tools were analyzed in dry milling 42CrMo4. The achieved service life was 
increased by approximately ∆t = +50% compared to the (Ti,Al)N coated reference 
tool [3]. In [24], V containing (Cr,Al)N PVD coatings were synthesized by a com-
bination of Magnetron Sputtering (MS) and HPPMS. By means of SEM significant 
changes in the coating morphology were detected compared to the reference state “as 
deposited” after annealing for t = 4 h at T = 800 °C. Also a change in chemical com-
position have shown that at T = 800 °C the vanadium content and the oxygen content 
at the surface increase. This correlates with the change in coating morphology shown 
in Fig. 5.

Fig. 5.  Coating morphology by SEM before and after annealing [24]
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In comparison to the reference state it is noticeable that a three-layer morphology 
has been developed after annealing which is attributed to diffusion processes of vana-
dium to the surface. The tribological behavior determined by PoD analysis at temper-
atures up to T = 800 °C correlates with these results. The comparison of the received 
CoF’s in Fig. 6 indicates a significant decrease of the CoF at elevated temperatures.

This behavior is attributed to the formation of Magnéli-phases [24]. While 
turning tests of TiAl6V4 and X153CrMoV12 at Iscar LTD, [17] revealed that a 
 self-lubricating (Cr,Al,V)N coating has great potential to significantly increase tool 
life compared to a (Ti,Al)N coated reference tool. The cutting parameters and the 
achieved tool life are shown in Fig. 7a). The service life of the (Cr,Al,V)N coated tool 
until reaching the wear criterion VBmax = 0.3 mm was increased by factor 2.2 com-
pared to the reference. An increase of tool service life was also achieved when turning 
X153CrMoV12. In terms of the occurring flank and crater wear that occur, a reduc-
tion was also achieved in both variants. In Fig. 7b) macroscopic images of occurring 
flank wear after machining TiAl6V4 for ts = 16 min are shown. In case of both coating 
systems no break-outs at the cutting tools are visible. Nevertheless, the (Cr,Al,V)N 
coated cutting tool shows smaller flank wear after the same machining time.

Fig. 6.  CoF analyses of (Cr,Al,V)N and uncoated reference sample against 100Cr6 [24]

Fig. 7.  a) Service life of (Cr,Al,V)N coated cutting tools after cutting TiAl6V4 and b) 
occurring flank wear after t = 16 min [17]
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4  Conclusion

In this work important demands on PVD hard coatings for cutting tools exposed to 
peak temperatures up to T = 1,000 °C were introduced and an overview of coating 
systems based on Al2O3 and Magnéli-phases is given. In summary, PVD coatings in 
high temperature cutting applications need a sufficiently high resistance against ther-
mally induced failure mechanisms. In addition, PVD coatings can contribute to the 
reduction of friction, thus reducing the tribological load on the tools and lowering the 
heat generation in the tribological contact. Due to the high temperatures in tribologi-
cal contacts, PVD coating systems with a high chemical stability and high chemical 
inertness at elevated temperatures or PVD coatings with integrated oxidic solid lubri-
cants are particularly suitable for high temperature cutting processes. At the current 
state of research there are PVD coatings available that can be used as deposited, such 
as Al2O3 and coating systems were the friction reduction is based on the in situ forma-
tion of binary oxide phases of transition metals. In machining tests, an increase in ser-
vice life was achieved by almost all considered coating systems. Promising fields of 
application for such PVD coatings are difficult to machine materials such as titanium 
alloys and challenging cutting operations such as high speed cutting (HSC) or high 
performance cutting (HPC) with sharp cutting parameters.
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Abstract.  One approach to overcome the difficulties in machining titanium 
can be the selection of a suitable cutting material. However, influences of the 
chemical tool wear under machining atmosphere has not been considered jet. 
In this work the tribochemical wear resistance of uncoated carbide tools, poly-
crystalline cubic boron nitride (PCBN) tools polycrystalline binderless CBN 
tools, and polycrystalline diamond (PCD) tools is investigated under different 
atmospheric conditions cutting Ti-6Al-4V. Air, pure argon and  silane-doped 
argon are used to determine the influence of oxygen contents on tool wear. It 
was found that oxidation and adhesion behaviour were influenced by oxygen 
content. Up to 33% increase in tool live were obtained with uncoated  carbide- 
and the PCBN tools with high CBN content. The reduced oxidation also 
affects PCBN tool behaviour. During machining under oxygen-free conditions 
increased adhesion of Ti-6Al-4V occurs. The increased wear behaviour for 
binderless PCBN tools lead to significantly reduced tool life.

Keywords:  PCD · Oxygen free · Binderless CBN · Cemented carbide · 
Titanium

1  Introduction

Nowadays, the demand for components made of titanium alloys (following named 
titanium), ranging from medical to aerospace applications, rises continuously. During 
the machining of hard-to-machine materials such as titanium, high temperatures occur 
at the interface between tool and workpiece due to the low thermal conductivity of 
titanium [1]. High contact and tooling temperatures then give occasion to associated 
problems such as diffusion wear and oxidation of the tool [1, 2]. Sun et al. [3] meas-
ured rake face temperatures in the range up to 900 °C for titanium machining.
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For the cutting of titanium typically uncoated cemented carbide tools are used [4]. 
Due to the short tool life of cemented carbide inserts, the usage of highly hard cutting 
materials such as polycrystalline cubic boron nitride (PCBN) and polycrystalline dia-
mond (PCD) is another possibility for processing titanium [5]. Usually PCBN tools 
consist of a hard CBN phase surrounded by a ceramic or metallic binder phase. PCBN 
specifications are classified according to different criteria. Important parameters are 
the CBN content, the average grain size of the CBN and the composition of the binder 
phase [6]. Besides hardness, especially at high temperatures, these factors also influ-
ence the wear resistance during machining with PCBN tools [7, 8]. Uhlmann et al. 
detected an increase in tool life with increasing CBN content and decreasing grain 
size when machining titanium [8]. However, the cutting material with the highest 
known hardness is diamond, which is used in the form of PCD tools. The hot hardness 
of PCD is limited by the graphitisation, which starts at about 900 °C. CBN tools, on 
the other hand, show higher stability, especially against oxidation [9]. Thus, when the 
cutting speed is increased, which induces a temperature rise above the critical tem-
perature in titanium machining, the wear resistance of PCD tools decreases signifi-
cantly. This can result in shorter tool life for diamond tools compared to PCBN inserts 
[8]. Another approach for the machining of titanium is the use of binderless polycrys-
tallince cubic boron nitride, which can be used to increase tool life compared to con-
ventional PCBN tools due to its higher hardness and strength at elevated temperatures 
[10].

Mercer et al. have found out the interaction between two tribo-partners in general 
is influenced by the surrounding atmosphere by investigating the abrasive wear of tita-
nium [11]. During machining, not only the titanium alloys are influenced by chemical 
reactions, but also the investigated tools can react with oxygen to form oxide layers 
[12–14].

A novel approach to reduce the oxygen content in production processes is the use 
of silane-doped inert gas to create atmospheres corresponding to an extremely high 
vacuum (XHV) regarding the oxygen content. By removing the oxygen from the 
atmosphere, it is assumed that tribochemical processes between tool and workpiece 
can be influenced to large extent compared to machining in air. In this work, two 
PCBN tools with different CBN content and binder materials, a binderless PCBN tool 
and a PCD tool are used in turning applications of Ti-6Al-4V under different atmos-
pheric conditions. The influence of the atmospheric conditions on tool wear of these 
four tools were investigated and compared to uncoated cemented carbide inserts.

2  Experimental Setup

The machining has been carried out using a CTV400 lathe of the company 
Gildemeister under dry cutting conditions. A housing is mounted around the machin-
ing point, which is shown in Fig. 1. The space between housing and headstock is addi-
tionally closed by a plastic housing. Within this closed chamber the supply of inert 
gas is realized, which forms the ambient atmosphere during machining. Inert gas 
atmospheres of commercial quality are used for this purpose. However, conventional 
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inert gases of high quality (5.0) have an oxygen concentration of more than 5 ppmv 
despite their high purity. The addition of monosilane (SiH4) to the argon gas com-
pletely removes the residual oxygen and water content (usually <20 ppmv) present in 
the argon inert gas atmosphere by transformation into SiO2 and H2. With regard to the 
presence of oxygen molecules, atmospheres corresponding to an extremely high vac-
uum (XHV) can be created.

For the experiments a cutting speed of vc = 110 m/min, a feed of f = 0.25 mm and 
a depth of cut of ap = 0.15 mm were used. The tool life is assessed for four differ-
ent tool materials in the cutting of Grade 5 titanium alloy Ti-6Al-4V and compared 
with the wear behaviour of uncoated cemented carbide inserts. The composition of the 
workpiece material is given in Table 1. The wear of the tools was measured at inter-
vals of 2.5 min operating time with two tests being carried out for each tool in each 
atmosphere. The optical wear measurement is carried out by a digital microscope type 
VHX-600 from Keyence. The investigations are performed in three different atmos-
pheres: air, technically pure argon and silane-doped argon (1.5%) each with three dif-
ferent CBN tools, a PCD tool and an uncoated carbide tool. Cemented carbide inserts 
of ISO-P designation CNGG 120408 were used for the machining experiments. The 
carbide tools have a chip-breaker and were uncoated. The carbide insert was supplied 
by SECO Tools, an EDX analysis on the device EDAX/Ametek octane Elite Super 
shows a composition of 94 wt.-% tungsten carbide and 6 wt.% of cobalt as binder 
for the carbide tool. The inserts were classified as fine grain cemented carbide. The 
PCBN tool with low CBN content, CBN010 from SECO Tools, consists of 50% CBN 
in a TiC binder phase and has an average grain size of 2 µm. The tool with high CBN 
content CBN200 is also from SECO Tools and has a CBN content of 85% within a 
ceramic Co-W-Al binder phase and an average grain size of 2 µm. The binderless 
PCBN tool NCB100 is from SUMITOMO and consists of 100% CBN with a CBN 

Fig. 1.  Experimental setup
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grain size of 200 to 500 nm. The specifications of the PCD tool, PCD20 from SECO 
Tools, show that it has an average grain size of 10 µm and is within a co-binder phase.

In order to assess the influence of the cutting edge micro geometry on the wear 
behaviour of the tools, the cutting edges were measured with an Alicona Infinite 
Focus G5 prior to the investigations. The CBN tools and the uncoated carbide tools 
are used with a tool holder with ISO designation DCLN. This allows a rake angle 
of γ = −6° to be set on the tool body side by the inclination of the tool holder. The 
uncoated carbide insert has a rake angle of γ = 15° due to the chip-breaker geometry. 
All CBN inserts have a chamfer. In contrast to the previous tools, the PCD tool is used 
with a tool holder with ISO designation DCLC. The rake angle from the side of the 
tool holder is therefore 0°. The macro and micro geometries of the tool are shown in 
Table 2.

3  Results

The results of the wear measurements for the investigated atmospheres and respective 
cutting materials are presented in Fig. 2. For each atmosphere, the tool life of the dif-
ferent tools is shown in form of a bar chart, which shows the respective mean value 
of the tool life and the minimum and maximum as a scatter bar. The width of flank 
wear land VB is measured after an interval of the determined cutting time and thereby, 
tool life is reached by passing the value VB = 100 µm of the width of flank wear land. 
Furthermore, the maximum cutting time is determined at 25 min.

Figure 2 shows that reducing the oxygen content of the cutting atmosphere for 
the carbide tool and the CBN tool with high CBN content (CBN200) has a positive 
effect on flank wear. An average tool life increase of 2.5 min can be achieved on the 
cemented carbide tool. For the CBN010 tool, the CBN200 tool and the PCD20 tool, 
no significant influence of the width of flank wear land in relation to the ambient 
atmosphere is found. When machining with the PCD tool within all three atmospheres 

Table 2.  Tool geometries

Inclination 
angle tool-
holder [°]

Rake angle 
of the insert 

[°]

Clearance 
angle of the 

insert [°]

Angle of 
chamfer [°]

Chamfer 
length [µm]

Cutting edge 
rounding 

[µm]

HM890 −6 15 0 - - 12

CBN010 −6 0 0 −20 90 20

CBN200 −6 0 0 −20 200 30

NCB100 −6 0 0 −15 145 5

PCD20 0 0 7 - - 6

Table 1.  Composition wt% of Grade 5 Ti-6Al-4V

Al C Fe N O V H Ti

5.5–6.75 0.1 0.3 0.05 0.2 3.5–4.5 0.015 Balance
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investigated, the maximum width of flank wear land of 100 µm is not reached. At the 
time of the maximum cutting time after 25 min all PCD tools have a width of flank 
wear land VB = 32 ± 2 µm.

The most significant environmental influence can be seen in the investigation of 
the binderless PCBN tools NCB100. Under air and argon this tool reaches the maxi-
mum cutting time of 25 min. In contrast, a cutting edge chipping occurs on the binder-
less PCBN tool during titanium machining within the silane-doped argon atmosphere 
after 15 min, which leads to a reduction of the tool life by 10 min. Figure 3 shows 
the initial wear at the flank faces of the investigated inserts after 2.5 min in air, argon 
and silane-doped argon. It can be seen that scaling takes place on these tools under 
the influence of oxygen, which can be reduced by exposure to argon and almost 
suppressed with silane-doped argon. Moreover, during machining in an atmosphere 
containing silane, the formation of silicon dioxide can be observed, which settles as 
amorphous dust on the tool, the workpiece, the chips and the enveloping housing.

The scaling formation is additionally superimposed with the effect of adhesion.
Figure 4 shows the rake faces of the cemented carbide tool, the CBN010 tool, the 

CBN200 tool, the NCB100 tool and the PCD20 tool after a cutting time of 2.5 min 
and compares them under air and silane-doped argon atmosphere with regards to the 
observed workpiece adhesion. This comparison demonstrates that the PCBN tools and 
the PCD tool show an increased adhesion of the workpiece material to the tool in the 
silane-doped atmosphere, compared to air. Moreover, increased adhesion also occurs 
on the carbide tool when cutting in a silane-doped argon atmosphere. This phenome-
non is additionally accompanied by an increased crater wear and flanking under oxy-
gen free conditions.

Fig. 2.  Tool life of the investigated tools in different machining atmospheres
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Fig. 3.  Flank wear after 2.5 min at a) the carbide tool b) the CBN010 tool c) the CBN200 tool 
d) the NCB100 tool and e) the PCD tool

Fig. 4.  Rake face after a cutting time of 2.5 min for a) cemented carbide b) CBN010 c) 
CBN200 d) NCB100 and e) PCD20



Wear Behaviour of PCBN, PCD, Binderless PCBN and Cemented Carbide    281

In order to investigate the adhesion of the material Ti-6Al-4V with the tool in 
more detail, the CBN200 tool is examined by scanning electron microscopy and ele-
ment mapping with respect to titanium elements is used. For the CBN200 tool a cut-
ting time of 2.5 min is considered and the cutting edges are examined under air and 
silane-doped argon. As can be seen in Fig. 5, more titanium elements adhere to the 
tool under silane-doped argon, meaning under oxygen-free machining conditions, 
than under air. This phenomenon can be observed on the flank face but even more sig-
nificant on the rake face. In addition to a higher density of titanium elements, the area 
without titanium adhesion under silane-doped argon is much smaller on the rake face 
compared to air.

4  Discussion

A possible reason for the increase in tool life of the carbide tool due to the reduction 
of the oxygen content of the cutting atmosphere can be found in the suppressed scale 
formation under silane-doped argon. It is possible that the scale layers formed under 
oxygen-containing atmosphere reduce the wear resistance of the carbide tool. This 
effect can also be observed on CBN tools containing binder (CBN010 and CBN200) 
and thus be the reason for the decrease in tool life of the CBN200 tool due to the pres-
ence of oxygen.

Furthermore, there is no significant influence of the oxygen content of the ambi-
ent atmosphere on the tool life of the PCD tool. Graphitisation has a strongly nega-
tive effect on the wear resistance, which cannot be observed under the given process 
parameters and atmospheric conditions. In future investigations, higher cutting speeds 
could lead to a more pronounced effect of the atmosphere when machining with PCD.

During machining in a silane-containing atmosphere, the reaction with oxygen 
produces silicon dioxide, which is deposited as amorphous dust both on the tool and 
on the workpiece. It is not evident at this point what influence the presence of silicon 

Fig. 5.  Element mapping on the rake face of CBN200 tools after 2.5 min cutting time; 
left: machining under air; right: machining und silane-doped argon
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dioxide in the effective area between tool and workpiece has on the frictional condi-
tions and wear behaviour of the respective cutting material.

Particulary on PCBN tools increased adhesion of Ti-6Al-4V occurs in the 
 oxygen-free atmosphere, which can reduce the tool life of the binderless PCBN tool. 
A possible reason for the increased adhesion due to oxygen reduction could be the 
suppression of oxide formation of Ti-6Al-4V in the presence of oxygen in the tool 
chip interface. Previous studies have shown that the formation of titanium interme-
diate oxides and the presence of oxygen during machining of aluminium alloys 
cause low friction and wear [14, 15]. In the absence of oxygen, increased friction 
and corresponding temperature increase leads to more adhesion of titanium to the 
tool. Increased chemical interactions between tool material such as the titanium car-
bide binder used in the CBN010 tool and titanium in oxygen-free cutting conditions 
may also be expected due to the absence of the predominant TiO2 formation in the 
presence of oxygen, which may also lead to a reduction in tool life [9]. Therefore, 
 titanium-containing binders may be unsuitable for machining titanium alloys such as 
Ti-6Al-4V, and the prevention of oxide film formation due to an oxygen-free environ-
ment may additionally lead to a significantly higher Ti-6Al-4V adhesion to the tool.

As a result, it can be stated that the increased adhesion tendency under 
 oxygen-free conditions leads to increased crater wear and adhesions introduced flank-
ing, which in the case of the binderless PCBN tool can cause cutting edge chipping.

5  Conclusion

Dry turning of titanium alloy Ti-6Al-4V in air, argon and silane-doped argon with an 
uncoated carbide tool, a PCBN tool with low CBN content, a PCBN tool with high 
CBN content, a binderless PCBN tool and a PCD tool were investigated. The follow-
ing conclusions can be drawn from this study:

– A general influence of machining titanium alloy under atmospheres with respect to 
oxygen level could be verified under all deployed tools.

– A tendency to improve tool life when cutting with uncoated Carbide Tools in 
low-ogygen atmospheres was observed. The best results are obtained under silane-
doped argon,which imitates XHV oxygen levels.

– A reduced scaling formation can be determined as a result of machining under 
reduced oxygen content on the tools investigated. This has possibly positive effects 
on the wear behaviour of the tools.

– At the point of action between the tool and the workpiece, higher material adhesion 
of Ti-6Al-4V on the tool occurs as a result of the reduction of the ambient oxygen 
content, which is probably caused by changed friction conditions due to the pre-
vention of oxide layer formation, most significant on the PCBN tool white Ti ele-
ments in binder.
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Abstract.  Ti-6Al-4V was machined by varying the nozzle position during 
external cryogenic CO2 cooling. The thermomechanical load was measured 
and the resulting surface morphology was characterized. The results show a 
significant influence of the nozzle position on the temperatures in the surface 
layer. Furthermore, a correlation between the temperatures and the microhard-
ness inside the surface layer of the workpiece was found. This relationship was 
used to specify an optimal positioning of the nozzle in order to minimize the 
occurring temperatures.

Keywords:  Cryogenic milling · Surface morphology · Ti-6Al-4V

1  Introduction

The surface morphology includes information regarding the topography as well as the 
metallurgical and mechanical subsurface properties. These properties highly impact 
the application behavior of a technical component, for example regarding the wear 
resistance or the fatigue life [1]. Extensive knowledge about the causal correlations 
between the process parameters, the thermomechanical load and the resulting surface 
morphology is necessary in order to manufacture components with properties that are 
suitable to the application [2, 3]. Besides the cutting parameters [4] and the tool prop-
erties [5], the cooling strategy has a vast impact on the surface morphology [6, 7], 
due to the varying effect on heat removal and the resulting temperature in the contact 
zone.

For a large number of metallic materials, including Ti-6Al-4V, the microhardness 
of the workpiece surface layer can be increased by machining with cryogenic coolants 
which are considered as a sustainable and environmentally friendly alternative to con-
ventional cooling strategies [8, 9].

The plastic deformation of the material leads to grain refinement and an increase 
in dislocation density in the newly created surface layer, resulting in an increase in 
hardness [10]. When machining with cryogenic cooling, strain hardening is pro-
nounced, since dynamic recrystallization is favored by low temperatures [7]. 
Furthermore, fewer tensile stresses are introduced into the workpiece surface layer 
due to the lower thermal load during machining with cryogenic coolants [11].
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The CO2 nozzle position can have a significant impact on the flank wear due to 
a variation in temperature, which was proven by Pittallà et al. [12] during face mill-
ing with internal CO2 cooling through the tool. In previous investigations [13] we 
observed an influence of the CO2 nozzle position on the occurring thermal load and 
the resulting surface morphology during cryogenic turning of stainless steel.

The influence of the nozzle position on the thermomechanical load when milling 
Ti-6A-4V with external cryogenic CO2 cooling is still unknown. Since lower tem-
peratures can improve the surface morphology, which is beneficial to the application 
behavior of the component, the scope of this study is to determine the most efficient 
nozzle position.

2  Experimental Setup

2.1  Machining Experiments

The experiments are carried out on a 5-axis machining center (Deckel Maho 
Gildemeister DMU 70 eVolution1). The Ti-6Al-4V-workpieces have a cross-section of 
10 × 10 mm2 and a machining length of l = 100 mm. All tests are carried out at a rota-
tional speed of 1592 1/min, resulting in a cutting speed of 50 m/min.  Down-milling is 
used at a feed per tooth of 0.06 mm (feed per revolution = 0.24 mm). The width of cut, 
as well as the cutting depth are set to 6 mm. CO2 is extracted from a gas cylinder at 
room temperature and supplied to the process via two nozzles with an outlet temper-
ature of –78.5 °C [14]. For the applied nozzle outlet diameter of 1 mm the mass flow 
results in 1.2 kg/min per nozzle. A four-edged end mill (RF 100 Ti - Gühring KG1) 
with a diameter of 10 mm is used as a tool. The manufacturer specifies a  cutting-edge 
radius of 5 µm and a corner radius of 0.5 mm. The rake angle is specified at 5° and 
the clearance angle at 10°. The tool consists of cemented carbide (DK 460 UF) with 
a composition of 90% tungsten carbide and 10% cobalt that had a TiAlN coating. The 
experimental setup is depicted in Fig. 1a.

The position of a single nozzle in relation to the tool is defined by three parame-
ters, which are (see Fig. 1b, c):

• the distance between the nozzle and the tool (d),
• the angle between the nozzle and the end face (α),
• the angle between the nozzle and the feed direction (β).

This adds up to a total of six parameters since there are two individual nozzles. For 
each of these parameters, three levels are examined (see Table 1). A d-optimal experi-
mental design is created to investigate the influences of the individual parameters (see 
Table 2), resulting in a total of 39 experiments. These include six experiments around 
the so-called central point to determine the standard deviation. At the central point, all 
parameters are set to the second level. The order in which the experiments are carried 
out is randomized.

Using an evaluation software (Visual-XSel 151), an analysis of variance (ANOVA) 
is carried out to determine the influence of the examined parameters on the process. 
The probability-value (p-value) is used as a criterium to indicate whether or not a 



286    K. Gutzeit et al.

parameter has a significant influence. By reaching a p-value of p < 0.05, the associated 
parameter can be considered significant with a probability greater than 95%. If the 
p-value exceeds 0.05, the influence of the parameter is declared non-significant [15].

2.2  Measurement Technology

The temperature was measured inside the workpiece using type K thermocouples with 
a diameter of 1 mm. Six thermocouples were used to measure the temperature inside 
the end face and the side face. These were arranged at three different positions at each 
face (see Fig. 2a). The respective distance of the thermocouples along the feed path 
was 15 mm. The distance between the final surface and the location of the thermocou-
ples inside the workpiece was 1 mm. A representative curve of the temperature as a 
function of the feed path of the tool is shown in Fig. 2b.

The machining length l indicates when the tool enters and leaves the workpiece. 
The cryogenic cooling leads to a decrease of the workpiece temperature resulting in a 
local minimum. Then the temperature curve rises to a local maximum before it begins 
to fall again. The rise in temperature can be explained by the heat introduced by the 
tool as a result of cutting. The temperature measured at the local maximum results 

Fig. 1.  a) Experimental setup b) Schematic front view of the setup and the parameters 
examined c) Schematic top view of the setup and the parameters examined

Table 1.  Investigated nozzle positions

Parameter d1 α1 β1 d2 α2 β2

Level 1 30 mm 15° 0° 30 mm 15° 0°

Level 2 50 mm 30° 30° 50 mm 30° 30°

Level 3 70 mm 45° 60° 70 mm 45° 60°



Influence of Nozzle Position during Cryogenic Milling    287

from the superposition of the heat introduced by the tool and the heat dissipated by 
the coolant. The difference ∆T between the starting temperature and the tempera-
ture at each local maximum is used to evaluate the cooling performance of the nozzle 
position.

The forces were determined by a rotating dynamometer (Kistler Type 9123C1). 
The passive force Fp results from the cutting force component in the z-direction Fz. 
The active force Fa is composed of Fx and Fy by vector addition.

The surface roughness was measured with the tactile measurement device 
MarSurfGD1201 over a measuring distance of ln = 4 mm (λc = 0.8 mm). On the side 
face and end face three measurements were carried out each.

The microhardness was measured with a microhardness tester MicroMet 51001 
with a test load of 0.098 N (HV0.01). For statistical verification, twenty measure-
ments were conducted in the near surface area (distance: 20 µm) of both the side 
and end face respectively. In order to evaluate a possible increase in microhardness, 
twenty measurements were also taken inside the core of the workpiece (distance: 
400 µm), which is unaffected by the machining process.

3  Results and Discussion

3.1  Thermo-Mechanical Load

The influence of the nozzle position on the determined temperature differences is 
shown in Fig. 3. The two different nozzles are depicted using different colors, whereas 

Fig. 2.  a) Arrangement of the thermocouples inside the workpiece b) Representative temperature 
profile
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the faces of the workpiece are separated by different line types. In order to examine 
a single nozzle parameter, the remaining ones are kept constant in the respective dia-
gram. In addition, the p-values of the examined parameters are depicted for the side 
and end face.

Fig. 3.  Influence of the nozzle position on the temperature differences
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It can be seen that the nozzle distance has no significant influence on the cooling 
of the workpiece as every p-value exceeds 0.05. With increasing distance between the 
workpiece and the nozzle, the time for the coolant to reach the workpiece increases. 
Hence the time in which the cryogenic medium does heat up as a result of the sur-
rounding room temperature increases as well.

As soon as the CO2 does heat up, the phase ratio changes. More solid CO2 par-
ticles do sublime. However, the time available to heat up the CO2 does not seem to 
be sufficient enough in order to have a significant effect on the temperature due to 
the small distances investigated. The investigation of the angles shows that the tem-
perature difference at the end face is mainly influenced by α1 and α2. The side face is 
rather influenced by β1 and β2.

The temperatures reached at the side face are lower than the ones at the end face, 
independent of the nozzle position. The lower temperatures result from a better cool-
ing, as more CO2 is able to reach the side face directly. Less CO2 reaches the end face 
directly, as the tool’s face side covers the process area. This results in a less effective 
cooling of the end face and therefore higher temperatures.

For optimum cooling of the end face, α1 should be set flat, as the CO2 is more 
likely to reach the face side of the tool. Contrary α2 must be set steeply, which results 
in more CO2 reaching the contact zone, resulting in better precooling. The improved 
precooling by a steep α2 also favors lower temperatures at the side face. However, the 
most significant influence on the temperature at the side face can be attributed to β1. 
At β1 = 0° the lowest temperatures occur, since a large part of the cryogenic medium 
reaches the contact zone. The angle β2 should either be set to 0° for better precooling 
or very steep in order to improve the cooling of the tool. For the values in between, 
the temperature at the side face increases because a larger amount of CO2 is wasted to 
cool material that is removed by the chips and therefore does not reach the side face.

In Fig. 4 the forces are plotted over the associated temperature difference. The 
active force Fa mainly affects the side face, whereas the passive force Fp affects the 
end face.

Fig. 4.  Force as a function of the temperature difference
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It can be stated that there is no significant correlation between the temperature dif-
ference and the forces. A possible reason for this is the overlapping of two effects. 
Lower temperatures can lead to shrinkage of the material. This reduces the chip cross 
section and thus the forces that occur. However, lower temperatures also cause an 
increase in the material resistance, which can also result in increasing forces. There is 
a higher mechanical load at the side face, regardless of the nozzle position.

3.2  Surface Morphology

All p-values regarding the influence of the investigated parameters on the surface 
roughness exceed p = 0.05. The measured roughness at each side lies within the range 
of 6.59 µm < Rz < 8.14 µm at the end face and 1.08 µm < Rz < 2.23 µm at the side face 
respectively. Therefore, it can be deduced that the kinematics during milling have a 
much higher influence on roughness than the position of the nozzles and the resulting 
workpiece temperatures.

In Fig. 5 the microhardness is plotted for two selected cases at different distances 
from the surface. ∆TMax, side represents the case, where the highest temperature differ-
ence was measured at the side face (∆T = 55.9 ± 5.2 °C). The lowest temperature dif-
ference measured at the side face (∆T = 20.0 ± 2.7 °C) is represented by ∆TMin, side. 
Compared with the core microhardness at 400 µm, there is an increase in microhard-
ness on both side faces. The increase at the side faces is higher than at the end faces, 
as higher forces occur. Those favor grain refinement as well as a higher dislocation 
density, increasing the microhardness. The comparison of the side faces shows that 
∆TMax, side has a slightly higher microhardness than ∆TMin, side. Since the change in 
mechanical load can be considered negligible for all cases observed (see Fig. 4), the 
increase in microhardness can mainly be attributed to the lower temperatures. These 
counteract thermal softening, which would anneal the dislocations resulting in lower 
microhardness.

Fig. 5.  Increase of the microhardness for the representative cases
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4  Conclusion and Outlook

The impact of the nozzle position on the thermomechanical load and the surface mor-
phology was investigated during milling of Ti-6Al-4V with cryogenic CO2 cooling. It 
was demonstrated that the examined range of the nozzle distance had no significant 
influence on the workpiece temperature. The optimal nozzle angles within the inves-
tigated range were determined in order to minimize the temperature. The temperature 
and thus the nozzle position had no significant impact on the forces. A minor increase 
in microhardness was found in the surface layer of the workpiece side face which 
increases with decreasing temperatures. The surface roughness at the side face was 
much lower than at the end face due to the kinematics of the milling process. Both 
roughness values were not significantly influenced by the nozzle position.

By varying the mass flow and the geometry of the nozzles, the influence of the 
cooling strategy will further be investigated.
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Appendix

See Table 2.
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Table 2.  Case study

Case d1/mm α1/° β1/° d2/mm α2/° β2/°

1 50 30 30 50 30 30

2 70 15 60 30 30 60

3 70 45 30 70 15 0

4 70 15 60 30 45 0

5 30 15 60 50 15 0

6 50 15 0 70 15 60

7 50 30 30 50 30 30

8 70 15 60 70 15 0

9 30 15 0 30 30 30

10 70 15 0 70 15 0

11 30 45 60 50 30 0

12 30 30 60 30 45 30

13 50 30 30 50 30 30

14 30 45 0 50 45 0

15 70 15 30 70 30 30

16 30 15 0 50 45 60

17 30 45 60 50 15 60

18 70 15 0 70 45 60

19 50 30 30 50 30 30

20 30 30 60 70 45 0

21 30 45 0 70 15 0

22 30 45 60 70 45 60

23 70 45 0 30 15 60

24 50 45 60 30 15 60

25 50 30 30 50 30 30

26 70 45 60 70 30 60

27 50 45 0 70 45 60

28 50 15 60 30 45 60

29 30 30 0 30 15 0

30 50 30 30 50 30 30

31 50 30 30 50 30 30

32 70 45 0 30 45 0

33 30 45 0 30 15 60

34 50 15 30 30 45 0

35 70 45 60 70 45 30

36 70 30 30 30 45 60

37 50 30 30 50 30 30

38 70 30 60 30 15 30

39 30 15 30 70 30 60
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Abstract.  The “rolling contact related life calculation” (RCRL) of profiled 
rail guide systems takes the survival probability of every rolling contact into 
account, that allows a calculation of up to 4 times higher lifespans for pitch and 
yaw moments on a single guide. New calculation methods allow a user-friendly 
calculation of the RCRL, which differ from each other by the level of simpli-
fication and the computational effort. In this paper, they are summarized and 
compared to each other.

With the temporary results of the experimental lifespan investigations, the 
applicability of the RCRL and the mathematical calculation methods can be 
confirmed.

The mathematical models are based on an iterative calculation of the dis-
placement between the wagon and the guide rail. Based on that, a concept 
for an indirect measurement of loads on the wagon is presented. Thereby a 
lifespan calculation at real operating conditions of the profiled rail guide sys-
tem can be implemented.

Keywords:  Profiled rail guides · Lifespan-calculation · Predictive maintenance

1  State of the Art

Profiled rail guides are important components in mechanical and plant engineering 
and therefore they have to be designed application-specific. With the rolling contact 
related life calculation (RCRL), lifespans up to 4-times higher than with the conven-
tional, simplified calculation method for pitch and yaw moments on a single profiled 
rail guide (e. g. [1, 2]) can be calculated [3]. In this case, the single rolling contact 
forces are not equally over track length. The conventional calculation considers this 
inadequately and uses the highest contact force of the outer rolling elements for all 
rolling elements on the track.

The RCRL considers every single rolling contact force by using a single rolling 
contact related dynamic load rating Cdyn_sc and with the life calculation formula for 
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profiled rail guides the survival probability of every single rolling contact can be cal-
culated. The product of the survival probabilities of the single rolling contacts equates 
to the survival probability of the profiled rail guide, which is typically defined as 90%. 
With that, a life span can be calculated iteratively for the considered loading condition 
[1–3].

The load-dependent single rolling contact forces are input variables for the RCRL 
and they can be calculated by FE models, analytical or simple numerical calculation 
models. They are described in Sect. 2.

2  Calculation Models for the Single Rolling Contact Forces

The load-dependent single rolling contact forces can be calculated with the described 
models. They should consider requirements like:

– calculability of all profiled rail guide sizes,
– consideration of preloads,
– calculability of arbitrary superposed external forces,
– the usage of known or easy to find parameters (e. g. dynamic load rating, preload, 

rolling element diameters, geometric dimensions of the CAD model, …) and
– the calculability with usually available software.

These requirements cannot be met by all the models completely. At the end of the 
related sections, the advantages and disadvantages of each calculation model are 
listed. In Sect. 2.5, the calculation models will be assessed concerning usability.

2.1  FE-Models

Neidhardt introduces a method for modelling a profiled rail guide that can be simu-
lated in a computationally efficient way [3]. On that basis, a profiled rail guide with 
size 25 and an O-bearing arrangement is modelled (see Fig. 1) [4]. Because there is no 
applicable measurement method for measuring the single rolling contact forces yet, 
the FE-model serves as a reference for the developed calculation models explained in 
Sect. 2.2 et seq.

Instead of modelling the rolling elements as computationally intensive full mod-
els, they are modelled as nonlinear springs with a characteristics curve that represents 
the Hertzian deflection of the rolling contact.

The preload of the profiled rail guide is realised by a thermal stretching layer in 
the middle of the guide rail.

The static behaviour of the profiled rail guide is very sensitive to the chosen 
boundary conditions. They have to be chosen in that way, that real pivots and deflec-
tions of the guide carriage towards the guide rail are represented.

The connection of the nonlinear springs to the guide rail and the guide carriage is 
a focus in modelling because of its significant influence on the calculated single roll-
ing contact forces. Therefore, multiple different variants were modelled, whereby the 
method with rigid inlays for every single rolling contact on the track has shown the 
best and plausible results.



296    S. Ihlenfeldt et al.

Because the Hertzian deflection in the rolling contact is represented in the char-
acteristics curve of the nonlinear springs, local deflections at the connection-nodes in 
the FE-model have to be avoided. The transition behaviour between the elastic rolling 
contact and the elastic guide carriage or elastic guide rail can only be estimated and 
requires further investigations. Because the deflection of the FE-model is verified with 
the deflection of a real profiled rail guide, the FE-model is considered sufficiently 
accurate.

Another point is the degree of simplification of the FE-model towards the real pro-
filed rail guide. Figure 2 shows the resulting single rolling contact forces along a track 
at a centric load of Fz = −14300 N. Thereby the three exemplary details:

– track to track returns at the guide carriage,
– breakouts at the edge of the guide carriage and
– elastic inlet geometries

were added, simulated and compared to each other.
Advantages of FE-models for calculating single rolling contact forces

1. The elastic behaviour of the real profiled rail guide is well approximated.
2. Superposed external forces can be calculated without restrictions.

Disadvantages of FE-models for calculating single rolling contact forces

1. A lot of knowledge in modelling the FE-models is necessary.
2. On an actual PC, the simulation time is about 45 min.
3. Expensive FE-software for the simulation is necessary.

Fig. 1.  FE-model of a profiled rail guide with the defined coordinate system [4]
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2.2  Analytical Model

An analytical and thus fast computing model for calculating the single rolling contact 
forces is presented and derived in [5].

The approach is based on a linearization of the single rolling contact force curve 
along the track. The parameter of the linear force curve are calculated by the balance 
between resulting single rolling contact forces and the acting external load. In the 
preload range, the calculated single rolling contact forces are adjusted by known ana-
lytical formulas for calculating effective forces of profiled rail guides.

Advantages of the analytical method for calculating single rolling contact forces

1. The model can be calculated analytically.
2. The model can be calculated fast and without special software.

Disadvantages of the analytical method for calculating single rolling contact forces

1. The nonlinear Hertzian deflection of the rolling contact is linearized. With low 
external loads, the single rolling contact forces are approximated good, but with 
high external loads the deviations, compared to the FE-model, increase.

2. The elastic behaviour of the guide carriage and the guide rail is unconsidered.
3. Superposed external loads cannot be calculated without restrictions.
4. Deflections and torsions of the guide carriage to the guide rail are not calculated 

and therefore they cannot be used for further investigations.

Fig. 2.  Single rolling contact forces for different modelled details of the profiled rail guide
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2.3  Numerical Model with Rigid Guide Carriage and Rigid Guide Rail

A numerical but fast calculable method is described in [6], which considers the 
Hertzian deflection in the rolling contact area.

The model calculates the deflection in the rolling contact, whereby the deflection 
of the guide carriage towards the guide rail is defined as linear along the track. The 
single rolling contact forces can be calculated analytically with the calculated deflec-
tions in the belonging rolling contact. To calculate the parameters of the linear deflec-
tion of the guide carriage, a numerical solver is used in order to fulfil the force and 
moment balance between the external load and the single rolling contact forces.

The geometric description of the model is shown in Fig. 3a. It corresponds to the 
geometric structure of the FE-model.

Advantages of the rigid numerical method for calculating single rolling contact 
forces

1. The nonlinear deflection of the Hertzian rolling contact and the preload of the pro-
filed rail guide are considered.

2. The calculation needs a simple numerical Solver, which is, for example, included 
in Excel. Other special software is not needed.

3. Superposed external loads can be calculated.

Disadvantages of the rigid numerical method for calculating single rolling contact 
forces

1. The model cannot be calculated analytically.
2. The computational effort is higher than with the analytical method (Sect. 2.1).
3. The elastic behaviour of the profiled rail guide is just considered in the rolling con-

tact. The other elasticities of the guide carriage and the guide rail are unconsidered. 
Therefore the calculated deflections of the guide carriage towards the guide rail 
are, compared to the real profiled rail guide, too small.

2.4  Numerical Model with Elastic Guide Carriage and Elastic Guide 
Rail

The model for calculating the single rolling contact forces described in Sect. 2.3 can 
be extended by the stiffnesses of the guide carriage and the guide rail [6].

Therefore, nonlinear and linear stiffnesses are parameterised only one-time with 
the FE-model and a centric load on it. The deflection of the profiled rail guide can 
then be calculated for arbitrary load cases. Figure 3b shows the geometric model with 
added elastic deflections ∆yela_gc, ∆zela_gc, ∆yela_gr and ∆zela_gr.

The bending of the edges of the guide carriage are considered as nonlinear elastic 
deflections. Therefore, the differential equation of the bend line for a cantilever beam 
at every rolling contact area is calculated. The result is a nonlinear deflection ∆yela_gc_

nlin at every rolling contact of the guide carriage [4]. Linear deflections ∆yela_gc_lin are 
superposed to the nonlinear deflections and in the calculation model they have to be 
added in order to get ∆yela_gc (see Fig. 3b).
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Advantages of the elastic numerical method for calculating single rolling contact 
forces

1. This calculation model has the same advantages as the rigid model described in 
Sect. 2.3

2. In addition, the elastic behaviour of the guide carriage and the guide rail can be 
considered.

3. The calculated deflection of the guide carriage towards the guide rail can be used 
for further investigations (Sect. 4).

Disadvantages of the elastic numerical method for calculating single rolling contact 
forces

1. The model cannot be calculated analytically.
2. The computational effort is higher than with the analytical method (Sect. 2.1) and 

the rigid numerical method (Sect. 2.3)
3. For the one-time parameterisation of the calculation model, an expensive 

FE-software and knowledge in modelling profiled rail guides are necessary. 
However, this step can be done by the manufacturer of the profiled rail guides. End 
users do not need any special software.

Fig. 3.  Geometrical description of the numerical calculation methods (a – rigid guide carriage 
and rigid guide rail; b – elastic guide carriage and elastic guide rail)
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2.5  Assessment of the Calculation Models

The models for calculating single rolling contact forces described in Sect. 2.1 to 2.4 
can be used for the RCRL. They differ from each other by the computational effort 
and the calculable results.

From the authors point of view, the below ranking based on the applicability of the 
models for calculating rolling contact forces is determined.

1. numerical rigid model (Sect. 2.3)
2. numerical elastic model (Sect. 2.4)
3. analytical model (Sect. 2.2)
4. FE-model (Sect. 2.1)

The numerical rigid model for calculating single rolling contact forces fulfils the 
most of the defined requirements, it is calculable relatively easy and there is no need 
of expensive FE-software. The differences of the RCRL results between the single 
rolling contact forces calculated with the numerical rigid model and the FE-model 
is equal to 4%. Because of the statistical character of the lifespan value for profiled 
rail guides, this is of no consequence. However, with the elastic numerical method 
deflections of the profiled rail guide at arbitrary load conditions can be calculated, 
whereby additional use cases are opened up (see Sect. 4). The differences between the 
RCRL results with the analytical calculation model and the FE-model are up to 10% 
and there is no possibility of calculating superposed external loads. For simple load 
conditions, the analytical model in combination with the RCRL is still a significant 
improvement compared to the conventional lifespan calculation method for profiled 
rail guides [6].

The FE-model represents the real profiled rail guide best, but there is a lot of 
knowledge, much modelling and computational effort and expensive FE-software nec-
essary. Therefore, this method is not applicable for most end users, who want to use 
the RCRL in their engineering process.

3  Lifespan Investigations

The RCRL is not experimentally validated, so far. Therefore, the “Institut für 
Mechatronischen Maschinenbau der TU Dresden” conducts lifespan investigations for 
profiled rail guides of size 25 and balls as rolling elements, according to the standard 
DIN 631 [7]. The mandatory finger test for damage detection of a test item is assisted 
by acceleration sensors on every test item. This improves the damage detection and 
with that the results of the investigations.

Within a first run of the lifespan investigations, the profiled rail guides are cen-
trally loaded, in order to verify the given dynamic load rating Cdyn = 28600 N. With 
a second run, the profiled rail guides are loaded with a pitching moment, in order to 
verify the RCRL. Table 1 gives an overview of the used test parameters and the test 
results.

The, with standard DIN 631, investigated lifespan LB10 with a 10% probabil-
ity of default is LB10 = 498.12 km at the first run. This value is considerably smaller 
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than the calculated lifespan L = 800 km. The dynamic load rating of the profiled rail 
guide cannot be confirmed. The experimentally determined dynamic load rating is 
Cdyn_exp = 24421.91 N.

The pitching moment load on the profiled rail guide at the second run results in 
a calculated lifespan of L = 793 km with the RCRL and CDyn_sc = 3232.045 N (cat-
alogue value). With the experimentally determined lifespan of LB10 = 531 km, the 
RCRL cannot be verified, also. If the experimentally determined dynamic load rating 
of Cdyn_exp = 24421.91 N (Cdyn_exp_sc = 2755.84 N, first run) and the load parameter of 
the second run are estimated for the RCRL, a lifespan of L = 487.84 km (FE-model) 
is calculated. With this approach and referring to DIN 631, LB10 is greater than L and 
therefore the RCRL can be verified.

4  Concept for a Lifespan Calculation at Real Operating 
Conditions

4.1  Problem Statement

In the conducted lifespan investigations (Sect. 3), the achieved lifespans of the test 
items ranged from 202.48 km to 2366.78 km (first run) and from 180.23 km to 

Table 1.  Test parameter and test results of the lifespan investigations

a26 of 30 test items finished (value is changing because of still running exp. investigations)

Catalogue central RCRL central Catalogue 
eccentric

RCRL eccentric

Test parameter

Size 25

Rolling elements balls; diameter 4.75 mm

Cdyn (Cdyn_sc) 28600 N (3232.045 N)

Longitudinal load 290 Nm

Load Fz = −14300 N Fz = −5250 N; xW = 35 mm

Calculated 
lifespan L

800 km 800 km 183.24 km 793 km

Test results

Exp. lifespan LB10
498.12 km 531 kma

Cdyn_exp 
(Cdyn_exp_sc)

24421.91 N (2755.84 N) /

Calculated 
lifespan with 
Cdyn_exp

498.12 km / 116.65 km /

FEM / 498.12 km / 487.84 km

Numerical rigid / 500.37 km / 471.36 km

Numerical elastic / 498.12 km / 492.23 km

Analytical / 506.77 km / 493.78 km
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3773.68 km (second run). This shows the risk for users, if the profiled rail guide 
fails before the calculated lifespan, but also the high potentials, because most of the 
profiled rail guides could be used much longer than calculated, in actual operations. 
In addition to that, the loads on the profiled rail guide cannot always be predicted, 
because of changing applications of the machine. Thereby the lifespan calculation in 
the design process could lose validity. Further operating conditions such as constrain-
ing forces, caused by manufacturing and mounting tolerances or thermal elongations 
in the surrounding construction, have an influence of the real lifespans of profiled rail 
guides. Therefore, the aim of a research project is to capture the real operating condi-
tions of the profiled rail guides and calculate the expected residual life during opera-
tion continuously.

4.2  Application Principle

Capacitive distance sensors mounted to the guide carriage measure the distance 
between the guide carriage and the guide rail continuously and with a high resolu-
tion (see Fig. 4). With the approach of the calculation method described in Sect. 2.4, 
the single rolling contact forces and the RCRL can be calculated control system inte-
grated. With the principle of linear or nonlinear damage accumulation, the residual 
life of the profiled rail guide can be calculated for changing external (constraining) 
loads.

The measured distance signals between guide carriage and guide rail are analysed, 
whereby different influence factors like

– the surface quality of the guide rail, on which the capacitive distance sensors meas-
ure (e. g. waviness of the guide rail along travel length, roughness, hole coverings),

– characteristic deflections of the guide carriage due to the run in and run out of the 
balls into the load zone,

– characteristic damage frequencies and a lot more

have to be considered or compensated.

Fig. 4.  Capacitive distance sensors mounted to the guide carriage
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4.3  Benefit

With the knowledge of the residual life in consideration of the real operating condi-
tions, maintenance measures on machines and plants can be planned more exactly and 
unplanned downtimes could be avoided. At the same time, the service life potential of 
the profiled rail guides can be exploited with significant lower risk for the user.

At commissioning of feed axes in machines, the system can detect failures or 
exceeded tolerances in the surrounding constructions and considers this when calcu-
lating the residual life.

5  Summary

In this paper, four different methods for calculating single rolling contact forces for 
the rolling contact related life calculation are presented. These methods differ from 
each other in the degree of simplification and thereby in the calculable results.

Lifespan investigations with a pitching moment on a single profiled rail guide 
have shown that the RCRL can be used in principle. However, there have to be con-
ducted more lifespan investigations in order to confirm the results.

The gained knowledge can be used to determine the influence of real operating 
conditions on the real lifespan of the profiled rail guide. A scientifical and economical 
interesting implementation approach is described in the last sections.
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Abstract.  Internal traverse grinding (ITG) with electroplated cBN tools is 
a highly efficient process for machining of precision bores. Profiled tools 
allow for high stock removal and good surface quality in a single axial 
stroke. However, process control is difficult. Especially shape deviations 
of machined workpieces are influenced by machining system compliances. 
 Simulation-based solutions can be used to predict and compensate shape errors.

To model the system compliance, deformations have been measured using 
eddy current sensors in combination with piezoelectric force measurement 
components. A simplified substitute model has been developed, which repre-
sents the deflections of the entire machining system as a function of the process 
normal force, and grinding investigations with in-process force measurements 
have been performed. By incorporating the measured forces and the compli-
ance model into an existing simulation system, the influence on the resulting 
shape of the bore has been predicted in good accordance with the real grinding 
process.

Keywords:  Internal traverse grinding · Compliance · Shape deviations

1  Introduction

The increasing quality requirements for industrial applications demand continuous 
improvement of tools and machining processes. The grinding of a workpiece usu-
ally takes place at the end of a process chain and is often used for the hard and fine 
machining. Keeping high shape, dimensional and positional tolerances as well as a 
good surface quality of the workpiece is required [1]. Short machining cycle times 
also play an important role. For internal grinding of components like bearing and gear 

© The Author(s), under exclusive license to Springer-Verlag GmbH, DE,  
part of Springer Nature 2021 
B.-A. Behrens et al. (Eds.): WGP 2020, LNPE, pp. 304–314, 2021. 
https://doi.org/10.1007/978-3-662-62138-7_31

https://doi.org/10.1007/978-3-662-62138-7_31
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-662-62138-7_31&domain=pdf


Towards the Prediction of Compliance Influences on Shape Deviations     305

parts, it is difficult to achieve these goals. In industrial applications, these workpieces 
are most frequently machined using internal plunge grinding (IPG) [2, 3]. In IPG, the 
full width of the grinding wheel is in contact with the workpiece surface and high sur-
face quality can be achieved. However, this manufacturing process is limited in terms 
of the material removal rate. Due to the large contact length, high normal forces occur 
even at low radial feed rates, leading to elastic deformations of the machining system, 
consisting of machine tool, grinding tool, tool holder, tool spindle, workpiece clamp-
ing device and the workpiece itself. In consequence, the relative position of workpiece 
and tool shifts, which results in shape deviations [4]. High tool wear in internal grind-
ing, resulting from size constraints of the tool and thus a small number of active abra-
sive grains, further increases the process forces and the resulting shape deviations.

A highly efficient process for machining of bores is internal traverse grinding 
(ITG) with electroplated cBN tools characterised by a functional split into roughing 
and finishing zones. This allows a combination of rough grinding and finish grinding 
in a single axial stroke [4]. Prior to contact with the workpiece, a total radial stock 
removal ae,tot is set and the feed movement takes place parallel to the inner contour of 
the workpiece with an axial feed rate vfa [2]. Material removal primarily occurs at the 
conical roughing zone, while the cylindrical finishing zone smoothens the surface of 
the workpiece, see Fig. 1.

The distribution of the material removal over the areas I, II and III of the grinding 
tool depends on the total radial stock removal ae,tot, the roughing zone angle χ and the 
axial feed af per workpiece revolution. The effective tool width wt,eff can be calculated 
as the sum of the contact width in the roughing zone and the width of the material 
removal in the finishing zone which equals to the axial feed af. Because wt,eff in ITG is 
small compared to IPG, low normal and tangential forces occur in ITG and high mate-
rial removal rates can be achieved [2, 5]. However, especially in high performance 
processes, shape errors occur [6]. The heat generated in the process is concentrated on 
a small area and causes local thermal expansion of the workpiece [6, 7]. In addition, 
shape deviations are caused by elastic deformations of the machining system [6, 8].

Fig. 1.  Fundamental kinematics of ITG.
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In order to ensure good manufacturing accuracy, simulation-based compensation 
strategies for shape deviations resulting from workpiece clamping and thermal expan-
sion have been developed and the profile error has been reduced substantially [6, 9]. 
Machining system deflections have not been considered in these works. However, 
these represent an important aspect for improving the production quality in internal 
grinding [8, 10]. A variety of models exists for individual aspects of the machin-
ing system, e.g. the dynamics of spindles [11] or contact stiffness [12]. Research on 
machining system compliance in internal grinding focuses on quasistatic models. The 
tool and its holder have been modelled using beam theory in, for example, [5] and [8]. 
A similar modelling approach for ITG that takes the workpiece holder into account 
has been proposed in [2].

In this article, the compliances of the entire machining system as well as the tool 
system, consisting of the tool, the tool holder, the tool spindle and the components of 
the machine tool connecting the spindle with the machine base, are determined exper-
imentally by means of static analogy tests similar to [2]. All parts of the entire system 
which are not part of the tool system, i.e. workpiece, clamping device and machine 
tool excluding the tool system, are referred to as the workpiece system.

The influence of the axial tool position is investigated. A simplified model is pro-
posed to represent the deflection of the tool system as a function of the normal forces. 
Additionally, a simple approach to approximate the deflection of the entire machin-
ing system in the contact zone is presented. Subsequently, grinding investigations and 
geometric-kinematic simulations have been carried out to determine the influence of 
the compliance on shape deviations.

2  Determination of Machining System Compliances

In ITG, a normal force Fn occurs as soon as the tool starts to interact with the work-
piece. With increasing normal force, workpiece and grinding wheel are moved apart 
due to the compliances of the machining system. As a result, the prescribed total 
radial stock removal ae,tot is not completely achieved during machining and the result-
ing inner diameter along the length of the bore is too small. However, entry and exit 
area of the workpiece contour are exceptions. As the roughing zone of the grinding 
tool starts to exit the workpiece, the specific material removal rate Qʹw is reduced and 
the system rebounds due to the decreasing normal force. This results in large shape 
deviations along the bore length. At the entrance area a similar effect occurs to a 
minor extent [9].

2.1  Experimental Setup for Compliance Tests

Static analogy tests have been performed in a setup based on the machining of bear-
ing inner rings to investigate the influence of system compliances. All experimental 
investigations have been performed, in collaboration with Schaeffler Technologies AG 
& Co. KG, on an internal cylindrical grinding machine equipped with the  high-speed 
spindle HV-P 120 - 45.000/18 of the company GMN Paul Müller Industrie GmbH 
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& Co. KG. An electroplated cBN tool with roughing and finishing zone widths 
of wt,r = wt,f = 4 mm and a grain size of B181 in both sections, provided by August 
Rüggeberg GmbH & Co. KG, has been used. The combination of grinding wheel and 
tool holder is produced from one piece and referred to as the tool in the following. 
The test setup has been designed to determine the compliance of the tool system and 
the entire machining system, see Fig. 2.

The tool is positioned at a prescribed axial position zf relative to the clamped 
workpiece, while maintaining a radial gap of approximately 5 µm. Subsequently, the 
tool is moved radially in 30 steps of 0.5 µm in direction fr towards the workpiece and, 
thereafter, back to its original position. Neither tool nor workpiece rotate during this 
static analogy test. After contact is established, the resulting normal force Fn induces 
a deflection of the entire machining system ∆ae =∆ ae,t +∆ ae,w, corresponding to a 
reduction of the set total depth of cut ae,tot in ITG. The quantities ∆ae,t and ∆ae,w refer 
to the contributions of tool system and workpiece system, respectively.

A modified radial clamping device has been constructed, which incorporates 
a pre-tensioned piezoelectric force sensor (Kistler 9251A). The z-axis of the sen-
sor is aligned with the direction fr in order to measure the normal force Fn. Two 

Fig. 2.  Experimental setup for compliance tests. a) Schematic representation; b) Photograph: 
Tool sensor at zt = 40 mm; c) Displacement of the tool system due to movement in radial 
direction in static compliance tests; d) Machining system deflections reduce the total radial 
stock removal ae,tot by ∆ae in ITG.
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eddy-current sensors (Micro-Epsilon NCDT 3010-A, sensor U1) have been used 
to measure the distances dt, at a defined position along the tool, and dr, at a refer-
ence position at the base of the tool system. The reference sensor r has been kept at 
the same position for all measurements, while the other sensor t has been moved to 
different positions zt to resolve the deflection along the tool. A limited number of 
experiments has been performed to investigate the influence of different relative tool 
positions zf.

2.2  Experimental Results

Force and distance data (cf. Sect. 2.1) have been analysed using the Python package 
pandas [13]. An exponential moving mean filter with a half-life of 40 ms has been 
applied to reduce high-frequency oscillations. The initial distance measured by each 
eddy current sensor (dt0, dr0) has been approximated by the median of the values cor-
responding to the first second of the measurement, in which the tool was kept sta-
tionary, and has been used to calculate the distance changes as ∆dt = dt − dt0 and 
∆dr = dr − dr0. One representative measurement is illustrated in Fig. 3.

The tool system deflection ut = ∆dr − ∆dt at the position of the tool sensor has 
been approximated for each experiment by the linear fit ut(Fn) = bt + ct Fn, shown in 
Fig. 3c. Based on this approximation, the compliance ct of the tool system at the tool 
sensor position has been determined. Since no deflections are expected when no nor-
mal force is applied, the value of bt has been neglected.

Fig. 3.  Plot of filtered data for an exemplary measurement at zt = 50 mm, zf = 10 mm; a) 
Displacements ∆dr, ∆dt and tool system deflection ut = ∆dr − ∆dt at the tool sensor position; 
b) Normal force Fn over time; c) Tool system deflection ut and its linear fit ut,lin over normal 
force Fn; d) Displacement at reference sensor ∆dr and its linear fit ∆dr,lin over normal force Fn.
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2.3  Modelling of Machining System Compliances

Following [2], a model based on classic Bernoulli beam theory has been adopted for 
the tool system, see Fig. 4a. Unlike the models used in [5] and [8], the compliances of 
the tool system excluding the tool itself are represented by two springs. A simplified 
approach assuming a rigid body, has also been evaluated, see Fig. 4b.

A least squares fit has been performed for each of the models shown in Fig. 4 to 
determine the parameters klin and krot based on the data obtained for a constant relative 
axial position zf = 10 mm of the tool with respect to the workpiece. Both models yield 
similar least squares residuals, and the resulting compliances along the tool axis are 
shown in Fig. 5a. For the incorporation of the compliance model in simulations, the 
main interest is the prediction of the deflection of the grinding wheel. While the incor-
poration of the tool deformation results in more realistic compliances along the tool 
axis, the predicted compliances at the grinding wheel c̄t only deviate by approximately 
2%.

Fig. 4.  Modelling of the tool-system deflections. Tool and its holder modelled as a) a beam 
with varying cross-sections Ai and a Young’s modulus of 210 GPa; b) a rigid body.

Fig. 5.  Approximated compliances; a) Compliance along the tool axis. Measurements at 
different sensor positions zt and resulting fit for models I and II. Since good accordance of both 
models at the point of interest can be observed, the tool compliance at the grinding wheel c̄t is 
extrapolated from model II; b) Total compliances for different relative tool positions.
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An approximation �a
∗
e,t for the reduction of total depth of cut �ae,t due to elastic 

deformations of the tool system follows as

taking into account all static compliances of the tool system.
A generalisation of the model including compliances of the workpiece and clamp-

ing device is required for the prediction of process results. Once contact is initiated 
in the static test, the derivative of ∆dr with respect to Fn is assumed to be identical 
to the compliance c of the entire machining system. If nonlinearities in ∆dr(Fn) are 
neglected, c can be determined in analogy to the tool compliance ct from the linear fit 
∆dr,lin of ∆dr(Fn), see Fig. 3d. Values obtained for c at three different tool positions 
zf with respect to the workpiece are shown in Fig. 5b. Assuming that c includes all 
relevant compliances, the reduction of total depth of cut �ae in ITG has been approx-
imated as

where the machining system compliance c̄ is obtained by averaging all measure-
ments for a given position zf. A minor influence of zf on the tool compliance c̄t can 
be observed, see Fig. 5a. This effect could be related to the spindle moving out of 
the headstock for increasing values of zf and corresponding changes in lever arms. 
However, an unexpected increase of c̄ by about 100% is found for zf = 30 mm com-
pared to zf = 10 mm, see Fig. 5b. This deviation possibly results from small positions 
changes and elastic deformations of the thin-walled workpiece in the clamping sys-
tem. Further research regarding the dependency of the compliances on the tool posi-
tion is necessary to understand and model the influence of the tool position zf. The 
following section is based on the values obtained at zf = 10 mm due to the compara-
tively large data base.

3  Influence of System Compliances on Shape Deviations

ITG experiments have been carried out to investigate the influence of system compli-
ance on shape deviations. The axial feed rate vfa, and thus the process forces and the 
corresponding deflections, have been varied, resulting in changes of the inner profiles 
of the machined workpieces. Using a geometric-kinematic grinding simulation (GKS) 
in combination with the machining system compliance model (cf. Sect. 2.3) and the 
measured process forces, the resulting workpiece profiles have been calculated.

The test setup used for the grinding experiments is identical to the one described 
in Sect. 2.1, except no eddy current sensors are utilized. Bearing components have 
been machined under the experimental conditions listed in Table 1. Each test has been 
repeated once. After grinding, the inner workpiece profiles along the bore length have 
been measured at three rotational positions for comparison with the simulated axial 
profiles, using the form measuring system Hommel Etamic F455 by Jenoptik AG.

(1)�ae,t(Fn) ≈ �a
∗
e,t(Fn) = c̄tFn,

(2)�ae(Fn) ≈ �a
∗
e (Fn) = c̄Fn,
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3.1  Experimentally Determined Process Normal Forces

The normal force Fn has been measured at the clamping device (cf. Sect. 2.1). Since 
the measured force is a superposition of clamping and process normal force, sepa-
ration of these components is required. Additional superposed forces result from 
the rotational movement of the workpiece and possibly from thermal effects [6, 9]. 
Also, high-frequency oscillations are induced by the grinding process itself. The nor-
mal forces have been separated from the aforementioned factors in two steps: First, 
a finite-impulse-response filter design based on the Kaiser window, set to a low-pass 
frequency of vfa/4 mm together with a transition width of 2 Hz, has been applied. 
Subsequently, an offset correction has been performed using constant offsets at the 
start and at the end of the tool-workpiece engagement with linear interpolation in 
between. In Fig. 6a, the processed normal force data and the maximum value for one 
exemplary measurement are shown. Figure 6b displays the maximum force of all 
measurements plotted against the axial feed rate and exhibits a linear dependency.

3.2  Simulative Estimation of Shape Deviations

A GKS [14] has been adapted to simulate the resulting workpiece profile based on the 
compliance model for the entire system, presented in Eq. (2). Since this simulation 
system does not predict the process forces, the processed normal forces resulting from 
the experiments Fn(zf) are incorporated, see Sect. 3.1. The reduction in total depth of 
cut follows as

Table 1.  Experimental conditions and process parameters.

Grinding tool: Electroplated cBN, B181, D = 39 mm, χ = 3°

Workpiece: 100Cr6, hardened to 63 ± 1 HRC
Cylindrical: d = 47 mm, D = 53 mm, w = 31.4 mm

Cooling medium: Grinding oil, ν = 5 mm2/s

Grinding tool velocity: vt = 80 m/s

Workpiece velocity: vw = 1.33 m/s

Axial feed rate: vfa = 120, 240, 360, 480, 600 mm/min

Total radial stock removal: ae,tot = 0.125 mm

Fig. 6.  a) Processed normal forces Fn and approximated machining system deflection �a
∗
e for 

an exemplary measurement; b) Maximum normal force Fn,max for different axial feed rates vfa.
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Since the compliance model does not take the variable zf into account, see Sect. 2.3, 
the reduction in depth of cut depends on the position of the tool in relation to the 
workpiece zf solely through the measured forces. The function �a

∗
e (zf), is exemplarily 

shown in Fig. 6a next to the corresponding force measurement. By using �a
∗
e(zf) as a 

radial offset of the tool model in the GKS, the achieved radial stock removal has been 
calculated, referred to as radial stock removed ae,real(zw). A comparison of the simu-
lation results and the corresponding experiments is depicted for three representative 
specimens in Fig. 7. The curves are vertically aligned based on the assumption that 
the total radial stock removal ae,tot is completely achieved at the end of the exit zone.

Higher axial feed rates vfa and resulting normal forces Fn correspond to a reduced 
diameter along the workpiece profile in both experiments and simulations, and a wid-
ening of feed marks visible especially in the simulation results. The material removal 
is underestimated by the simulation in the entry zone, but overestimated in the exit 
zone. Due to the gradual decrease of the measured forces and thus the deflections, 
the errors in diameter exhibited by the main section tend to zero towards the end of 
the exit zone. This applies to both simulations and measurements. In summary, the 
influence of the feed rate on the characteristic shape deviations at the exit zone is 
reproduced using the simulation in good accordance with the measurements. The 
remaining discrepancies could result from factors not modelled, such as the varying 
compliance for different tool positions and workpiece deformations due to clamping 
and thermal expansion.

4  Conclusion and Outlook

Compliance models for the tool system (Eq. (1)) as well as for the entire machin-
ing system (Eq. (2)) have been evaluated. Both models have been calibrated using 
deflection and force data obtained from static analogy tests. For the tool system, two 
model variations have been compared. The tool has been modelled either as an elastic 
beam or as rigid body. Both variations result in nearly identical approximations of the 

(3)�a
∗
e (zf) = �a

∗
e (Fn(zf)) = c̄Fn(zf).

Fig. 7.  Achieved radial stock removal along the bore length at three axial feed rates.
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compliance at the grinding wheel for the system under consideration. The model for 
the entire machining system is based only on the normal force and the radial feed. 
Major differences in the compliance have been observed at different axial positions 
of the tool. Workpiece profiles after ITG have been measured and reproduced using 
a geometric-kinematic grinding simulation based on the machining system compli-
ance model. Good accordance in the resulting profiles has been achieved for different 
axial feed rates, especially with respect to the characteristic shape deviation in the exit 
zone.

Additional investigations are planned to verify the underlying assumptions of 
the machining system compliance model and to include the influence of the axial 
tool position. In the future, an enhanced compliance model will be incorporated into 
a thermomechanically coupled simulation framework, similar to [9], to calculate the 
process forces and deflections monolithically. This will lead to higher quality simula-
tion results, which could be used to develop highly efficient compensation strategies 
for ITG processes, with the potential to be integrated into CNC systems.
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Abstract.  During the machining of wood and fibre composites, large quanti-
ties of fine dust and chips are produced which are harmful to health. In addi-
tion, a chip accumulation can occur at the cutting position, which reduces the 
production quality and promotes double cutting. In woodworking, chip fans are 
often used to remove these dusts and chips. These are located directly on the 
tool holder and generate an air flow directed towards the spindle by the spin-
dle rotation. The additional airflow improves the removal of the dust and chips 
directly after the chip formation in the direction of the suction hood. As a side 
product, the chip fans generate high aeroacoustic emissions with increasing 
rotational speeds. In this paper, the acoustic behaviour of chip fans is charac-
terised by measuring the sound pressure levels at different speeds when run-
ning idle. In addition, the aeroacoustic and flow behaviour of chip turbines is 
numerically modelled with a Computational Fluid Dynamic (CFD) simulation. 
Thus, in the future, design measures can be analysed for their sound-reducing 
effectiveness in time-saving simulation studies.

Keywords:  Acoustic emission · Simulation · Design optimization

1  Introduction

During the processing of wood and wood-based materials, large quantities of fine 
chips and dust are produced. These can be harmful to human health and extend the 
setup times by manual rework to remove the chips. A new type of effective chip 
extraction can be achieved with chip fans [1]. These are mounted on the tool inter-
face in the immediate vicinity of the Tool Center Point (TCP) and rotate at the spin-
dle speed. This causes a local speed increase at the TCP and the chips are sucked in 
by the chip fan and ejected in the direction of the suction hood. In Fig. 1 different 
chip fans are shown. These differ considerably in their design. Chip fan 1 has six flow 
channels with a diameter a = 95 mm, a height c = 39 mm and the dimension from 
the lower edge of the chip fan to the surface of the workpiece e is ideally between 
e = 2–6 mm. Chip fan 2 has eight flow channels with a diameter of a = 98 mm, a 
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height of c = 36 mm and e = 3–6 mm. The dimensions of chip fan 3 are ten flow chan-
nels with a = 99 mm, c = 43 mm and e = 3–6 mm.

As a side effect, chip fans generate considerable acoustic emissions. A preliminary 
investigation according to the experimental set-up in Fig. 2 shows that the sound pres-
sure level of an idling double-edged end milling tool at 20.000 rpm is 80.57 dB. When 
machining a wood-based material MDF, with a spindle speed of 20.000 rpm and a 
feed rate of 6 ms−1 the sound pressure level is 96.4 dB. However, chip fan 3 already 
reaches a sound pressure level of 104.1 dB in idle mode with 20,000 rpm, which 
already exceeds the legal limits for hearing damage. The comparison in Table 1 illus-
trates that chip fan 3 is a significant source of noise when idling and exceeds the noise 
of the tool during idling and machining considerably. For this reason, the following 
research activities relate to the investigation of the idling chip fan 3.

Acoustic emissions that occur at idling speed are often due to fluid 
mechanical phenomena [2, 3]. For fans and tools, a dominant characteristic 
 blade-passing-frequency is formed as a function of speed and number of blades. 
Furthermore, turbulences lead to aeropulsive impacts resulting in considerable noise. 
Groß shows in [4] that turbulent flows in the immediate vicinity of rotating tools 
cause microscale turbulences and air vibrations. The pressure field generated by these 
turbulent flows results in a characteristic aeropulsive rotational noise. This effect was 
also investigated for idle running of circular saw blades [5].

Lighthill [6, 7] has shown how the problem of aerodynamic sound can be posed 
as an acoustic analogy in which the turbulence provides a quadrupole distribution in 
an ideal atmosphere at rest. He described the general properties of the induced field 
and developed the dominant effect of steady low-speed solenoidal source convection. 

 (b) (a) 

1 2 3 

Fig. 1.  Different chip fans (a): chip fan 1, chip fan 2, chip fan 3; Geometrical dimensions (b).

Table 1.  Measured sound pressure levels of an idling tool, a tool in machining process and an 
idling chip fan 3.

Idling double-edged 
milling tool at 

20.000 rpm

Machining MDF with 
a doubled-edged mill-

ing tool

Idling chip fan 3

Sound pressure level 
[dB]

80.57 96.4 104.1
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Ffowcs-Williams and Hawkings [8] extended the analogy to include solids in the cal-
culation volume. This allows the consideration of monopole and dipole sources.

Möhring et al. [9] use the acoustic analogy to calculate the aeroacoustic behav-
ior of circular saw blades in idle mode. Using numerical computational fluid dynamic 
(CFD)-simulation, fluid mechanical quantities are determined which are transformed 
into a sound pressure level by the acoustic analogy according to Lighthill and the 
extension of Ffowcs-Williams/Hawkings. With this computational aeroacoustic 
(CAA) simulation, the chip space and the tooth shape of the circular saw blades are 
optimized with regard to low aeroacoustic emissions [10].

This paper presents a transfer of the method presented in [9] to chip fans. At first the 
problem is presented by experimental investigations. Then a CAA simulation of the chip 
fans in idling operation is performed. Finally, the results are compared and discussed.

2  Experimental Investigation

To determine the sound pressure level of a chip fan, a commercially available version 
(chip fan 3, Fig. 1) was clamped into the main spindle of a MAKA PE 170 machine 
at the Institute for Machine Tools (IfW). To avoid the influence of aeroacoustic effects 
caused by a tool, a cylindrical shank dummy is clamped in the tool holder of the chip 
fan instead of an end milling tool. To measure the sound pressure level, a microphone 
is placed at a measuring distance of one meter from the chip fan (Fig. 2). The sound 
pressure level is evaluated with a Dactron FOCUS signal analyzer. The blade pass-
ing frequency sound is formed as a monopole, turbulences acting on the rigid blade 
surface can be considered as dipoles and the sound radiation by free turbulences as 
quadrupoles. These different noise sources are generated at each blade of the chip fan. 
Since the chip fan is rotationally symmetrical, no directionality of the sound genera-
tion is assumed and the sound pressure level is measured in only one position. Future 
investigations will consider a possible directional characteristic of the sound radiation 
of the chip fan in an acoustic laboratory.

1m 

Fig. 2.  Measurement of the sound pressure level.
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The measurement was performed for characteristic operating rotational speeds of 
chip fans from 12,000 to 24,000 rpm. Table 2 shows the corresponding sound pressure 
levels. A spectral analysis of the measurement shows the dominant noise source at the 
10th order of the rotational speed. This is the blade passing frequency of the chip fan, 
which has 10 blades in an equidistant arrangement.

Prior to a simulation of the chip fan, the boundary conditions and basic sound gen-
eration mechanisms must be investigated. For this purpose, it is necessary to identify 
the dominant sound source. Subsequently, the sound generation mechanisms can be 
further investigated. In the literature, theoretical and experimental research [11] shows 
that in subsonic flow velocities, fluid displacement and turbulence in free flow con-
tribute comparatively less to the total sound. The forces on the surfaces of the rotor 
and other stationary parts around which the flow passes are much more decisive.

It is therefore of interest whether the noise is generated by the chip fan or by flu-
idic effects which occur when the air transported by the chip fan hits or flows around 
surrounding components. For this purpose, a sound localisation is carried out with an 
acoustic camera. This limits the location of the sound generation and allows an anal-
ysis and identification of possible sound generation mechanisms. Figure 3 shows a 
recording with the acoustic camera of the chip fan at a rotational speed of 18,000 rpm 
in idle mode. The analysed frequency range is from 0 to 48 kHz. The experiment 
shows that the chip fan is the dominant sound source, more precisely the flow outlet 
at the end of the flow channel. This indicates the existence of blade passing frequency 
sound as well as vortex noise caused by the passing blades. It also shows that there is 
no other noise source, which is less than 15 dB quieter than the chip fan. Hence, there 
are no other dominant sources or reflections in the system, which contribute signifi-
cantly to the overall sound pressure level. The air abruptly stops after leaving the flow 
channel and creates turbulent eddies in the vicinity of the chip fan. A flow-mechanical 
simulation (Fig. 3) confirms this assumption. Therefore, it can be excluded that the 
noise is caused by effects in the environment, such as turbulence caused by the impact 
of the flow on surrounding components. A successful noise reduction must be imple-
mented at the chip turbine by constructive design modifications.

Table 2.  Measured sound pressure levels for different rotational speeds.

Rotational speed 
[rpm]

12,000 14,000 16,000 18,000 20,000 22,000 24,000

Sound pressure level 
[dB]

89.6 94.4 98.0 101.4 104.1 106.4 109.0
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3  CFD Simulation

For the simulation of the flow characteristics of the chip fans, a CFD simulation is 
carried out in ANSYS-CFX. Here, not the chip fan itself is simulated, but the sur-
rounding air in which the chip fan normally rotates. The simulation therefore consists 
of a cylindrical solid body which represents the air in the environment of the chip fan. 
The chip fan is cut out of this cylinder. This leaves the entire air space around the chip 
fan. The size of the calculation room is iteratively selected so that the formation of 
vortices is not disturbed, but the calculation time can be kept within limits. The diam-
eter of the calculation room is 250 mm and the height is 350 mm. For the mesh tetra-
hedron elements with a maximum skewness of 0.9 and a minimum orthogonal quality 
of 0.3 are used. The inner boundary of the air to the chip fan and the outer boundary 
of the simulation space are defined as frictional walls. Finally, the air is rotated around 
the rotation axis at the rotational speeds from the experiment (Fig. 4).

Fig. 3.  Experimental sound localisation with the acoustic camera (left); CFD simulation of the 
chip fan 3 with turbulences at the outlet of the flow channels (right).

calculation volume 

axis of rotation 

direction of motion 

chip fan 

Fig. 4.  CAD model of the calculation volume.
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Additionally, an analysis of the different turbulence models was carried out to 
determine their suitability for the presented issue. For this purpose, the common mod-
els k-ε, Shear Stress Transport (SST) as well as the Reynold Stress models BSL and 
SSG were used and simulated for all rotational speeds.

The experimental investigations showed that the dominant noise source is at the 
outlet of the flow channels of the chip fan. This indicates that turbulent aerodynamic 
phenomena must be present at this location. The analysis of the CFD simulation con-
firms this hypothesis. Figure 5 shows the flow with velocity vectors in the stationary 
frame. It becomes clear that the air at the outlet of the flow channel is highly com-
pressed. This exiting air jet pulls further air by shear friction effects and decays 
into microscale turbulences. These aerodynamic effects result in considerable noise 
emissions.

4  Acoustic Analogy

To convert the results of the flow simulation, the acoustic analogy of Lighthill and 
Ffowcs-Williams/Hawkings is used [6–8].

Lighthill has shown, that the basic equations of fluid mechanics can be converted 
into a wave equation, which describes the propagation of sound. Therefore, it is pos-
sible to calculate sound parameters from results, which are obtained from a flow 
simulation.

The acoustic analogy can be seen in Eq. (1):

(1)
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∂ṁ
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Tij

Fig. 5.  Velocity in stationary frame (Vector) with turbulent eddies (BSL-Model)
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To solve the above equation, the generalized Kirchhoff equation is used. Equation (2) 
shows, how the sound pressure in a receptor point p(x,t) is calculated. The integral dV 
stands for the air volume of the flow simulation, dS is the surface of the chip fan.

In order to obtain the sound pressure level from the sound pressure, Eq. (3) has to be 
applied.

A more detailed explanation of the calculation steps is displayed in [9]. There, it is 
shown, how the results of the flow simulation are used to solve the integrals.

5  Results

Figure 6 shows the results of the calculated sound pressure levels gained from the 
flow simulations. A comparison between the used turbulence models and the measure-
ment is displayed.

There are deviations between the measurement and the calculated results. Almost 
all results are below the experimental data. Only the SSG-model shows a higher 
result at 12.000 rpm. The diagram demonstrates that the results of the calculations are 
highly dependent on the used turbulence model.

The fact, that almost all results are lower in sound pressure level than the meas-
ured data is due to the measurement setup. Even though there are no other significant 
sound sources in the machining center, the setup can still cause an error. Therefore, 
future measurements will be conducted in an acoustic laboratory to eliminate any 
potential errors. For the acoustic optimisation, only the relative change of the sound 
pressure level depending on the rotational speed is relevant. Therefore, the slopes of 
the balance lines are looked at for comparison.
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∂ṁ

∂t

)

τ

dV −

ˆ

S

1

4πr

(

∂(ρvi)

∂t

)

τ

nidS −
∂

∂xi

ˆ

V

1

4πr
(fi + ṁvi)τdV
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The BSL-model shows almost the same slope than the measurement. The dis-
played regression functions in Fig. 6 clearly illustrate that fact. The differences 
between the sound pressure levels are very small. The BSL-model is also optimized 
for rotating systems, which results in a good convergence behavior of the simulation. 
Hence, this turbulence model will be used for ongoing investigations and the optimi-
sation of the chip fan.

6  Summery and Future Work

With the performed simulations, it is now possible to predict the acoustic behavior 
of the chip fan with a sufficient accuracy. The trend of the dependence of the sound 
pressure level on the rotational speed was shown for the used chip fan. Thus, the foun-
dation for the optimisation of the chip fan geometry in regard to the noise emission is 
built.

As part of ongoing work, an investigation is being carried out, where the influence 
of the geometrical properties of chip fans on the acoustic behavior is being regarded. 
These parameters have yet to be determined before the study can be carried out. The 
results will be the basis for any future optimisation.

In addition, the flow conditions must be taken into account, since the chip fan 
must still be able to transport chips and dust to the suction system.

As well as the acoustic behaviour of the chip fan at idle, future simulations should 
also consider the chips in a two-phase flow.

Furthermore, flow simulations with other chip fans will be done to show the gen-
eral applicability of the method and to develop a guidance line for designing low 
noise chip fans.
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Abstract.  Thermo-elastic errors in machine tools have a significant influence 
on the machining accuracy. The error at the tool center point can be determined 
with the structure model based correction, which uses physical based models like 
finite element models. The output of the structure model is the volumetric ther-
mo-elastic error in the workspace of the machine tool. The correction values of 
the machine axes are determined based on the volumetric error with the help of a 
kinematic model. Therefore, three variants are presented in this article and their 
influence on the correction accuracy is estimated. The evaluation is based on typ-
ical thermo-elastic errors in the workspace of machine tools. The influence of the 
different variants on the correction accuracy is estimated with the Monte Carlo 
method based on randomly generated errors in the workspace of the machine.

Keywords:  Thermo-elastic error · Machine tool · Correction · Compensation · 
Volumetric error · Structure model · Accuracy · Evaluation

1  Introduction

Thermo-elastic errors dominate the machining errors of machine tools [1]. Up to 75% 
of the overall geometrical errors of the workpiece are caused by thermal effects [2]. 
According to [1] new advanced approaches for the reduction of thermo-elastic errors 
have to improve the accuracy without additional energy consumption and utilize 
models for the thermal behavior. Model based correction approaches can be divided 
into structure model based (e.g. [3]), transfer function based (e.g. [4, 5]) and correl-
ative model based correction (e.g. [6]). Structure models are physical based models 
like finite element models and can be seen as “white box” models. The characteris-
tic thermal behavior of machine tools can be described with transfer functions (“grey 
box”), for example with first-order lag elements. Correlative models treat the machine 
as “black box” and usually describe the relation between measured temperatures at 
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different points in the machine and measured displacements at the tool center point 
(TCP) or deformations of the axes. This article focuses on the correction of the 
 thermo-elastic volumetric error at the tool center point (TCP) calculated by a structure 
model. However, all model based correction approaches have to use control-integrated 
functions for the volumetric correction of the thermo-elastic errors. Therefore, the 
presented approach is also relevant for other model types. In this article, three imple-
mentation variants and the number of necessary grid points calculated by the modeol 
are evaluated with regard to their influence on the correction accuracy.

The article has the following structure. The geometric correction approach on 
which the thermo-elastic correction is based is briefly explained in Sect. 2. In Sect. 3, 
three possible variants for a combined thermo-elastic and geometric error correction 
are described. The typical thermo-elastic errors at the TCP in the workspace is ana-
lyzed and an approach for the calculation of random typical errors are presented in 
Sect. 4. Based on these randomly generated errors an approach is described to esti-
mate the residual error at the TCP for the three different variants in Sect. 5. The 
approach was implemented for the kinematic of a demonstrator machine (Sect. 6) and 
the results are evaluated in Sect. 7. Finally, the article closes with a summary and an 
outlook (Sect. 8).

2  Geometric Volumetric Correction

The thermo-elastic volumetric correction is based on a geometric volumetric correc-
tion approach. The geometric volumetric correction uses axis error parameters accord-
ing to ISO230-1 [7] and a kinematic model. The following notation is used for the 
error parameter, e.g. EYX (E-error, Y-error direction; X-examined machine axis). The 
kinematic model utilizes homogenous transformation matrices (HTM). It is assumed 
that the error of one axis is independent from the other axes positions and therefore 
that the components of the machine behave like rigid bodies [8].

The approach used for the correction of rotatory and translational errors is called 
decoupling method [9]. The flow chart in Fig. 1 (blocks on the lower half below 
dashed line) depict the principle of the correction for the six degrees of freedom. It 
starts with the measurement of the error parameters according to ISO 230-1 [7]. The 
error at the TCP (∆X, ∆Y, ∆Z, ∆ΘX, ∆ΘY, ∆ΘZ) is calculated based on this error 
parameters, the kinematic model and the current axes positions in the machine con-
trol. At first, the rotatory errors at the TCP are corrected for example by tilting the 
y- and the z-slide. This correction leads to additional translational errors at the TCP 
(∆Xrot, ∆Yrot, ∆Zrot). Therefore, the entire translational error is corrected in a second 
step by the axes correction values (e.g. Xk, Y1k, Y2k, Z1k, Z2k, Z3k). Finally, the cor-
rection values are added to the current axes positioning values (e.g. X, Y1, Y2, Z1, Z2, 
Z3). On the example of a demonstrator machine (see Sect. 6) the geometric correction 
approach was verified and the deviations were reduced approximately by 90% [8].
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3  Combined Volumetric Correction

The base for the thermo-elastic volumetric correction is a grid with the thermo-elastic 
errors at the TCP (∆TCP) in the workspace of the machine. The grid can be provided 
by a structure model but also by other thermal models as described in the introduc-
tion. The three variants in combination with the geometric correction are depicted in 
Fig. 1. There are two different real time requirements for the functions (marked with 
different colored frames). Thermal real times (green) means that the results have to 
be calculated before relevant thermo-elastic deformations occur. The functions with 
real-time requirements in the control are marked with a red frame. These functions 
depend on the current axes positions. Therefore, they have to be recalculated ideally 
with every interpolation cycle of the control.

In the first variant, the thermo-elastic error parameters (ISO230-1 [7]) of the axes 
are determined and added to the geometric error parameters. The determination of the 
thermo-elastic error parameters is similar to the measurement of the geometric error 
parameters. The error at the TCP at equally distributed points along the axis direction 
are used as error parameters of the axis. This is done for each axis separately while 
the other axes are in zero position. Therefore, three lines with errors at the TCP in 
the workspace are taken into account. The reference point is the center of the work-
space. The error at the TCP is distributed between the error parameter of the three 
axes at this point. The distribution is determined with the help of the kinematic model 
by minimizing the residual errors at the TCP at the given grid points. Therefore, least 
error squares and the interior-point method is used.
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(EXX, EYX, EZX,...)

transformation to 
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correction of rotatory errors 
Y , Z )( X , Δ rot Δ Δrot rot 

axes correction values 
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Fig. 1.  Variants for the combination of thermo-elastic and geometric volumetric error 
correction
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The second variant uses directly the given grid with the errors at the TCP in the 
workspace. Depending on the current axes positions the current error at the TCP is 
linearly interpolated within the grid. The resulting thermo-elastic error at the TCP is 
added to the geometric error. The difference to the first variant is that thermo-elastic 
error parameters (see * in Fig. 1) are not considered in the calculation of the transla-
tional errors (∆Xrot, ∆Yrot, ∆Zrot) caused by the correction of the rotatory errors at 
the TCP. The influence on the correction accuracy is considered to be very small since 
the thermo-elastic error parameters are typical in the range of micrometers. Therefore, 
they only have a very small influence on the kinematic transformation, which is used 
to determine the translational errors ∆Xrot, ∆Yrot, ∆Zrot.

In the third variant, the axes correction values are determined at the given grid 
with errors at the TCP. Therefore, the functions “correction of rotatory errors” and 
“axes correction values” (see Fig. 1) are moved out of the control. The axes correc-
tion values are linearly interpolated depending on the current axes positions within 
the grid. Finally, the correction values are added to the axes positioning values. As in 
variant 2 the thermo-elastic error parameters can’t be considered for the correction of 
the rotatory errors.

4  Typical Thermo-Elastic Error at TCP in Workspace

The base for the evaluation of the three different variants is a grid with errors at 
the TCP in the workspace. Therefore, machine tool typical thermo-elastic errors 
are generated. In this way, a wide variety of thermo-elastic errors at the TCP can 
be evaluated. The kinematic model of the machine and generated  thermo-elastic 
error parameters according to ISO230-1 [7] are used for the calculation of the 
error at the TCP. The characteristics of the error parameters were analyzed with 
the help of published measurements of machine tools with a workspace size from 
0.5 m × 0.4 m × 0.35 m up to 1 m × 1 m ×1 m [4, 5, 10–15]. The thermo-elastic 
error parameters depend on the axis position and the time. The typical thermo-elastic 
error parameters are approximately in the range of ±80 µm respectively ±80 µm/m. 
An assumption is that the error parameters change linearly over the length of the axis 
[5, 11, 13, 15]. The nonlinearities of positioning and angular errors are in the range 
of ±4 µm respectively ±4 µm/m in these publications. Since the linear part of the 
straightness errors is considered in the squareness errors, the remaining straightness 
error are nonlinear in the range up to ±10 µm [5, 10, 14, 15]. In the first step (only for 
positioning and angular error) of the parameter generation, a random straight line over 
the axis position is determined with a uniform distributed rise and offset. In a second 
step (for all position dependent errors), at five random points along the axis a uniform 
distributed random offset in the range of the typical nonlinearities are added to the 
straight line. Between these five points, the curve is interpolated by a shape preserving 
piecewise cubic Hermite interpolating polynomial based on [16]. This interpolation 
prevents an overshoot of the resulting curve and generates a realistic curve of the error 
parameter over the axis position (E(x)). The squareness errors are determined by uni-
form distributed random values in the range of ±80 µm/m.
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The time behavior of the thermo-elastic error parameters after a load step is often 
similar to a lag element of first order. This property of the error parameter is used 
for correction approaches based on transfer functions [4, 5, 17]. The time behavior is 
characterized by the thermal time constant (τ) of the machine or of machine compo-
nents. The typical time constant is in the range of 0.3 to 6.8 h. In this range, a uniform 
distributed random time constant is generated. The position dependent error parame-
ters E(x) are scaled by the step response of a lag element of first order with this time 
constant (Eq. 1). A load step is chosen because it leads to the largest possible rise of 
the error parameters.

Figure 2 shows an example for a randomly generated positioning error of the x-axis 
(EXX) over six hours on the left side. The error at the TCP at a reference grid in 
the workspace is calculated based on these randomly generated error parameters. A 
kinematic model is used for this calculation. An example for the calculated error of 
the TCP in X direction (∆X) is depicted in Fig. 2 on the right. The figure is for one 
point in time after 6 h. The errors are plotted at the X-Y-plane, the X-Z-plane and the 
 Y-Z-plane to get an overview of the distribution in the workspace.

5  Approach for the Estimation

The following section describes the estimation of the residual error at the TCP, which is 
used to evaluate the influence of the three variants and the number of given grid points 
on the correction accuracy. The translational errors at the TCP are summarized with the 
Euclidean norm (2-norm, TCPE,trans), which can be interpreted as length of the displace-
ment vector. The rotational errors at the TCP are summarized with 1-norm (TCPE,rot). 
The characteristic value kmax is the maximum residual error with respect to the maxi-
mum uncorrected error. The characteristic values are determined for different randomly 
generated typical thermo-elastic errors at the TCP and implementation variants. A 

(1)Etotal(x,t) = E(x) ·

(

1− exp

(

−
t

τ

))

t/h

EX
X
/
mμ

20

0
5
10
15

0

6
4

2
-0.2

0
0.2

x/m
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distribution for the characteristic values is calculated with the help of the Monte Carlo 
method. All geometric error parameters are set to zero for this investigation. Figure 3 
shows the flow chart for the determination of the distribution. At first, a reference grid 
with typical errors at the TCP is generated for 6 h. The reference grid has eleven points 
in each direction, altogether 1331 points. A subset of points is selected from these 
points. This subset represent the output of the structure model. In practice, the number of 
grid points that can be calculated by the structure model is limited by real-time require-
ments. The subset is used for correction with the three variants (Fig. 1). In the next step, 
the residual errors at the TCP at the reference grid are determined and the characteristic 
values are calculated. At the points of the subset, the results of the variants are nearly 
identical to the reference. The relevant residual errors result from the variant specific 
interpolation at the reference points between the subset points (structure model output). 
The calculation of the characteristic values is done every 10 min of the 6 h. After this, 
the process starts over at the first step until 500 repetitions are reached.

6  Demonstrator Machine

Repeat 500 times?

Generate random typical error at TCP at reference grid (11x11x11)

Emulation of the results of the structure model by a subset of the 
reference grid (e.g. 3x3x3)
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(11x11x11) with the variants 1, 2, 3

Determination of the residual error at the TCP at 
reference grid and of the resulting characteristic values

no

Distribution of characteristic values

yes

Evaluation with
a time increment
of 10min over 6h

Fig. 3.  Flow chart for the determination of the distribution of the characteristic values
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As an example a machine with a 3-axis Cartesian kinematic is used. This machine has 
the special ability to compensate errors in six degrees of freedom. Figure 4 pictures 
the demonstrator machine on the left. Three ball screw axes drive the z-slide. Flexure 
bearings connect the ball screw nuts and the guide carriages to the z-slide. Therefore, 
the z-slide can be tilted around X- and Y-direction in small angles up to 10 mrad. Two 
parallel linear direct drives actuate the y-slide. Flexure bearings connect the y-slide to 
the guide carriages of the linear guideways at the z-slide. In this way, the y-slide can 
be tilted around the z-direction up to 1.6 mrad. The kinematic chain of the machine 
from the table to the tool center point is sketched in Fig. 4 on the right. Cuboids mark 
the translational movements. Cylinders mark the rotatory movements. The rotatory 
axes are named as virtual since they are no rotatory axes in the usual sense [8].

Eq. 2 shows the transformation with HTMs [18] (T) from the machine table coor-
dinate system to the TCP coordinate system taking the axes positions (Pos), pivot 
points (PP), angles of virtual rotatory axes (Θ), squareness errors (SE) and axes errors 
(E) into account. The top left index denote the reference coordinate system and the 
bottom right index denote the target coordinate system. For the calculation of the 
error at the TCP, it is assumed that the virtual rotatory axes themselves have no error 
parameters.

The workspace of the demonstrator machine has the size 0.5 m × 0.4 m × 0.44 m. 
This is within the range of the workspace sizes of the machine tools analyzed in 
Sect. 4.

7  Results

In this section, the results of the Monte Carlo simulation are discussed for the demon-
strator machine. In Fig. 5 are typical distributions for the relative residual translational 
(kmax,trans) and rotatory error (kmax,rot) at the TCP depicted. The results in Fig. 5 are 
from variant 2 using a subset of 125 points (5 points in each axis direction) of the 
reference grid. The other variants and different numbers of grid points lead to sim-
ilar distributions. The histograms show distributions, which have a positive skew 
 (right-skewed). They are similar to a logarithmic normal distribution. Logarithmic 
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normal distributions are suitable to describe multiplicative effects [19]. In this case, 
the random error parameters were multiplied along the kinematic chain. Therefore, a 
logarithmic normal distribution is assumed for kmax,trans and kmax,rot. In the figures, the 
expected value (µ) and 1-sigma-limits (σ) are marked with red lines. Within the limits 
are 68.27% of the values.

Figure 6 shows the expected values and the 1-sigma-limits (error bars) of kmax 
depending on the number of points in the subset of the reference grid. In each axis 
direction always the same number of grid points is used. The three variants only differ 
slightly in their influence on the correction accuracy, even for a very small number of 
grid points. For a high number of grid points variant 1 has a lower expected value but 
also a similar variance compared to variant 2 and 3. The relative translational residual 
error (kmax,trans) of variant 2 starts close to variant 1 for low numbers of gird points and 
approaches variant 3 for higher numbers. The relative rotational residual error (kmax,rot) 
of variant 2 and 3 are nearly equal.

The diagrams show, that the number of used grid points has a higher influence 
on the correction accuracy then the chosen variant. The expected values and the 
 1-sigma-limits of kmax,trans and kmax,rot decrease asymptotically with increasing number 
of grid points. There is still a relevant residual error, due to the nonlinearities of the 
error parameters and simplifications (e.g. small-angle approximation). In conclusion, 
the three variants are similar in terms of correction accuracy. The choice of the variant 
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for implementation depends on the specific control with its capabilities to integrate 
additional real-time functions. In this example, the structure model should calculate 
the error at the TCP at least at 27 grid points in the workspace of the machine in order 
to keep the 1-sigma-limit of the relative residual error of the volumetric correction 
below 25%.

8  Summary and Outlook

In this article, three variants were introduced for the combined geometrical and 
 thermo-elastic volumetric error correction at machine tools. The variants base on a 
grid with errors at the TCP in the workspace. The grid represents the output of the 
structure model or another kind of model for thermo-elastic errors. In the next step, 
the typical thermo-elastic error parameters of machine tools were analyzed. Based on 
this analyzation typical thermo-elastic errors at the TCP were randomly generated as 
reference for the evaluation of the variants. The Monte Carlo method was used to esti-
mate the influence of the different variants and of the number of the given grid points 
on the correction accuracy for a demonstrator machine. The variants only slightly dif-
fer in their influence. The number of given grid points has a higher impact on the cor-
rection accuracy than the variants. At least 27 grid points in the workspace should 
be used in order to keep the 1-sigma-limit of the relative residual error below 25%. 
In future works, the thermo-elastic displacement of the TCP in the workspace of the 
demonstrator machine will be measured with the help of a photogrammetric measure-
ment system [20]. Based on the measurement the accuracy of the variants with differ-
ent numbers of grid points could be evaluated and compared to the results presented 
in this article.
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Abstract.  Abrasive flow machining is widely used for finishing applications. 
For every workpiece material, chips are formed by the relative movement 
between abrasive grains and workpiece surface. Thus, the friction in between 
is an important parameter to describe these mechanisms. A method for inline 
measuring of process forces in abrasive flow machining is presented. A sealed, 
technical device for measuring tangential forces and a device for measuring the 
static pressure were successfully developed. The results show a strong depend-
ence on processing parameters. The data is used for developing a friction 
model that takes processing parameters into account. Moreover, the friction 
model is utilized to implement the local slip of the abrasive media on the work-
piece surface in flow simulations. Consequently, process designs of machining 
tasks will be improved and will contribute to an enhanced quality and process 
stability. By process simulations, time consuming experiments are reduced in 
order to reduce costs.

Keywords:  AFM · Process forces · Friction model · Flow and process 
simulation

1  Introduction

Innovations in manufacturing lead to developments of new machining technologies 
like additive manufacturing in 1981. Especially additively manufactured metallic 
workpieces lack surface quality so that they must be finished just like some conven-
tionally manufactured workpieces. Even inner surfaces of these expensive complex 
shaped workpieces cannot be reached by stiff tools. Here, abrasive flow machining 
provides an opportunity for reducing surface roughness, removing burrs and rounding 
edges.

The mechanisms of chip formation in abrasive flow machining have rarely 
been investigated yet, as the process takes place in a closed system without insight. 
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Independent from the theory of chip formation, the interaction between fluid, grain, 
and workpiece surface characterize this process. As a result, the knowledge of the 
occurring friction is important for process understanding. Against this backdrop, 
knowledge about friction in abrasive flow machining should be gained for implement-
ing the findings in flow simulations. This way, enhanced two-phase flow simulations 
will reduce time required for process designs. By conducting fewer pilot tests, the 
costs will be reduced.

2  State of the Art

2.1  Abrasive Flow Machining

The machining technique of abrasive flow machining was developed in the middle of 
the last century [1, 2]. Two coaxial cylinders are closed by a piston in each cylin-
der. By clamping a heat exchanger and a workpiece holder between these cylinders, a 
closed system is built [3, 4]. The machining technique is shown in Fig. 1 and includes 
the red cross-hatched workpieces in the workpiece holder. Moreover, the abrasive 
media is illustrated for a state in the middle of a cycle. After the lower piston reached 
a set pressure, the movements of both pistons start until they reach the upper dead 
center. A cycle is completed with return of the pistons to the lower dead center [5, 6].
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Fig. 1.  Machine technique and chip formation in abrasive flow machining [7]
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The mentioned abrasive media consists of a mixture of abrasive grains, a carrier 
fluid, which is mostly a long chain polymer, and additives for adjusting the rheo-
logical behavior [4, 8]. Due to the movement of the pistons, the abrasive media is 
moved along the workpiece surface. The resulting relative velocity between abrasive 
grains and workpiece surface at the processing location as well as additional physical 
flow parameters lead to local processing parameters [7, 9]. Besides the local veloc-
ity vl, these are the local static pressure pl,stat, the local dynamic pressure pl,dyn, the 
local dynamic viscosity ηl and the local temperature Tl. The local static pressure pl,stat 
causes the normal force Fn, while the local dynamic pressure pl,dyn results in the tan-
gential force Ft [10, 11]. Depending on the ratios between normal and tangential 
forces, different movement patterns such as sliding-rubbing, grooving or rolling arise 
[12, 13]. As a result, the chip formation is similar to that of conventional grinding like 
micro cutting and micro ploughing and is valid for spherical and ellipsoidal grains 
[14, 15]. Due to the closed system, it is not possible to prove this theoretical analysis 
in real processes yet [4]. Despite this, it is shown that the movement patterns as well 
as the chip formation depend on material, its hardness, and friction at the processing 
location [16, 17].

2.2  Friction and Fluid Mechanics

Generally, friction is divided into dynamic friction for effects in motion and static 
friction in an unmoved case [18]. Under both circumstances, the friction coefficient 
can be described as the quotient of tangential and normal forces as shown in Fig. 1. 
Here, the friction according to Coulomb [19] is used. Other formulations of friction 
laws or special cases such as rolling friction are not considered. Regarding abrasive 
flow machining, there is no publication that deals with friction in a significant scope.

The description of fluids is made by rheological characteristic values. A common 
one is the viscosity η that can be measured for homogeneous fluids [20]. In case of 
suspensions with two phases like abrasive media, the measurement of rheologi-
cal characteristic values is not possible because the abrasive particles’ diameters are 
bigger than the permitted gap between the plates of the rheometer [21]. In this case, 
Eq. (1) by Krieger Dougherty [22] can be used.

In this equation, the viscosity of the abrasive media η depends on the viscosity of the 
carrier fluid ηf. In a sense of a correction term, a factor is multiplied with information 
about the packing density αp and the maximum possible packing density αp,max as well 
as the morphology factor χ, which is a numerical measure for the grain shape.

For describing the flow properties, the Reynolds number Re is used, which con-
tains the fluid’s density ρ, the mean flow velocity v̅, a characteristic length, which is 
the pipe diameter d in case of a pipe flow, and the fluid’s dynamic viscosity η [23]. 
For the devices and processing parameters used, the Reynolds number Re shows the 
low value of 3.88 · 10–4, which is mainly influenced by the high dynamic viscosity η 
of 11880 Pa·s. Thus, laminar flow can be assumed [23].

(1)η = ηf ·

(

1−
αp

αp,max

)−χ ·αp,max
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In flow mechanics, the requirement of no-slip is framed for simplification. This 
cannot be fulfilled in abrasive flow machining because the relative velocity vrel 
between an abrasive grain and the workpiece surface would show a value of zero. But 
without relative movement, chip formation is not possible. On the other hand, full slip 
would imply flow mechanics without any kind of friction. This cannot be fulfilled 
either. Against this backdrop, the investigations should be used for clarification of sev-
eral issues. Besides questions concerning normal and tangential process forces, the 
friction coefficient and the degree of arising slip are to be calculated. With these find-
ings, models of friction and slip can be developed and implemented in flow simula-
tion. With these developments, the process simulation will show higher quality, which 
saves time in process design and leads from an increased flexibility to a higher agility.

3  Experimental Set-up

A mandatory requirement of the device for measuring tangential forces is a combina-
tion of a leakproof device and the certainty to measure only tangential forces. After 
some concepts and a few tests, a solution was found and is displayed in Fig. 2. The 
workpieces with an inner diameter di of 9 mm are clamped in a metallic cylinder by 
two plates with force sensors in between, which is pictured in Fig. 2a. The force sensors 
are both Typ 9135B from Kistler Instrumente GmbH, Winterthur, Switzerland; a tech-
nical drawing is shown in Fig. 2b. These force sensors can be used for measuring axial 
forces, which correspond to the process tangential forces Ft. The ring design is used 
for channeling the abrasive media through the measuring tier. For avoiding any friction 

Fig. 2.  Device for measuring tangential forces; a) assembly with workpiece; b) technical 
drawing of force sensor [24]; c) inlet for laminar flow without flow constrictions
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on the outer surface of the workpieces, they are clamped with radial allowance. Rough 
centering is achieved by the inlet illustrated in Fig. 2c. It includes a radial allowance for 
the inner diameter of the workpiece. The design of the inlet in the shape of a continuous 
function is chosen to enable a laminar flow of the abrasive media. The sensors must be 
preloaded by the three screws on each plate. The calibration was conducted reliably and 
reproducibly with a rod and a polymeric tube for traction.

The surface roughness of the workpieces is measured at nine positions in depths 
of 10 mm, 25 mm and 40 mm and angular positions of 0°, 120° and 240° by a sty-
lus instrument SJ-410 from Mitutoyo Corporation, Kawasaki, Japan. The processing 
parameters are chosen according to previous examinations to ensure the comparability 
of the results. They were published by Uhlmann et al. for the first time in 2016 [3].

4  Results

4.1  Process Forces

After performing technological investigations, every data series received were ana-
lyzed in accordance with the piston movement. As a result, for every half of a cycle, 
one value for the tangential force Ft was calculated. Variations in measurement data 
are considered by determining the mean value for all measuring points, which are in 
the reliable range of 95% of all values. By this procedure, statistical outliers are taken 
in account, which can be explained technologically. The correlation between techno-
logical values is pictured in Fig. 3. The diagram should be read in three ways. Firstly, 
the assumed course of surface roughness Rz depending on the number of cycles is 
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indicated by red rhombi. The surface roughness could not be measured after every 
cycle, as process interruption would cause variations in media temperature. The pic-
tured regressive trend is based on measurements at cycle numbers zero and 60 and 
a model that was derived from numerous technological investigations with identical 
parameters beforehand.

Secondly, the white squares show a slightly degressive correlation between 
the tangential force Ft,Z and the number of cycles Z. This time-dependent correla-
tion could be explained by the changing values of surface roughness Rz. Therefore, 
the third part of the diagram is given. The blue circles show the tangential force 
Ft,Rz depending on the surface roughness Rz on the vertical axis. This regres-
sive curve shape confirms the theory that the tangential force Ft only seems to be 
 time-dependent, which is an indirect connection. Primarily, the tangential force Ft 
behaves reciprocally to surface roughness.

In addition to the tangential force Ft, the normal force Fn will be important for the 
physical value friction. Due to the dependence between static pressure p, the loaded 
surface A and the normal force Fn, the processing parameter static pressure p is used 
in Fig. 4. The data points of the static pressure p are displayed in correlation to the 
number of cycles Z, indicated by the brown circles. The connections between these 
measuring points are drawn considering the ascending number of cycles Z. A strong 
dependence cannot be identified, but a slightly degressive behavior of the static pres-
sure p in relation to an ascending number of cycles Z can be assumed. This theory is 
illustrated by the black line, which displays the regression between both parameters. 
An explanation for this trend is the increasing temperature of abrasive media with pro-
cessing time. This behavior is influenced by parameters such as machining technique, 
processing parameters, geometry and material of the workpiece. In the considered 
technological investigations, this is plausible and in accordance with the results in lit-
erature [7, 25, 26].
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The main purpose of Fig. 4 is to show the weak connection between the tangential 
force Ft,p and the static pressure p. An extremely cautious interpretation could suggest 
a reciprocal behavior of the tangential force Ft,p in relation to the static pressure p. 
Contrary to this hypothesis, the mean value of about 68 N and its standard deviation 
of approximately 25 N, which is more than 20% of the range, should be mentioned. 
Due to the large variance of the tangential force Ft,p and the static pressure p, which 
is in linear relation with the normal force Fn, a high variance of the friction coeffi-
cient µ can be expected. Meanwhile, some correlations with a power around two were 
recognized.

These findings are used to develop the regression depicted in Fig. 5. The slightly 
degressive behavior of the static pressure p in relation to an ascending number of 
cycles Z can be seen in the shape of the regression surface. As the friction coeffi-
cient µ is the quotient of tangential force Ft and normal force Fn, the spread width in 
the correlation between static pressure p and friction coefficient µ is plausible. The 
proportional correlation between the number of cycles Z and the friction coefficient µ 
can be seen very clearly in the blue framed diagram. In this context, the regressive 
behavior of the surface roughness Rz against the number of cycles as well as the 
reciprocal correlation between the tangential forces Ft and the surface roughness Rz 
should be kept in mind.

The regression surface as a quadratic approach is derived on the basis of the 
observations made above. Despite the scattering of the measured values of some tech-
nological parameters, the coefficient of determination R2 is at about 0.76. It is higher 
for the correlation of other technological parameters and for more input parameters in 

Fig. 5.  Friction coefficient in dependence of number of cycles Z and static pressure p
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the model. The distance between measuring points and regression surface can be seen 
in the three diagrams on the right side of Fig. 5. The blue framed diagram shows the 
surface in the plane of the number of cycles Z and the friction coefficient µ, which is 
displayed for the correlation with the static pressure p in the brown framed diagram. 
A view of the regression in direction of the red arrow is shown below. Brown and blue 
circles support the assignment of the axes and their ascending axis values.

4.2  Friction Model

A friction model is expected to improve the existing flow simulation as no-slip and 
full-slip conditions (Sect. 2.2) and occurring friction on the surface have an impact 
on local processing parameters. Therefore, the values of local friction are described 
in dependence of local processing parameters. This can be done by calculating local 
slip, which is implemented in ANSYS CFX in the form of a superimposed wall veloc-
ity uw. The formula is shown in Eq. (2), with a slip velocity us, a wall shear stress τw, 
a critical shear stress τc and a normalizing shear stress τn. Moreover, the equation con-
tains the slip exponent m, a pressure coefficient B, and depends on the pressure p.

The main objective is the development of a process simulation in dependence of local 
processing parameters, so that the slip velocity us and the pressure p are defined as 
such. For this, the elaborated data can be applied. Initial point of the derivation is the 
formula for partial slip of Ostwald deWaele-fluids in tube flows, which is shown in 
Eq. (3).

Transformations and applying basic equations of fluid mechanics lead to an analytical 
equation for the wall velocity uw, which is displayed in Eq. (4) [20, 23, 27].

The wall velocities uw from Eqs. (2) and (4) must be identical. From rheological qual-
ifications of the carrier fluid and the technological investigations, the parameters are 
known or can be calculated numerically and yield the values given in Table 1.

(2)uw = us ·

(

τw − τc

τn

)m

· e
−

B·p
τn

(3)u(r) =
3n+ 1

n+ 1
· (u− uw) ·

(

1−
( r

R

)
1
n+1

)

+ uw

(4)uw = u−

(

n

3n+ 1

)

· R ·

(τw

K

)
1
n

Table 1.  Numerically calculated solutions

Parameter B m τc τn us,c us,p

Unit 1 1 N/m2 N/m2 m/s m/s

Value 3.85 · 10-6 -0.2715 2.36 · 10-14 133.3 -3.793 5.59 · 10-7
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Special attention should be given to the two righthand columns. Evaluations 
showed a strong dependence between the total pressure ptot, as the sum of static pres-
sure p and the dynamic pressure pdyn, and slip velocity us of the abrasive media on the 
workpiece surface. With a share of a constant slip velocity us,c and a share of a pres-
sure dependent slip velocity us,p, the quality of the flow simulation is highly improved. 
An example for a flow simulation with implemented wall slip is given in Fig. 6.

In this flow simulation, the local processing parameters are calculated within the 
disks. With these results, wall slip is simulated and shows a strong influence on the 
flow pattern of the abrasive media. The wall velocity uw increases due to wall slip in 
the disks, which results in a decrease of the flow velocity profile because of the con-
tinuity equation. After a short length, the wall slip ends and the flow velocity profile 
returns to the known pattern.

5  Summary and Outlook

Knowing that friction is an important physical value in abrasive flow machining, the 
need for detailed investigations was recognized. A device for inline measuring of tan-
gential forces Ft is developed and is supplemented by the sensor for measuring static 
pressure p, which was described previously [7]. The results of technological investi-
gations showed correlations between the tangential force Ft, the static pressure p, the 
number of cycles Z and the surface roughness Rz. The data was used for describing 
the friction coefficient µ and the connection to local processing parameters. With 
these findings, it was possible to derive a wall slip model in ANSYS CFX. This model 
includes the dependence from local processing parameters. As a result, the flow sim-
ulations are improved for higher simulation quality. In the future, further investiga-
tions are to be conducted. Correlations between the local velocity vl and the tangential 
force Ft are still being observed. Technological investigations with a pure carrier fluid 
could reveal new insights into the distribution of the friction across carrier fluid and 
abrasive grains. The presented results can be a basis for this research.

In combination with the process model, the flow simulation can be used for the 
prediction of processing results in improved process design enhanced quality of 

Fig. 6.  Flow simulation in abrasive flow machining with implemented wall slip
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process stability. Time consuming experiments can be reduced in order to reduce 
costs. Both components are valuable for products with a high variant diversity. Thus, 
the described results find promising applications as finishing of additively manufac-
tured workpieces.
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Abstract.  In this paper, we present a measuring approach to assessing the vol-
umetric accuracy of machine tools or kinematics with more than 3 interpolat-
ing feed axes. It is based on an inexpensive Double Ballbar and suitable for 
fast performance-tests in an operational state of the machine. The novelty is 
the recording of large amounts of data in a very short period while continu-
ously moving along measuring paths with up to 6DoF. In order to facilitate this 
measuring approach, we developed a Double Ballbar with extended measur-
ing range based on an optical sensor and a series of systematic methods, like 
kinematic error modeling, optimal design of 6D measuring paths as well as 
post-processing and evaluation of the captured data. We demonstrate that our 
approach is universally applicable to different types of kinematic structures 
such as 5-axis machine tools, industrial robots or even parallel kinematics. By 
experiments, we will also show that the measured data are essentially more 
informative than those of standardized circular DBB tests are. Moreover, the 
measuring procedure is automatable and to be carried out under production 
conditions in the workshop, what makes it practically applicable in various 
evaluation and decision scenarios.

Keywords:  Double ballbar · Fast performance test · Volumetric accuracy · 
Multi-axis kinematics

1  Introduction

The accuracy of a machine tool largely determines the manufacturing precision of the 
workpiece. For the verification and validation as well as for the proof of the manu-
facturing accuracy, the collection and evaluation of information about the positioning 
accuracy of machine tool is of central importance.

One kind of approaches is acquiring machine accuracy through test workpieces, 
which is widely utilized for machine acceptance and repeatability test. For diverse 
machine types and manufacturing processes (3-axis-, 5-axis-, HSC-machine, see 
Fig. 1), various independent acceptance and test workpieces are defined in standards 

© The Author(s), under exclusive license to Springer-Verlag GmbH, DE,  
part of Springer Nature 2021 
B.-A. Behrens et al. (Eds.): WGP 2020, LNPE, pp. 345–353, 2021. 
https://doi.org/10.1007/978-3-662-62138-7_35

https://doi.org/10.1007/978-3-662-62138-7_35
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-662-62138-7_35&domain=pdf


346    R. Zhou et al.

and guidelines [1–3]. In addition, there are customer-specific test workpieces as 
well as test workpieces from control and machine manufacturers. However, those 
approaches have following essential shortcomings:

• The assessment of the machine accuracy is associated with a relatively high 
expenditure of material and time.

• The accuracy statement applies only to a very limited working area.

In order to improve the efficiency, numerous measuring systems and their associated 
approaches for rapid performance test were invented, developed and some of them 
even standardized, such as tests on spatial diagonal [4], circular tests with Double 
Ballbar (DBB), a cross grid measuring device [4] or the AxiSet™ Check-Up [5] 
(Fig. 2). However, the assessment from above approaches is restricted to one or two 
moving axes and only partially instructive. Among those measuring systems, the DBB 
is advantageous in many ways, especially:

• it is accurate. Typical commercial Double Ballbar could hold a measurement accu-
racy of 1 μm within 1 mm measuring range [6].

• it is cost efficient, both from the perspective of material and labor.
• it is also efficient in collecting information. Double Ballbar is capable of uninter-

ruptedly capturing errors during 6-D machine movement.

But it was pointed out in work [7, 8], a circular test with DBB could only provide 
partial information about the accuracy for a 5- or 6-axis machine. Even the assessment 

Fig. 1.  Left: NCG-HSC test workpiece 2004, middle: NCG-5-axis test workpiece 2005, right: 
NCG-5-axis test workpiece for microchip removal 2007

Fig. 2.  Rapid test for accuracy: left: comparison scale, middle: circular test with DBB, right: 
rapid rotatory axis test with AxiSet™ CheckUp
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obtained from circular tests with DBB in three main planes remains very limited [9]. 
In order to make DBB an universally applicable and cost-efficient measuring equip-
ment for rapid performance test, following essential deficiencies in current Double 
Ballbar measuring system and approach must be remedied:

• It has to be capable of capturing larger errors (inψmagnitudeψofψmillimeter) in a 
much wider measuring range, so as to improve the measuring coverage in working 
space. There are only Double Ballbar with very restrictive measuring range (for 
instance, ±1 mm by Reinishaw QC20 [6]) available on the market, which does not 
suffice for this purpose.

• The measuring path (also the poses on it) must be delicately designed or generated, 
so that the DBB measurement could deliver a more reliable assessment about the 
accuracy of machine tools, including 5- or 6-axis machines with rotatory axes. This 
aims to make the measurement more representative in the whole working space. 
Researches have revealed the importance of poses for measurement [10].

Hence, in the following sections, we will first briefly introduce the IMD DBB with 
extensive measuring range and path generation algorithm, which aim to tackle the 
above problems. Subsequently, we present the continuous DBB measurement and val-
idate our concept with experimental results on machines of both serial and parallel 
kinematic structure.

2  Measurement Approach and IMD DBB

The continuous DBB measurement could be roughly divided into four steps:

1. The Ballbar has to be calibrated on an extern calibration tool (Fig. 3) and the abso-
lute bar length refers to the calibration value.

2. The center pivot is positioned on the machine table, the spindle is moved to a refer-
ence point and the test’zero’ coordinates set (Fig. 4 left).

3. The machine is moved to the test start pose and the Ballbar is mounted between 
two kinematic magic joints (Fig. 4 right).

4. Ballbar measures uninterruptedly while the spindle moves along the measur-
ing path. The measuring values would be either collected with the machine tool 
itself(intern) or with a dedicated device(extern).

Thereafter it could be followed by further analysis and application. A Double Ballbar 
with extended measuring range was designed and manufactured in Institute of 
Mechatronic Engineering, TU Dresden (IMD) by considering that:

Fig. 3.  Zerodur calibrator
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• it can make a better coverage of the whole working space other than conventional 
measuring path such as circular test and

• it is capable of capturing the thereby arising larger error.

When compared to the conventional telescopic Ballbar, it utilizes the optical measur-
ing principle instead of inductive (Fig. 5). The optical sensor head scans the scale tape 
and builds an incremental measuring system with a resolution of 0.1 μm. It is experi-
mentally validated in our former work [11] that IMD DBB could reach an accuracy of 
1 μm in 5 mm measuring range, which is comparable to commercial DBBs (≤1 μm 
in 100 mm measuring range by QC20 [6]).

Fig. 4.  Setup of Ballbar, left: spindle at reference(‘zero’) position, right: spindle at start 
position and Ballbar mounted

Fig. 5.  IMD Double Ballbar
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3  Path Generation

In work [12], Patel et al. have demonstrated that the DBB measurement possesses the 
potential to provide more information about the error source in kinematics with a set 
of well-designed poses that differ from a horizontal circle. Since practical experience 
shows that the largest part of the position error is caused by kinematic errors [13], it 
is of interest to design or generate such a spatial path that is feasible, collision-free, 
smooth and at the same time as sensitive as possible to the kinematics of the machine 
concerned.

In our former work [14], we developed a systematic and universally applicable 
approach to generating measuring paths so that they are able to facilitate DBB meas-
urement with continuous data capture on various kinematics. For the sake of simplic-
ity and also for comparison with the conventional DBB circular test according to [4], 
we generated in [14] a path with spherical curve, although the approach could also be 
applied to generate paths with varying measuring radius. For the same reason, we will 
also restrict the topic in this section to generating a path with spherical curve. Given 
the kinematic model of the machine concerned, the approach principally consists of 
the following four steps:

1. The sensitivity information are derived and the most sensitive poses within the 
working space (Fig. 6.1) are sought.

2. The sequence for the poses in step 1 is determined, in which the machine’s tool 
center point (TCP) passes the sensitive poses found in step 1 (Fig. 6.2). Criteria, 
that should be taken into account, include the curve length, the kinematic feasibil-
ity and kinetic constraints.

3. Equidistant support points for the translational movement of TCP (also the ball 
on the spindle) are generated along a smooth curve crossing the poses in step 2 
(Fig. 6.3).

4. The orientation for support points in step 3 is interpolated and optimized, so that 
the resulting path is feasible, free of collision and as smooth as possible in joint 
space (Fig. 6.4).

In our work [14], we also compared various indices for the sensitivity analysis of the 
generated path and concluded that the condition number of the identification Jacobian 

Fig. 6.  Generation of 6D path with constant nominal radius
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matrix derived from the kinematics of the concerned machine is a proper index to 
describe the sensitivity in the case of continuous DBB measurement. Moreover, 
from a mathematical point of view, a well-conditioned measuring path could also 
reduce the influence of the nonkinematic factor on the calibrated kinematic parame-
ters, which potentially makes the calibration more precise, as we also analyzed in our 
above work.

4  Experimental Results

In order to confirm the universal applicability of the measuring instrument and associ-
ated approach (see Sect. 2), we experimentally validated our concept on machines of 
different kinematics. For experimentation platforms we have chosen:

• Felix – a 6–6 Stewart-Gough platform designed in IMD (Fig. 7 left) – as an exam-
ple of parallel kinematic machine (PKM) and

• DMU 80 evo linear (Fig. 7 right) as a representative of conventional 5-axis 
machine tool with serial mechanism.

Fig. 7.  Experiment Platforms: left: Felix; right: DMU 80 evo linear

Fig. 8.  Spherical curve of generated paths: left: Felix, right: DMU 80 evo linear
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Figure 8 illustrates the spherical curve of the generated paths for Felix in its reference 
coordinate system (rainbow curve in the left subfigure) and for DMU 80 evo linear in 
the local table coordinate system (red curve in the right subfigure). Both paths have a 
nominal radius of 300 mm. We carried out the measurement along the generated path 
and subsequently the conventional DBB circular test according to [4] with identical 
nominal radius, for each machine respectively, so that the environment was kept as 
constant as possible during all measurements and the measuring results are thereby 
comparable.

Figures 9 and 10 compare the time sequence of the DBB measuring errors (�r in 
legend) along both paths in the left subfigure and visually summarize the value range 
in the right subfigures on Felix and DMU 80 evo linear, respectively. Herein, ‘circular’ 
stands for circular test and ‘spatial’ for the generated path. In order to make the differ-
ence clearer, the y-axes of both time sequences within each figure were scaled to the 
same range. As shown, all the measurements were carried out successfully without 
collision.

On both machines, the measurement along the generated paths possesses sig-
nificantly larger value range compared to the circular test (2.3153 mm versus 
0.2268 mm on Felix and 0.6599 mm versus 0.1071 mm in the case of DMU 80 evo 
linear) and simultaneously could end within 5 min, which makes it suitable even for 
 time-demanding tasks.

The same conclusion could be drawn in the frequency domain. Figure 11 visu-
alizes the DBB measuring values in lower frequency region on both machines after 

Fig. 9.  Comparison of measurement on Felix, left: value-time curve, right: summary of value 
range

Fig. 10.  Comparison of measurements on DMU 80 evo linear, left: value-time curve, right: 
summary of value range
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FFT. In both cases, the frequency curve of circular test attenuates very fast with 
increasing frequency, which means it could only collect the error signal in very low 
frequencies and hence provides only very restrictive information about the kinematic 
error, as we stated in Sect. 1. In contrast, the frequency curve of the measurement 
along the generated path has a much larger amplitude and attenuates much slower in 
the corresponding frequency region, which not only implies it is more sensitive to the 
kinematics of the machine concerned but also reveals it possesses higher information 
content. For qualitative applications such as rapid accuracy test, the generated meas-
uring path includes the most sensitive poses and therefore provides a more reliable 
assertion about the accuracy of a multi-axis machine. Aside from that, the optimized 
path makes more kinematic errors observable in the measuring values and at the same 
time makes them more distinguishable from errors caused by other sources such as 
mechanic vibration, temperature, etc. This might improve the identifiability of kine-
matics with DBB measurement, which we would like to validate in further research.

5  Conclusion

In this paper, we validated the concept of continuous Double Ballbar measurement 
by applying the instrument and methods we developed to machines with differ-
ent kinematics. The experimental results verified the universal applicability of our 
approach. One could also see that the measuring approach could end within minutes. 
Additionally, considering that the setup of Double Ballbar on machines takes much 
less effort and time than measuring instruments based on other principles such as 
laser, we treat our approach as a competitive candidate for universal applicable rapid 
test under production condition.

Furthermore, as we pointed out in our work [14], from the theoretical point of 
view, a measuring path with well-conditioned identification Jacobian matrix is also 
more suitable for application such as calibration than otherwise designed paths, which 
we will try to verify through experiments in our future research.

Acknowledgement.  This research is funded by DFG Project IH 124/3-1: Vermessung und 
Bewertung der räumlichen Bewegungsgenauigkeit an mehrachsigen Werkzeugmaschinen unter 
Betriebsbedigungen.

Fig. 11.  Measuring values in frequency domain, left: Felix, right: DMU 80 evo linear
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Abstract.  Additive manufacturing [AM] is often claimed as an environ-
mentally friendly technology that also offers great potential for the industry. 
However, material and energy efficiency depend on a large number of influ-
encing factors. Recent studies have focused on the quantitative evaluation 
of the environmental impact and energy demand of AM processes as well as 
the investigation of their impact factors. For powder production as well as 
post-processing there are only few studies available so far. This paper intro-
duces an evaluation model to quantify and analyze the cumulative energy 
demand [CED] from cradle to gate using direct energy deposition [DED]. 
During the analysis, the process steps that have a significant impact on the 
CED are identified. It is observed that the proposed evaluation model is a pow-
erful tool to analyze the energy performance of DED technology

Keywords:  Additive manufacturing · Cumulative energy demand · 
Sustainability

1  Introduction

Additive manufacturing [AM] is a technique that adds material layer by layer to cre-
ate parts [1]. Due to this, only the material required for the part is processed, which 
reduces the amount of process scrap [2–4]. The resulting resource efficiency is further 
supported by the fact that AM allows free design of part geometry and topologically 
optimized part design. This leads especially to material savings during manufacturing 
and energy savings during the use phase due to lightweight design and improved func-
tional performance as well as to other environmental benefits [5–7]. Apart from these 
advantages, AM is also interesting for the industry due to the reduced production time 
and unit costs through fast and efficient manufacturing for small batch sizes and cus-
tomized parts, which leads to competitive advantages [4, 7–10]. Furthermore, AM 
enables processing of materials that may be difficult to machine such as titanium [8].

It is expected that the importance of AM for the industry will increase signifi-
cantly in the future. At the same time, climate change requires the development and 
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adoption of sustainable and energy-efficient manufacturing technologies. Therefore, 
it is necessary to quantify and minimize the environmental impact of AM at an early 
stage, before industry adapts the technology on a large scale. One of these promis-
ing AM-technologies is Direct Energy Deposition [DED], which melts the metal as 
it is being deposited to create parts layer by layer. In the context of the sustainability, 
the analysis of the environmental performance of DED is insufficient. Therefore, this 
paper aims to propose and validate an assessment model to determine the cumulative 
primary energy demand for a DED process from cradle to gate.

2  State of the Art

Several additive manufacturing technologies (e.g. selective laser melting) cause high 
energy demands due to long processing times up to several days. DED has compared 
to other metal-based processes a higher build-up rate which reduces the production 
time. Therefore, it is predicted to have great potential for the industry. In addition, 
DED allows for larger assembly volumes and creates parts with high density, strength 
and high dimensional accuracy. However, post-processing to achieve the desired sur-
face quality and dimensional accuracy is still necessary [11–13].

A common approach to investigate the environmental impact of AM processes is a 
Life Cycle Assessment [LCA] (e.g. [14] and [15]). Approaches such as Baumers et al. 
[16] and Baumers et al. [17], that focus on energy efficiency only, usually consider the 
unit process and neglect the remaining process chain. Moreover, most of them con-
centrate on powder bed processes such as electron beam melting, selective laser sin-
tering and selective laser melting (e. g. [18]).

In the existing literature, the discussion on the environmental and energy-related 
issues are still insufficient. Le Bourhis et al. [19] develop an approach to evaluate the 
environmental impact of a DED process based on the Eco-Indicator 99 method. In the 
inventory analysis, they consider not only electrical energy but also the demand for 
raw materials and supplies. Since the approach is mainly based on the AM process 
itself, the supply chain of raw materials in particular is not sufficiently considered. 
Liu et al. [13] also consider all environmental impacts of DED, quantified by a LCA. 
In contrast to Le Bourhis et al., they do not only concentrate on the AM process, but 
rather examine the process from Cradle to Cradle. They concluded that the DED pro-
cess has the highest specific energy consumption [SEC] = MJ/kg, which describes 
the energy consumed to produce one unit, e.g. one kilogram, within the entire pro-
cess chain. Besides, compared to conventional manufacturing methods DED has a 
greater environmental impact. A further comparison of DED and milling is carried 
out by Morrow et al. [3]. The authors compare the energy demands of three different 
parts, in which each part is manufactured with DED and milling. Within their system 
boundaries they consider the powder or raw blank production and the manufacturing 
processes. They observe that it depends on the solid-to-cavity ratio, whether DED or 
milling is preferable from an energy point of view. The solid-to-cavity ratio defines 
the ratio of the mass of a part and the mass that would be contained in the restric-
tive volumetric envelope of a part DED requires less energy for small ratios, milling 



Evaluating the Cumulative Energy Demand of Additive Manufacturing    359

is more beneficial for large ratios. Bambach et al. [20] recognized that DED requires 
less energy than conventional manufacturing if the manufactured powder consists of 
85% powder produced by secondary material. Therefore, the choice of raw materials 
has a significant impact on the SEC.

In assessing the literature, it is observed that the presented approaches do not suf-
ficiently consider the raw material production and its further processing, the powder 
production as well as the post-processing of AM parts. Additionally, there is no suf-
ficient identification of the factors that significantly influence the energy demand for 
those process steps. Although there are some studies focusing on the evaluation of the 
energy demand of DED, these studies are specific for the investigated part and depend 
on the respective assumptions and set system boundaries. Due to this specific char-
acter, these approaches do not provide a general model to assess the energy demand 
of AM parts. Thus, it is necessary to develop a generally valid model that covers the 
entire process chain, and calculate the energy demand for individual process steps as 
well as the total energy demand.

3  Modeling the Cumulative Energy Demand for the Direct 
Energy Deposition Process Chain

In the presented approach, the cumulative energy demand [CED] = MJ is modeled, 
since the environmental performance of AM is significantly influenced by energy 
demand and an LCA is very complex [21]. In contrast to the LCA, the CED assess-
ment only considers energy-related impacts, which leads to a reduction in complex-
ity while giving a good approximation of the results of an LCA. The CED is defined 
as the entire primary energy demand that arises during the production, use and dis-
posal of a product or service, or which may be attributed respectively to it in a causal 
relation [22]. The indicated system boundary requires a cradle to grave approach. 
However, for a comprehensive analysis from cradle to grave, the use phases of AM 
parts are case-specific and cannot be generally described. For this reason, a cradle to 
gate approach is chosen, in which only the process steps from raw material production 
to the finished part are considered, as shown in Fig. 1. The CED for this process chain 
can be calculated according to Eq. 1: Here, the subscripts represent the process steps 
that are considered in this research.

To assess the CED of a part manufactured by DED, the sub-processes and 
 energy-relevant input factors must be identified for each process step. To achieve 
a model, which can calculate the CED as a function of the part, the specific CED, 
[ced]=MJ/kg must be calculated, by multiplying the previously captured SEC of an 
input factor [i] with its respective primary energy factor [E] as shown in Eq. 2.

(1)

CEDtotal = CEDtransport+CEDrawmaterial+CEDatomization+CEDDED+CEDpost processing

(2)cedi = SECi · Ei
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The primary energy factor indicates how much primary energy is needed to generate 
a unit, e.g. electricity or inert gas. The calculation of the CED for a specific part is 
shown in Eq. 3.

where [m] = kg represents the mass of the respective material or part, which differs 
between each process step. Besides, [t] represents the different transport operations 
and [z] the different post-processing treatments.

(3)

CEDtotal =

T
∑

t=1

(

cedtransport,t · mtransport,t · st
)

+ cedrawmaterial · mrawmaterial

+ cedatomization · matomization + cedDED · mDED

+

Z
∑

z=1

cedpost processing,z · mpost processing,z
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Fig. 1.  Process chain of DED from Cradle to Gate
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3.1  Transport

Transportation is mainly necessary between raw material extraction, powder produc-
tion and AM. To determine the CED [CEDtransport], all transport operations [t] must 
therefore be summed up. Previous assessments determined the energy demand of 
transportation to be very low, so that it is often neglected [13–15]. However, transpor-
tation is an explicit element in the CED approach and is therefore considered in the 
model. The CED depends on the mass of the transported good [mtransport,t], the trans-
port distance [st] and the selected means of transport and its ced [cedtransport,t].

3.2  Raw Material Production

The exact process of raw material production differs depending on the raw materi-
als and the country of extraction. Hence, the CED can only be calculated approxi-
mately. The CED of this process step, includes firstly the ced for resource extraction 
[cedextraction]. This requires not only electricity but also the energy sources coal, 
crude oil or natural gas. After the extraction the first processing such as ingot cast-
ing [cedcasting] is carried out, in which mainly electricity consumption is required 
[13]. Hence, the CED of this process step depends on the ced for resource extraction 
[cedextraction] and ingot casting [cedcasting], as shown in Eq. 4, and the extracted and 
casted mass [mraw material].

3.3  Powder Production

There are three common methods of producing powder for AM: Water atomization, 
gas atomization and plasma atomization. For water and gas atomization, ingots are 
melted in an induction furnace and then transferred into the atomization chamber. As 
the melt falls through the chamber, water or gas jets atomize the melt. For water atom-
ization afterwards de-watering and drying of the powder is necessary [12, 23, 24]. 
Most powders for AM are produced by gas atomization. To avoid oxidation, inert gas 
like argon or nitrogen is used during the process. During plasma atomization the raw 
material is fed directly to the atomization chamber as coarse powder or wire, where 
it is simultaneously melted and atomized by plasma torches and gas jets [23, 25]. In 
order to obtain the powders in the desired size, the powders are classified after the 
atomization. This can be done either by sieving, slurring or layering. Optionally, an 
oxidized particle surface, as occurs in particular with water atomization, can be coun-
teracted by an annealing treatment [26].

Due to the several processes during atomization, many influencing variables have 
an effect on the CED. To identify factors that significantly influence the CED it is 
therefore necessary to consider the CED of different process systems [s] separately 
such as furnace or electrode, vacuum, water and inert gas pump, as well as sub-
systems. In addition to the ced of those systems, the ced of operating materials [o],  

(4)cedrawmaterial = cedextraction + cedcasting



362    S. Ehmsen et al.

e.g. inert gas, and subsequent processing steps [p] have also to be considered. The ced 
for the atomization can be calculated as given in Eq. 5.

3.4  Direct Energy Deposition

The CED of DED is related to different systems that are implemented in the AM 
machine. Firstly, energy is required for both the laser beam and for its regulation 
[19]. Secondly, the inert gas flows transport the powder and create a powder cone that 
allows the powder to be applied precisely to the part. Furthermore, inert gas also pre-
vent oxidation [3, 19]. Thirdly, energy is required to move the deposition head or the 
building platform [11]. Lastly, the cooling system and supporting systems such as the 
control cabinet, heating systems, hydraulic components nearly have a constant energy 
demand [19, 27]. Therefore, the ced for DED can be calculated by summing up the 
ced s of the outlined systems as in Eq. 6.

Important parameters which can be set individually and which influence the ced are 
e.g. the layer thickness, the building speed and the component size.

3.5  Post-Processing

To meet industrial requirements, post-processing of AM parts is often necessary due 
to the staircase effect, low surface quality and insufficient dimensional accuracy. The 
required post-processing treatment depends on the AM-process, material and the 
intended application for the AM part [14, 28]. The post-processing options for DED 
can be divided into cleaning and removal, machining as well as surface finishing.

First of all, it is necessary to remove the part from the building platform. For 
example, this can be done by sawing. Afterwards, Ultrasonic cleaning or air blast-
ing can be used to remove excess powder. If desired, for large parts, a heat treatment 
can be carried out to reduce residual stresses. Finally, to improve surface quality, shot 
peening can be used and to achieve sufficient dimensional accuracy manufacturing 
methods such as milling are suitable [28–32]. For each post-processing method [z], 
the ced can be divided into the ced for the process [s] itself and the ced for operating 
materials [o] such as cutting fluids if necessary (Eq. 7).

(5)

cedatomization =
∑S

s=1
ceds,atomization +

∑P

p=1
cedp,atomization +

∑O

o=1
cedo,atomization

(6)

cedDED = cedlaser+cedinert gas+cedtrajectory system+cedcooling system+cedsupport systems

(7)cedpost processing,z =
∑S

s=1
ceds,post processing,z +

∑O

o=1
cedo,post processing,z
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4  Case Study

To implement the evaluation model, Microsoft Excel is used, as it has a feasible usa-
bility and wide application in the industry. As a first step, machine-specific parame-
ters, embodied energies of raw materials and operating materials as well as primary 
energy factors are collected in a specially created database. These data are then linked 
by the presented equations in Sect. 3 and thereby the model is developed. By entering 
process- and part-specific data afterwards, the model then calculates the CED for each 
process step as well as the total CED.

In the case study, a cam disc, shown in Fig. 2 on the left side, is made of alumi-
num with a volume of 19.78 cm3 and a mass of 0.14 kg. It is assumed that the alumi-
num is mined and initially processed into ingots in China. Afterwards, it is shipped 
from China to Europe by container ship, which corresponds to a distance of about 
20,000 km, and then transported 500 km by truck to the point of powder production. 
The ingots are melted and then atomized by gas atomization with argon. After atom-
ization, the powder is again transported 500 km by truck to the place of DED and 
post-processing. For the DED process a DMG MORI Lasertec 65 3D is used. The 
process time at a build-up rate of 72 cm3/h takes about 16.5 min. Here argon is also 
used as an inert gas. Powder losses during DED were neglected, as the powder can 
be reused almost completely without any loss of quality [8]. After DED the part is 
then removed from the building platform by sawing and is processed by milling with 
a material removal rate of 5% by a Mori Seiki milling machine.

Table 1.  CED calculation

Process step Sub-process CED [MJ]  
sub process

CED [MJ] 
process step

Ratio Ref.

Transport Ship   0.49   0.71 2% [33]

Truck   0.23

Raw material Extraction   8.19   8.55 20% [34, 35]

Casting   0.36

Atomization Process   2.23   3.50 8% [19, 31, 36]

Inert Gas   1.27

DED Laser 12.41 23.84 57% [19, 36, 37]

Inert Gas   0.13

Trajectory 
system

  0.02

Cooling system 10.24

Supporting 
systems

  1.02

Post-processing Sewing   0.05   5.09 12% [31, 38]

Milling   5.04

Total 41.69
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The resulting CED for each considered sub-process as well as the CED summed 
up for the process steps are given in Table 1. To produce a part with DED, a CED of 
41.69 MJ is required. Although the actual DED process has the largest share of CED 
with 57%, the process steps of raw material production with 20%, post-processing 
with 12% and powder production with 8% are also significant. Transport has the low-
est share of the CED with 2% (see Fig. 2 (right)). These numbers indicate that a sole 
focus on the DED process itself is not sufficient for the energetic evaluation of a part 
manufactured with DED. So far there are no sufficient studies of powder production 
to determine how much energy is required for each sub-process. Future research must 
therefore analyze the CED of the individual sub-processes and input factors as well as 
their correlations.

However, each part has its individual CED, which can only be transferred to 
other parts to a limited extent. However, parallels in correlations and influencing fac-
tors of energy can be identified, so that a generally valid evaluation model is possi-
ble and necessary for a comprehensive energetic analysis of the process. Therefore, 
in subsequent works, further machine- and process-specific parameters as well as 
additional material data are included into the model, to achieve a wider applicabil-
ity and a greater choice of parameter configurations. For this purpose, further inves-
tigations such as a detailed analysis of the powder production, the DED process and 
 post-processing are conducted. In addition, a transfer of the Excel model to Matlab 
or Python is being striven. The aim is to develop a generally applicable CED-
calculation-tool that calculate and predict the CED of a part manufactured by DED 
and thereby identify the key factors that have a significant impact on the CED.

Fig. 2.  Part analyzed in the case study (left) and percentage distribution of the CED of the 
process steps in the total CED (right)
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5  Conclusion and Outlook

This paper presents a model to quantify the CED of a part manufactured by DED 
from cradle to gate. In the presented case study, it becomes evident that a sole consid-
eration of the DED process is not sufficient. In particular, the process steps of powder 
production need to be investigated more closely. Future work shall initially analyze in 
detail the processes and individual steps of powder production, DED processing and 
post-processing in order to allocate and relate the energy-related input factors, within 
each process step and across the process steps. For example, it is necessary to investi-
gate how different energy-related process conditions during powder production affect 
the powder and how this powder in turn influences the energy requirements during 
the AM process. Subsequently, a generally applicable CED-calculation tool should be 
developed, which allows the simulation and prediction of the CED of a part manufac-
tured by DED.
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Abstract.  As applications of Additive Manufacturing (AM) extend from rapid 
prototyping into series production, new challenges of digital information inte-
gration arise. In order to obtain transparency of overall costs and part quality, 
the relevant information of each process step needs to be gathered from dif-
ferent sources and combined in a meaningful way. Thus, a digitally integrated 
process chain can provide added value for manufacturers and their clients.

This paper proposes building blocks for digitally integrated process chains 
in the context of powder bed fusion (PBF) based AM to form a basis for trans-
parency of cost and quality. Solving requirements for the end-to-end digital 
chain leads into challenges of acquiring, storing, processing and routing infor-
mation. Related technologies comprise domain-specific software, enterprise 
integration patterns, database and semantic technologies. The mapping of these 
enablers onto the AM chain leads to a target architecture that forms the funda-
ment for future investigations.

Keywords:  Additive manufacturing · Digital process chain · Application 
integration · Industry 4.0

1  Introduction

Additive Manufacturing (AM) comprises a set of manufacturing processes with dis-
tinct properties: In contrast to traditional manufacturing, no tooling is required as the 
final parts are directly manufactured by joining material layer by layer. At that, the 
AM machine consumes digital build job data in order to realize a desired 3D geome-
try. This direct manner of part generation allows the realization of complex geometric 
shapes as well as the integration of functions directly into the part. Thus, additively 
manufactured parts are able to cover a wide range of applications [1, 2].

The group of AM processes is standardized within the ISO/ASTM 52900 [3]. 
Among the AM processes, powder bed fusion (PBF) is suitable to produce parts from 
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polymers as well as different metals. Especially for the additive production of metal 
parts, PBF is by far the most common type of process [4]. The markets for metal AM 
machines as well as material supply have been characterized by steady growth, each 
marking peaks in terms of latest surveys [5].

The process chain of AM in general and metal PBF in particular can be divided 
into three sections: Pre-processing, In-processing and Post-processing [6]. Each of 
these sections contains numerous sub-steps, linked with properties and parameters 
influencing the final part quality as well as being associated with certain costs and 
value added. In order to gain transparency among these parameters, their relations and 
interdependencies, a digital integration mechanism is required. Its targets comprise 
integration on different levels, including applications, data and knowledge. The out-
line of the required building blocks i.e. foundational knowledge, tools and methods to 
design and implement a digitally integrated process chain will be subject of the ensu-
ing paper, which is therefore structured as follows.

In the next section, considerations of a standardized process chain for metal PBF 
are presented. Based on related work, a structured view on process steps is provided. 
It is the basis for the derivation of further sub-steps, use cases, interfaces and data 
models. Section 3 covers AM-associated software tools. As they are numerous and 
equipped with heterogeneous interfaces, a need for integration can be derived. Thus, 
Sect. 4 analyzes digital integration in the context of AM from different perspec-
tives: Applications, data and knowledge. Section 5 combines the findings into the 
concept of a digitally integrated AM process chain, serving as a blueprint for future 
implementation.

2  Metal PBF AM Process Chain

2.1  Related Work

Different scientific and normative work forms the basis to formalize the PBF pro-
cess chain for further considerations. An introductory work covering AM processes 
is given by Gebhardt et al. [2]. Gibson et al. [7], again introductory, list an 8-step 
generic AM process. VDI 3405 provides an overview of various AM process tech-
nologies and related requirements, separating the process chain into pre-processing, 
in-processing and post-processing [6]. A more detailed view, using the VDI top-level 
grouping, is presented by Möhrle [8]: Based on 10 sources, a super set of PBF process 
steps is provided. A review on relevant process parameters is to be found in [9]. A 
recent working paper, still being under further development and covering the entire 
PBF process chain, is the automation roadmap AM of the VDMA [10].

Based on this related work as well as ongoing studies within the associated 
research project (see acknowledgements), a consolidated PBF process chain can be 
derived, that is briefly presented in this section. It is, at the top level, divided into 

1. the primary process chain, comprising further the pre-, in- and post-processing and 
all process steps that add value to the final product, and
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2. the secondary process chain, comprising the powder and substrate cycle as well as 
machine preparation and maintenance, thus not directly adding value to the final 
product but being of a supplemental nature.

The process chains themselves may be viewed and modeled on different levels of 
depth, according to the requirements of specific use cases. Table 1 exemplarily lists 
process steps that were detailed until a depth level of five (L5). This hierarchical anal-
ysis and structuring is a prerequisite for the digital modeling and representation.

2.2  Primary Process Chain

The primary process chain (L1) comprises process steps that mainly contribute to the 
value added to the final product. It starts with the Pre-Processing (L2) which itself is 
to be subdivided into the following L3 and L4 steps, each having complex sub-steps 
as well as sequences, including iterations:

• Part design: Direct CAD (Computer Aided Design), reverse engineering
• Enrich CAD model: Design features, serialization codes
• Simulation: Structural strength, warpage
• CAM (Computer Aided Manufacturing): Apply offsets, file conversions, data 

preparation and data set fixing, order mixing, part arrangement
• Support generation: Automatic, semi-automatic, manual
• Slicing, hatching: Process parameters, built simulations

The pre-processing ends with the generation of corresponding print job data. Then, 
the in-processing (L2) follows, which is to be divided into initiation, the build pro-
cess itself as well as the cool down and build chamber removal.

The subsequent post-processing (L2) is to be divided (L3) into steps concerning 
the built in its entirety – comprising depowdering, heat treatment and parts separa-
tion – as well as steps operating at the level of single parts: Remove support, dispose 
waste, hot isostatic pressing, blasting, machining, improvement of properties and test-
ing (destructive, non-destructive). The primary chain ends with the quality assurance 
of the produced part, which is then eligible for dispatching.

Table 1.  Structuring of exemplary AM process steps into different, hierarchical levels of detail 
according to the generalized PBF process chain

Level 0 Level 1 Level 2 Level 3 Level 4 Level 5

AM process Primary chain Pre-processing Design Direct CAD Design part

AM process Primary chain Pre-processing Design Reverse 
engineer

From point 
cloud

… … … … … …

AM process Primary chain Post-processing Build level Depowdering Manual 
Depowdering

… … … … … …

AM Process Secondary 
Chain

Powder Cycle - - Mix Powder
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2.3  Secondary Process Chain

The secondary chain (L1) comprises on L2 the substrate cycle, the powder cycle as 
well as machine-related activities. In contrast to the L2 steps of the primary chain, 
the required level of detail and therefore depth of hierarchy for the secondary chain 
is reduced. Both substrate and powder management are essential for the building of a 
part and share the common process steps of check-in, installation at the machine and 
disposal of waste material. Concerning the powder, the mixing, sieving, splitting and 
qualification of batches is of particular importance. The substrate requires measure-
ment, machining and blasting before being installed into the machine.

In conclusion, the identification and detailed modeling of generic process steps is 
a major requirement and therefore building block of the digitally integrated chain. As 
the exhaustive listing and modeling of process steps would exceed the scope of this 
paper, it is the subject of future research and publications.

3  Additive Manufacturing and Software Tools

The tool chain of AM – especially in the pre-processing – depends on specialized 
software components, each having their focus on different steps and sections, some 
covering a more narrow part and others being of an overarching nature (see Fig. 1). 
The AM process chain starts with the part design, which is enabled by CAD soft-
ware. It is complemented by and iteratively used with CAE tools e.g. simulation 
software, where one area of interest is the part deformation due to process-induced 
heat distributions. In order to generate print jobs, CAM tools are required. The imple-
mented tool chains are manifold regarding their possible sequences and iterations. 
Furthermore, they depend on specific functionality of the used software e.g. the pos-
sibility of integrated operation within one tool or the need to export and import data 
between applications. Regarding the in-processing, machine operation is guided by 
MES (Manufacturing Execution System) and SCADA (Supervisory Control and Data 
Acquisition) systems. Furthermore, complex data sets generated during a print job are 
oftentimes stored internally on the machines themselves and accessible via machine 
interfaces.

Software tools acting as a backbone for the process chain comprise Product Data 
Management (PDM) and Enterprise Resource Planning (ERP). Each of the mentioned 
tools enables certain process steps, collecting necessary data. Thus, in order to gain 
AM-specific knowledge covering an end-to-end perspective including costs, time and 
quality, an integrating mechanism is required.
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4  Additive Manufacturing and Digital Integration

As shown in the previous section, different types of applications as well as resulting 
data sets are to be integrated, when it comes to an integrated AM chain. Thus, this 
section provides building blocks targeting different levels of digital integration.

4.1  Application Integration

When digital application integration is required, several integration styles can be dif-
ferentiated. According to Hohpe and Woolf these comprise at least file transfer, shared 
databases, remote procedure invocation and messaging. The stated order of these inte-
gration styles implies an order of increasing complexity when it comes to the realiza-
tion of the concepts, from file transfer being the simplest one to messaging as a more 
sophisticated method [11].

Despite messaging being the most complex of the four stated integration 
approaches, it holds advantageous properties: The data exchange between the sending 
and receiving applications is asynchronous, avoiding the blocking that might occur 
when remote procedure calls would be utilized. This decouples sender and receiver, 
which is an important property for distributed systems. Furthermore, the messaging 
mechanism, often referred to as Message Oriented Middleware (MOM) in this con-
text, can transform the message to comply with specific data formats [12].

Multiple implications for the AM chain ensue: Depending on the application 
or system containing the data (ref. Sect. 3) a suitable integration style needs to be 
applied. Due to the mentioned advantages, a central integration mechanism should be 
MOM-based. File-based approaches can complement this in the pre-processing, as it 
mostly relies on the generation and exchange of particular files.

4.2  Data Integration

Scheideler and Villmer investigated requirements of integrated AM chains focusing 
on different data formats and their suitability [13]. They concluded that consistent 

Fig. 1.  Software components and their main regions of concern within the AM process chain
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data models are a major prerequisite for an integrated end-to-end chain. Likewise, 
Dedenka et al. stated that the standardization and enrichment of data models is of par-
ticular importance for standardized digital AM chains [14].

Complementary to file-based perspectives on AM data, different database technol-
ogies need to be taken into account. Besides traditional relational database systems, 
document-oriented and graph databases fit the accruing AM data: Document-oriented 
databases are capable of storing heterogeneously structured data that e.g. occurs 
within the AM pre-processing. As they do not depend on fixed schemas, a gradual 
realization is facilitated. Graph databases focus extensively on the relations between 
entities, therefore being suitable to e.g. store the process history of an AM part includ-
ing iterations. Furthermore, graph databases are closely related to knowledge rep-
resentation (see Sect. 4.3).

4.3  Knowledge Integration

Before knowledge in general and AM knowledge in particular can be integrated, 
i.e. productively connected across process steps, it needs to be formalized to be 
machine-readable. Ontologies represent one possibility to accomplish this [15]. 
Recent work of knowledge representation using ontologies in the context of AM cov-
ers the design for AM [16], the AM product life cycle [17] and AM in general [18]. 
Concerning the integration of AM knowledge, Saal outlined the definition of design 
features and their mapping onto part quality data [19]. To finally utilize the formalized 
knowledge, inferencing resp. reasoning comes into play.

When harnessing ontologies for knowledge integration with the end-to-end AM 
chain, the combination of a neutral top-level ontology together with one or more 
domain-specific ontologies holds advantages over constructing a custom ontology 
from scratch. Furthermore, as the design and use of ontologies is an open-end process, 
a small initial setup can serve as the basis to which future extensions can be added 
[20].

5  Digitally Integrated AM Process Chain

This section summarizes and combines aforementioned facets of a digitally integrated 
AM process chain, resulting in a blueprint of a software-based integration mecha-
nism (IM) as the proposed solution. Being software-intensive, the 4 + 1 view model of 
Kruchten [21] is applicable to describe it. In the following, a physical view, a logical 
view as well as two use cases are outlined as a subset of this model. Furthermore, a 
method to realize the desired solution is proposed.

5.1  Physical View: Target Architecture

Figure 2 provides a physical view on the AM IM, which is the central component con-
necting both existing applications and machines. To realize this, the AM IM provides 
a multitude of different interfaces in order to consume incoming data. Internally, the 



374    M. Sjarov et al.

data needs to be harmonized, routed and stored accordingly. The enterprise integration 
patterns (ref. Sect. 4.1) provide a formal basis for tackling this [11]. To integrate exist-
ing enterprise software products, each needs to be assessed regarding the provided 
interfaces. Then, dedicated adaptors connect each component. The same holds true for 
machines to couple.

The acquired heterogeneous data is stored in corresponding database types (ref. 
Sect. 4.2). A common AM ontology provides the basis for AM knowledge integration 
and knowledge-based reasoning. This implies, that incoming data is contextualized, 
corresponding to the current state of the underlying ontology.

To provide the added value for the end user, dedicated services with corresponding 
interfaces connect to the AM IM in order to visualize and analyze available data and 
combine it with AM knowledge. As the system is inherently distributed, it is implied 
that the user interaction can take place at any location where access, predominantly 
over the internet, is possible.

5.2  Logical View

In the context of the AM IM, the logical view comprises the end user-related ser-
vices as well as design requirements for databases and ontologies. Basis for the data 
modelling is the generalized process chain (ref. Sect. 2) represented in the form of 
generic process steps (ref. Fig. 3) that can be related to each other according to an 
actual part-specific process chain. Each generic process step contains a set of asso-
ciated input and output parameters. Further, it defines how cost and added value are 
generated and which internal and external parameters potentially influence the result-
ing part quality. A common AM ontology defines and relates involved entities, their 
properties and interdependencies. It is dynamic and needs to be enriched over time 
according to the identified needs.

Fig. 2.  Target architecture of the AM integration mechanism and its surroundings



Building Blocks for Digitally Integrated Process Chains    375

Basic end user services comprise the visualization of actual part-specific and 
order-specific process chains together with the associated data sets e.g. actual versus 
planned time and cost. Advanced services allow for data analytics and artificial intelli-
gence-based approaches to correlate arbitrary data with target properties as e.g. qual-
ity-relevant part design features. To further specify the needed services, use cases can 
provide guidance.

5.3  Use Cases

To further motivate for the AM IM, two exemplary use cases (UC1, UC2) are out-
lined, which originated within the context of the research project (see acknowledge-
ments) but are still to be implemented. Both rely on the outlined architecture and 
leverage the data of an integrated process chain.

UC1, part history: After a part passed the quality assurance, a quality engi-
neer (QE) wants to track its process history and powder genealogy. Dedicated ser-
vices provide, beginning with the pre-processing, a complete graph of process steps 
the part passed through, including iterations and idle times. Each process step can be 
investigated for relevant cost and quality data as well as further meta data. As it is a 
customer requirement for this certain part, the QE provides a detailed report as an 
attachment to the delivery.

UC2, price forecast: A customer requests an offer for the production of a given 
part. The sales engineer (SE) utilizes a service offered by the AM IM to search for 
similar historic part geometries and their resulting overall production times, costs and 
potentially relevant quality issues. This implies the identification and semantic map-
ping of critical part geometries as well as parameters that are mainly relevant for the 
resulting cost. Using the gathered information on costs, lead times, and expectable 
quality, the SE sends a suitable offer to the customer.

Additional use cases envisioned by means of expert workshops within the research 
project comprise the analysis of machine and equipment utilization, knowledge and 
feature-based analysis of part-specific pre-processing decisions and their conse-
quences for the final part quality.

5.4  Realization Method

In order to transform the building blocks into a functioning AM IM, the following 
steps are proposed as guidelines:

Fig. 3.  A generic process step with its associated data, noted in FMC
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1. Conceptualization of a general AM process chain containing all possible process 
steps with their associated data sets, cost and quality items

2. Definition of use cases that utilize information of a connected AM chain and deri-
vation of corresponding service requirements

3. Customization of the AM IM architecture according to the specific needs
4. Definition and interface analysis of software products and machines to connect
5. Commitment to specific software products implementing the different components 

of the AM IM (databases, messaging, interfaces)
6. Implementation of a smallest possible executable system
7. Stage-by-stage expansion and refinement of the system

As the AM IM is a piece of software, established software development methods can 
be applied. Especially for the step-by-step expansion, a Scrum-like proceeding is 
advisable.

6  Conclusion and Outlook

This paper presents building blocks for digitally integrated AM process chains. A con-
ceptualized PBF process chain is the basis for the identification of generic process 
steps, involved software and hardware components as well as resulting interfaces. 
In order to gain insight into the physical process chain, e.g. for tracing part costs or 
make statements regarding the resulting part quality, the digital acquisition, storage 
and correlation of different heterogeneous data is required. Therefore, mechanisms 
for different aspects of digital integration are introduced. A central integrator is 
 message-oriented middleware in combination with different database and knowledge 
management technologies. This leads to the AM IM software component, which is 
then characterized using a subset of Kruchten’s 4 + 1 views.

For future work, next steps can be derived from the further proposed method 
for implementation. As the process chain is fully conceptualized and first use cases 
are defined, now the selection and commitment to a suitable software stack using 
 state-of-the-art technology needs to be made. Then, as the origin for further gradual 
expansion, a minimal functioning unit of the AM IM is to be implemented.
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Abstract.  The results of spatter measurements within laser-based powder bed 
fusion of metals are presented. A stereoscopic imaging setup and correspond-
ing reconstruction algorithm are used to determine three-dimensional measures 
of the spatter characteristics from experiments with 1.4404 stainless steel. The 
spatter characteristics are correlated to the process zone morphology and evap-
oration behavior. The evolution of the spatter count over consecutive tracks is 
investigated and shows a decrease and convergence towards a constant value. 
Experiments with the process gases argon, helium and nitrogen reveal that the 
spatter count decreases with the gas density, whereas the spatter speed stays 
unaffected. This confirms the key role of the process gas in the entrainment 
of powder particles and the associated spatter generation. The results indicate 
that macroscopic spatter characteristics contain relevant information about 
microscopic process behavior. This makes spatter characteristics a designated 
process feature for new sensing approaches for the observation of industrial 
applications.

Keywords:  Additive manufacturing · Stereoscopic imaging · Powder bed 
fusion of metals

1  Introduction

The process of laser powder bed fusion of metal (PBF-LB/M, acronym according to 
DIN EN ISO/ASTM 52900) is emerging to become an essential part of the modern 
production technology portfolio. First industrial applications show their applicability 
within a cost effective production chain. Due to its advantages, e.g. freedom of design, 
realization of light-weight constructions and tooling independent of the specific part, 
PBF-LB/M enables the production of highly specialized and complex parts.

© The Author(s), under exclusive license to Springer-Verlag GmbH, DE,  
part of Springer Nature 2021 
B.-A. Behrens et al. (Eds.): WGP 2020, LNPE, pp. 378–386, 2021. 
https://doi.org/10.1007/978-3-662-62138-7_38

https://doi.org/10.1007/978-3-662-62138-7_38
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-662-62138-7_38&domain=pdf


Correlation of Spatter Quantity and Speed to Process Conditions    379

However, to this date the technology still has to overcome some obstacles regard-
ing quality assurance and process control in order to be applied in a wide spectrum 
and number of industrial applications. Due to multifactorial process parametrization, a 
generalized understanding of the complex defect mechanisms is challenging but nec-
essary to identify and prevent alteration of part quality. Consequently, sensor data is 
a key element to evaluate and ensure a constant process result. Therefore, multiple 
approaches are under investigation, potentially allowing for the detection and ide-
ally the avoidance of process irregularities. This work focuses on the correlation of 
three-dimensional (3D) spatter trajectories to the changes in process parameters and 
the vicinity of the process zone.

The main cause of spatter in PBF-LB/M is entrainment of powder towards the 
process zone, which is illustrated in Fig. 1 [1]. To understand the underlying mech-
anisms, one has to understand the process zone evolution. Within PBF-LB/M a 
 laser-beam is irradiated onto a powder bed, with a layer height within the magnitude 
of the laser spot size. The laser light is absorbed and transferred into heat which leads 
to melting of the powder and a temperature increase in the surrounding material. This 
causes the formation of a molten pool. If the incident laser intensity exceeds a mate-
rial dependent threshold intensity, a pronounced vapor plume forms and the vapor 
speed caused by evaporation increases linearly with power [2]. The recoil pressure of 
the evaporating material causes the formation of a depression, respectively an onset 
of a keyhole, on the melt pool surface [3]. The increasing evaporation pressure leads 
to a transition of a forward directed vapor plume, which points away from the already 
processed track, to a backward directed vapor plume (compare Fig. 4b) [2]. Due to 
viscosity, momentum of the fluid flow within the vapor plume is transferred into the 
surrounding atmosphere. This induces a secondary fluid flow of the atmospheric gas 
directed towards the process zone, leading to the erosion of the powder bed and the 
entrainment of powder particles. The depletion of powder around the process zone 
leads to the formation of the so called denudation zone [4]. If the particles interact 
with the vapor plume, they get molten and expelled, forming spatter particles. Yet, 
not all entrained particles are transformed to spatter, therefore redistribution to other 
parts of the powder bed or part surface may occur. However, solidified spatter parti-
cles, can lead to defects later on in the process [5]. While the entrainment of particles 
is the main cause for spatter formation [6], spatter can also be generated by ejection of 
molten material from the process zone [1].

Fig. 1.  Illustration of the process zone and the spatter generation caused by particle 
entrainment from the denudation zone.
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Since the evaporation driven spatter generation is the dominating mechanism, 
spatter characteristics are physically linked to evaporation behavior and therefore 
allow to obtain insights into microscopic process zone features, as we have shown in 
previous work [7] and as the results in [8] imply. Spatter measurements within highly 
magnified process zone observations using a single camera have proven to provide 
better insight and extend general process understanding [1]. But neither do they allow 
the reconstruction of 3D particle trajectories, since the projection onto the camera 
results in a projection error within the measurements, nor are they applicable in a con-
ventional industrial PBF-LB/M process which would necessitate the imaging over 
the whole build plate. However, it has been shown, that 3D spatter information can 
be obtained with low cost hardware within industrial machinery, without the need to 
optically resolve the spatter particles [9].

Within this work we use a stereoscopic high-speed camera setup to image spat-
ter particles. A specialized algorithm is applied to reconstruct their 3D trajectories. 
The acquired data provides insight into (i) the quantitative evolution of spatter count 
over multiple tracks and (ii) the dependence of spatter speed on process conditions. 
The understanding of the correlation between certain spatter properties and the pres-
ent process zone conditions is a key element of a process knowledge-based sensing 
approach. The results can enhance the understanding of in-situ spatter measurements 
of the PBF-LB/M process and their correlation to process errors.

2  Materials and Methods

2.1  Experimental Setup

The experimental setup is shown in Fig. 2. A two-axis stage system is used to move 
the sample relative to the laser beam. It comprises a fast axis along x which can move 
the sample with up to several m/s (Aerotech act115Dl-1000) and a slower axis along 

Fig. 2.  Experimental setup (left) and cross-section of the used process chamber with inert gas 
atmosphere (right).



Correlation of Spatter Quantity and Speed to Process Conditions    381

y to move the sample perpendicular to the laser scanning direction, allowing for the 
realization of consecutive tracks with defined hatch spacing (PI M-605.2DD). The 
coordinate system used in this paper is chosen to be parallel to the laser scanning 
direction in x and the laser beam along z. The laser beam source, a Trumpf TruDisk 
6001, is used in combination with a 100 µm fiber and self-build optics (magnification 
1:1, focal length 200 mm). The focal point of the laser beam is set to lie on the sur-
face of the specimen, resulting in an spot diameter of dspot of 100 µm and a top hat 
beam profile. The specimen is placed inside a process chamber, which is flooded with 
inert gas (Fig. 2b). The chamber has two glass windows for process observation and a 
transparent top window with an antireflective coating for the laser wavelength.

For the experiments, 2 mm thick 1.4404 stainless steel plates were sandblasted 
and a 70 µm powder layer of 1.4404 powder was manually spread onto it using dis-
tance gages and a scraper. The powder particle size ranges between 20 and 53 µm. 
Measurements with a laser scanning microscope validated good reproducibility of a 
consistent layer height. For the experiments five consecutive tracks with a hatch spac-
ing of 80 µm are produced for each set of parameters. Each set of tracks is produced 
five times resulting in a sample size of five. If not explicitly stated differently, we used 
argon as inert gas for the experiments presented within this paper.

2.2  Computation of Statistical Spatter Properties

The process is imaged by a stereoscopic camera-system comprised of two high-speed 
cameras (Vision Research Phantom v1210) with the resolution set to 512 × 256 pixels 
and a recording frequency of 60,000 fps. No illumination is used, therefore only parts 
of the process zone with significant thermal emission, respectively the interaction 
zone and spatter particles are imaged. The stereoscopic camera-system is calibrated in 
advance of each set of experiments. Within the acquired images potential spatter par-
ticles are identified and 3D positions are reconstructed by particle matching within the 
two camera images. By integration of a priori knowledge into a tracking algorithm, 
the spatter paths are detected. An in-depth description of the applied methodology is 
provided in our previous work [10]. The applied algorithm delivers the 3D track of 
each detected individual spatter particle, enabling the determination of its e.g. statis-
tical spatter speed and direction over multiple consecutive frames. For the purpose of 
comparability, the tracks of the individual spatter particles are further processed to 
compute statistical spatter measures for each experiment. Since each spatter is tracked 
individually the measurement is not altered by multiple detections of the same spat-
ter particle in consecutive frames. Within this work we use the spatter count nspatter 
to describe the overall number of detected individual spatter particles within a single 
track. Furthermore, the median absolute speed vspatter of the spatter particles is com-
puted. The median is chosen over the mean value since the distribution of the absolute 
speed cannot be normally distributed but has to be rather skewed, which is confirmed 
by our measurements and exemplarily shown in Fig. 3b. For each set of samples, the 
standard deviation and mean value is computed. The intermediate processing results – 
detected particles, reconstructed spatter tracks and speed histogram are visualized in 
Fig. 3 for an exemplary data set.
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3  Results and Discussion

The process behavior observable within the chosen range of experiments can be asso-
ciated with two distinct process regimes. Lower intensities cause a process behav-
ior in which the penetration depth can be mainly attributed to heat conduction into 
the melt pool, called heat conduction regime (HCR) in the following. In contrast, an 
increased intensity leads to evaporation which causes a depression at the melt pool 
surface. This leads to an increased penetration depth of the molten pool, as convec-
tive flows increase and the position of the absorbing melt pool surface relative to the 
specimen’s surface changes. This characteristic process behavior is called evaporation 
regime (EVR) in the following. In order to make the experiments comparable for sev-
eral feed velocities vfeed, the power is scaled in accordance with a respective constant 
line energy le, which leads to a constant energy input per track:

3.1  Transfer of Vapor Momentum to Spatter Particles

Figure 4 shows the evolution of the spatter speed with an increasing line energy, 
respectively power, for three different feed speeds vfeed. Within the chosen parame-
ter range the process zone shifts from HCR to EVR [7]. The onset of evaporation is 
evident by a shift from a constant spatter speed to a more or less linear increase at 
roughly 450 W. This shift is also present in high speed process observations of the 
process zone (Fig. 5), in which a change from a steady molten pool, to the formation 

(1)le =
P

vfeed

Fig. 3.  Exemplary data set showing (a) raw image with detected potential spatter particles 
(green) above the process zone (red), (b) the reconstructed spatter tracks, with each individual 
spatter particle marked in one color and (c) the spatter speed histogram with the respective 
mean (red) and median (green) spatter speed.
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of a depression and introduction of dynamic fluctuations on the molten pool surface 
can be observed.

Within the HCR the spatter speed decreases with increasing feed velocity at a 
constant line energy. This can be explained by an increased interaction time of the 
laser beam with a respective part of the track. A longer interaction time leads to an 
increased overall momentum that is transferred to the surrounding atmosphere. Within 
the EVR, the amount of evaporated material will increase linearly with power, after 
exceeding the material and interaction time specific evaporation threshold intensity. 
However, similar to the observations within the HCR, a decreased interaction time 
leads to a decreased transfer of momentum.

3.2  Influence of Consecutive Tracks

While the median absolute spatter speed vspatter has shown to be constant over mul-
tiple consecutive tracks with a defined hatch spacing of 80 µm, the spatter count not 
only depends on the chosen process parameters. It is also highly influenced by the 
previous neighboring tracks, which is evident from the measurements shown in Fig. 6.

a) b) 

Fig. 4.  Spatter speed vspatter over line energy le (a) and power (b), showing a shift from a heat 
conduction driven process regime at lower feed velocities to a evaporation driven process 
regime at higher feed velocities (n = 25).

           a) b) 

Fig. 5.  Observed melt pool topography (green dashed line) on a bare plate sample of 1.4404 
within the heat conduction regime at 0.475 J/mm (a) and the evaporation regime at 0.550 J/mm 
(b) close to the transition point with a feed velocity vfeed of 850 mm/s.
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The evolution of the spatter counts of the first line, which is produced on a pow-
der bed which has not been altered by any previous processing, directly correlates to 
the observations of the spatter speed evolution in Fig. 4. Within the HCR the spatter 
count is not affected by an increase in line energy. Whereas the measurements within 
the EVR show a linear increase in spatter count. The transition from the HCR to EVR 
can also be observed in the spatter count measurements in Fig. 6b, for the first two 
line energies the spatter count is relatively constant and then increasing linearly. The 
evolution of the spatter count over multiple consecutive lines shows that for all meas-
urements the spatter count decreases and approaches a constant value over multiple 
consecutive lines. In the HCR measurement in Fig. 6a - after the first line - the spat-
ter count decreases by half and stays from there on effectively constant. One could 
expect this, since powder is only adjacent to one side of the current track and while 
the previously processed track is adjacent to the other side, from the second track on. 
However, this effect is not present for the first two line energies in Fig. 4b, which are 
also assigned to the HCR. Those stay rather at a constant value from the first line on. 
This can indicate that proportionally less powder from the side of the track is trans-
formed to spatter than from the front of the process zone. Within the EVR the spatter 
count is higher for all measurements in comparison to the HCR. Additionally, a con-
stant spatter count is approached slower with regard to the number of tracks.

3.3  Atmospheric Conditions

As depicted before, the atmosphere is plays an essential role in the powder entrain-
ment mechanism. In [11] simulations have shown, that the particle entrainment is 
affected by the density of the used inert gas. Yet the effect on spatter count has not 
been experimentally investigated, whereas this might provide relevant information for 
process parametrization. Therefore, we processed the samples under helium, argon 
and nitrogen with a feed velocity of 650 mm/s with the same sets of parameters. 
Figure 7 shows the results of spatter count measurements of the first track.

a) b) c) 

Fig. 6.  Spatter count of consecutive 10 mm tracks for selected line energies and feeding 
velocities (n = 5).
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From the measurements it can be seen, that the spatter count significantly 
increases with the density of the selected process gas, which is 1.78 kg/m3 for argon, 
1.25 kg/m3 for nitrogen, 0.18 kg/m3 for helium at room temperature. Similar to the 
trend identified in 3.2 the spatter count increases with power, respectively line energy. 
The spatter count measurements contradict the simulative results in [11], which show 
that a lower process gas density results in an increased particle entrainment. An expla-
nation for the discrepancy could be a lower proportion of entrained particles being 
molten and thereby converted to spatter due to a more confined vapor plume, which 
however was not further investigated. The spatter speed measurements do not show 
a significant process gas depended evolution, which suggests that the spatter speed 
is mainly influenced by interaction of the particles with the vapor plume, and not the 
atmosphere adjacent to it.

4  Conclusion

Within this paper we have investigated the effect of changing process conditions 
and periphery onto spatter count and spatter velocity. We have found a link between 
a transition of a HCR to EVR and spatter velocity, which has been validated by 
 high-speed images of the molten pool topography. Furthermore, measurements 
revealed that within the HCR the interaction time mainly influences the spatter count 
and therefore the spatter count decreases with an increasing feed velocity. However, 
with the onset of evaporation, the spatter count increases linearly with power and 
interaction time. In addition to this, measurements over multiple consecutive lines 
have shown that the spatter count continuously decreases and approaches a con-
stant value. The evolution of the spatter speed correlates directly to the spatter count. 
Additionally, the investigation of different inert gases revealed that the spatter count 
decreases with the gas density.

The results show that quantitative measurements of spatter characteristics pro-
vide new insight into process behavior. In this context, the used approach of a fully 
automated image processing algorithm has proven to be a beneficial tool, within the 

Fig. 7.  Evolution of spatter count nspatter (a) and vspatter (b) at vfeed = 650mm/s with increasing 
power under helium, nitrogen and argon atmosphere. (n = 5)
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presented work. However, the observations also show that the measurements can be 
well correlated with observations from specialized experimental setups. These setups 
cannot be realized in or transferred to an industrial PBF-LB/M machine, in contrast to 
spatter measurements. Future work will further investigate the correlation between the 
spatter characteristics and process conditions and their potential to be used for process 
control.
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Abstract.  We present a disruptive method for manufacturing  structure- 
integrated force sensors based on the LPBF process by inserting a  
strain sensing steel plate in the additive manufacturing process of the defor-
mation element. In order to investigate the strain transmission from the printed 
part to the integrated steel plate, we built two prototypes which differ in terms 
of geometry. Both of them were investigated focusing on strain transmission 
and differences in the thermal stress applied. Measurements revealed a high 
impact of induced thermal stress from the manufacturing process. It can be 
reduced by having a lower exposed area in the built-up process. A good lin-
earity (about 1.5%FS) for the first prototypes with a nominal load of 50 N is 
achieved, due to a good strain transmission from the printed part to the inte-
grated steel plate. Thus, the suitability of the LPBF method for the structural 
integration of force sensors can be confirmed.

Keywords:  Laser-based powder-bed-fusion · Structural integration · Force 
sensors

1  Introduction

Structural health monitoring (SHM) enables damage detection and improves main-
taining services, and, thus, is increasingly required in fields such as plant construc-
tion. Evaluation of structural health requires sensor integration of mostly mechanical 
sensors (e.g. force, torque) into existing process chains and according data anal-
ysis. Due to the complex geometries of the structures, a simplified integration of 
 general-purpose sensors is not possible or only possible with considerable effort. 
Using laser-based powder-bed-fusion (LPBF) of metals, as an additive manufacturing 
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(AM) process, is a promising approach for the production of structure-integrated sen-
sors which can be easily customized to the structure given [1].

LPBF is currently the most frequently used AM technology in the metal process-
ing industrial sector [2]. The advantages over other AM processes are its compara-
tively high resolution and homogeneous process conditions.

Furthermore, the process is particularly suitable for component integration, 
such as the integration of sensors [3]. Typical for this manufacturing process are the 
 layer-by-layer process sequence (see Fig. 1) for the generation of complex component 
structures and the production without component-specific tools [4].

A promising method for manufacturing structure-integrated force sensors is the 
integration of strain gauge sensor elements into the LPBF manufactured deformation 
body. Our concept is to apply strain gauges in full-bridge configuration to a conven-
tionally manufactured stainless steel plate (1.4310) as a measuring element carrier and 
integrate it in the volume produced by LPBF (stainless steel 1.4404) by interrupting 
the additive manufacturing process (see Fig. 2). In this integration, LPBF is used to 
create material connection. This approach is beneficial in terms of complex geometry 
variants, individualization of the sensor and increased reliability through better protec-
tion against environmental influences. Furthermore, the sensors can be miniaturized to 
a greater extent through the functional integration of encapsulation and deformation 
body. These features are particularly advantageous in areas such as structural and sys-
tem monitoring as well as in medical technology.

In order to ensure the sustainable production of mechanical sensors manufac-
tured using LPBF based on this disruptive concept, main issues such as the assur-
ance of a sufficient and reproducible strain transmission of the LPBF-manufactured 

1. Powder Coating 2. Exposure by Laser

3. Lowering the building platform

Fig. 1.  Working principle of LPBF additive manufacturing technology [5]
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connection point and the control of the thermal processes during manufacturing need 
to be addressed. In this work we built up basic deformation elements of a one-dimen-
sional cantilever-based force sensor by integrating a steel plate in the LPBF process 
and applied the strain sensing elements after manufacturing.

2  Research Methodology

As first prototypes of our force sensors two cantilever-based deformation elements 
with the dimensions 80 mm × 31 mm × 25 mm were produced using a commercially 
available LPBF (model EOS M290, EOS GmbH, Krailling, DE) with a maximum 
build volume of 250 mm × 250 mm × 325 mm. This system has a 400 W single-mode 
Yb fiber laser with a wavelength of 1064 nm, which generates a focus diameter of 
83 µm. Gas-atomized EOS 316L stainless steel powder was used for all experiments 
in this work. A scanning electron microscopic (SEM) analysis of the powder was used 
to determine the particle distribution. Particles in the range 11 to 54 μm and a mean 
diameter d50 of 25 μm were determined. For the layer-by-layer construction of the 
prototypes, the parameter set “316L_Surface_M291 1.10” with a layer thickness of 
20 μm, qualified by the system manufacturer, was used.

First, the base body was built up to a height of 16.5 mm using LPBF (see Fig. 2a). 
Then, the building process was interrupted and the powder was removed at the corre-
sponding recess. A cut-out of 5.1 mm × 10.1 mm × 2 mm was provided at this height to 
insert the steel plate as the measuring element carrier (stainless steel 1.4310). This steel 
plate (50 mm × 10 mm × 2 mm) has been cut by a CO2 laser and deburred. After insert-
ing this steel plate (see Fig. 2b), a layer of powder was applied. The LPBF process was 
then continued and a material connection between the steel plate and the base body was 
created (see Fig. 2c). For the second prototype, a cut-out with a width of 0.4 mm in the 
x-direction and 2 mm in the y-direction was produced above the steel plate. This reduces 
the laser energy applied due to the smaller exposure area (see Fig. 3) and there is no 

(b)

(c)

(a)

1.4404
AM-fabricated1.4310

Conventionally
fabricated Strain

gauges

X

Z

Y

Cut-out

Fig. 2.  Build-up process with LPBF-manufactured deformation body; production of base body 
(a); insertion of the steel plate as the measuring element carrier (b); completion of the prototype 
and application of the strain gauge (c)
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exposure to powder in the edge area between the base body and the measuring element 
carrier. After completion the LPBF process, the top and bottom sides were reworked by 
milling and M5 threaded holes are drilled for fastening to the measuring system.

In order to find a valid region for the strain sensing element for a nominal load, 
a finite element analysis (COMSOL Multiphysics 5.5, Burlington, USA) with the 
built-up deformation elements was carried out. The criterion is a proper strain in the 
range from 500 µm/m to 1000 µm/m for the application areas. For the boundary con-
ditions, we set one side of the printed body to a fixed constraint and the other part of 
the printed body was loaded with a force. This resulted in a cantilever behavior.

The simulation shows a proper strain of up to 1400 µm/m at the surface of the inte-
grated steel plate for a nominal load of 50 N (see Fig. 4). The simulation results for 
both deformation elements are nearly equal. However, singularities at the edges of the 
integrated steel plate result in exaggerated strains. We chose the center area of the steel 
plate as application area for the first. The mechanical stress is below the yield strength.

First
protoype

Second
protoype X

Y

Z

Exposure area

Fig. 3.  Exposed areas from the two prototypes
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Fig. 4.  Simulated deformation element 1 in COMSOL Multiphysics. The strain in x-direction 
shows the expected cantilever behavior with a valid region for the strain gauge application 
with roughly 750 µm/m at the mid-position of the inserted steel plate (left). Furthermore, the 
strain on the top and bottom surface is nearly equal (right). Note, that the values for the bottom 
surface are multiplated with −1 for a better comparability
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As strain sensing element, we chose metal foil strain gauges. These enable high 
accuracies with small linearity errors and they are available in various types for spe-
cialized applications [6].

Therefore, single linear strain gauges (model BF350 – 2AA(11)N4, Zemic 
Europe, Etten-Leur, NL) with a gauge factor of 2.11 ± 1% and a base resistance of 
349.9 ± 0.1 W were used for our first prototypes.

Mechanical connection of the strain gauges was done by using a hot-curing 
cyanoacrylate (model M-Bond 200, Micro-Measurements, North Carolina, USA), 
after preparing the application area with sandpaper and subsequent cleaning. The sin-
gle strain gauges were connected to a full bridge circuit using enameled copper wire. 
For further protection against environmental influences, e.g. humidity or dirt, a sili-
cone seal (model SG250, HBM/HBK, Darmstadt, DE) was used (see Fig. 5).

3  Experimental Setup

The two prototypes of force sensors (called prototype 1 and prototype 2) were charac-
terized concerning their linearity with respect to a best-fit line. This best-fit line goes 
through the initial point, such that the maximum deviations (upward/downward) from 
the measurement signal have the same amount according to definition of the linear-
ity deviation in [7]. Furthermore, the hysteresis of the force sensors was measured. 
The deviations to the best-fit lines were referred to the nominal value (reduced error). 
These properties were investigated at room temperature (21 °C).

A simple setup with weight plates for loading the deformation elements with a 
force was used (see Fig. 6). We attached a weight support plate on one side of the 
prototype where the weight plates were placed. The other side was fixed mounted. 
The nominal load of the sensors is 50 N. Loading was done with calibration weights 

Reworked
bottom

side

Strain
gauges

Fastening
threads

Silicone
seal

20 mm

Fig. 5.  Built-up prototype force sensor. The strain gauges are connected in a full bridge 
configuration and sealed with silicon
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(2 × 2 kg, 1 × 1 kg) with an accuracy of ±10 mg. Regarding the gravity of 9.81 m/s2, 
this corresponds to a force of 49.05 N.

The measuring process was carried out following the guideline OIML R60 
(Metrological regulation for load cells), which included three full load cycles for 
pre-stressing followed by a three time repeated stepwise loading and unloading.

For investigating the linearity, loading and unloading steps of 20%, 40%, 60%, 
80% and 100% of the nominal load were chosen. In case of the hysteresis the loading 
and unloading steps were 20%, 60% and 100% of the nominal load.

The bridge output signal of the force sensor (supplied with 5 V) was forwarded 
in a 4-wire circuit to a bridge amplifier (model EL3356-0010, Beckhoff Automation, 
Verl, DE) with an accuracy of <±0.01%. This bridge amplifier was connected to a 
data acquisition system (model cRIO-9074, National Instruments, Texas, USA).

4  Results and Discussion

The construction process was successfully completed and a complete material con-
nection between the base body and the measuring element carrier was achieved 
(see Fig. 7). The unmachined surfaces showed LPBF typical characteristic values of 
Ra = 15 µm. Due to the thermally induced energy, stresses occured in both prototypes. 
This resulted in a bending of the deformation elements, prototype 1 of 6° and proto-
type 2 of 4°, in relation to each other. The lower deformation of prototype 2 was a 
superposition of several factors. The smaller exposure area of prototype 2 in contrast to 
prototype 1 led to a lower introduced thermal energy via the laser beam. Consequently, 
a less thermal heating of the component was achieved, and, thus, a less deformation 
during cooling. In prototype 1 the powder was exposed between the base body and 
integrated steel plate. Due to the process-related surface roughness of the LPBF pro-
cess, cavities were created between the base body and the steel plate. These were filled 
with powder particles at the start of the third phase (see Fig. 2c) of the process. Due 
to the increased thickness of the powder layer in these areas, heat dissipation was 
reduced, and defects were formed, which can lead to a higher induced thermal stress. 
Furthermore, no thermal post-treatment to reduce the induced stresses was carried out 
in these investigations in order to examine the as-built condition in the first step.

Fastening
adapter

Prototype

Weight
support

Calibration
weights

80 mm 80 mm

Fig. 6.  Test setup for loading the sensor with the calibration weights. The sensor is fixed 
mounted (left) and weight plates are laid on weight support structure (right)
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The bridge offset voltages of the force sensors are 14 µV/V and 34.7 µV/V, 
respectively. These offset values resulted from the application process, the integrated 
steel plate, which was pre-stressed, and, therefore deformed as well as the resistance 
tolerance of the strain gauges. Assuming an optimal application of the strain gauges, 
an offset value of 157.2 µV/V caused by the resistance tolerance can occur.

The effect of the pre-stress seems to be noticeable in the measurements as well. 
Evaluation of the measurement results led to linearity errors (see Fig. 8) of up to 
±1.5%FS for prototype 1 and ±1%FS for prototype 2, respectively. Nearly the 
same results occured for the hysteresis error (see Fig. 9). A pre-stress and eventually 
pre-deformation can impact the linear behavior. Nevertheless, both errors are in this 
initial state of this disruptive concept for manufacturing structure-integrated sensors 
in a good range. So the impact of influences of the application process of the strain 
gauges can be treated subordinated in comparison to the mechanical pre-stresses and 
the manufacturing process.

31 m
m

1.4404
AM-fabricated

1.4310
Conventionally

fabricated
X

Z

Y 80 mm

First
protoype

Second
protoype

Fig. 7.  Prototypes after separation from the LPBF building platform

Fig. 8.  Reduced linearity errors for increasing and decreasing force of both sensors for the 
third load cycle (P1 = Prototype 1, P2 = Prototype 2)
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Further evaluations revealed a significantly higher strain for both prototypes, and, 
thus, higher output signal in the measurements in comparison to the simulation results 
(see Table 1). This might also be due to the pre-deformation of the prototypes, which 
induces additional forces acting on our deformation element that have to be investi-
gated further. Thus, the simulation results based on the basic Euler–Bernoulli beam 
theory may not be valid. Modeling the cantilever behavior based on second order 
beam theory will be examined for future work.

5  Conclusion and Outlook

This work presents a disruptive concept for manufacturing structure-integrated sen-
sors based on additive manufacturing. Despite the induced thermal stress, a nearly 
linear strain transmission from the printed part to the inserted plate was achieved. 
Therefore, the suitability for manufacturing force sensors with this concept is con-
firmed. Our two prototypes showed that considering an additional cut-out for the 
insertion of the steel plate results in a stress relief in the manufacturing process, and, 
thus, in a better sensor performance. In future investigations the induced stress has to 
be reduced. This can be done by varying the process parameters in the LPBF process 
or by further modifying the geometry. Furthermore, a complete encapsulation of the 
strain gauges is the main goal. For this purpose, the strain gauge has to be applied to 

Fig. 9.  Reduced hysteresis errors for increasing and decreasing force of both sensors for the 
third load cycle (P1 = Prototype 1, P2 = Prototype 2)

Table 1.  Summary of simulation and measurement results

Strain (µm/m) Output Signal (µV/V) Sensitivity (µV/V/N)

Simulation 744 1569.8 ± 15.7 32 ± 0.3

Prototype 1 1036 ± 10.3 2185 ± 21.9 43.5 ± 0.4

Prototype 2 881 ± 8.8 1858 ± 18.6 37.1 ± 0.4
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the steel plate before integration into the deformation body. A heat treatment to reduce 
the stresses in the component will also be investigated. Damage to the strain gauges as 
a result of the temperature has to be prevented.
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Abstract.  Combining fiber-reinforced composites with classic construction 
materials has tremendous potential for lightweight design but requires expen-
sive equipment such as dies for injection molding. Additive manufacturing is 
cost-efficient for small volumes from fiber-reinforced materials. The MM3D 
(multi-material 3D printing) project analyses what technologies regarding 
interfaces, printer technology and identification of process parameters make 
economic fusion of 3D printing and established production processes possible.

Results from pull-off tests suggest that adhesion between surfaces dou-
bles with optimal substrate temperature and quadruples with appropriate 
plasma treatment. Because hybrid structures require printing on free forms, 
the authors employ a hexapod machine for rotational motion of an extruder 
head. The paper presents solutions for resulting challenges such as referenc-
ing  pre-existing structures in the workspace, generating the printing path and 
coupling extrusion rate to printing speed. Finally, the identification of process 
parameters is addressed.

Currently the technology is tested for manufacturing a nature inspired bike 
saddle.

Keywords:  3D printer · Hybrid parts · Fiber-reinforced composites

1  Introduction

Striving for weight reduction in every branch from car manufactures and aerospace 
industry to machine tool manufacturer requires intelligent and economic light-
weight designs. Fiber reinforced composites unite low density with tailored high 
strength properties. Combining composites with classic construction materials such 
as steel and aluminum has tremendous potential for achieving afore mentioned goals. 
Multi material structures allow for integrating additional functionality, improving 
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mechanical properties and offer new design possibilities. Their economic application 
requires efficient production technologies for different production volumes. As of 
now, fusing these materials requires expensive production equipment such as pricey 
dies for injection molding, which makes hybrid structures unprofitable for middle or 
small production volumes.

Additive manufacturing (3D printing) could provide cost efficient and flexible 
solutions for manufacturing prototypes and small batches from fiber-reinforced mate-
rials and help to merge them with today’s established production processes and classic 
materials. The research paper elaborates on three critical issues for printing 3D ele-
ments such as fins and joints on preexisting structures from metal or fiber-reinforced 
plastic sheets: interfaces, printer technology and parameter identification.

2  Interfaces

Intrinsic hybrid structures from sheets of metal or fiber-reinforced plastics in mod-
ern car bodies are specialized to specific applications by adding functional elements 
through injection molding [1, 2]. Crucial in the production of such assemblies is join-
ing the semi goods. Typical approaches fall into one of the two categories: in-mold 
assembly (IMA) and post-molding-assembly (PMA). IMA joins components from dif-
ferent materials during forming; additional joining operation are obsolete. Only high 
part volumes make IMA profitable, as tooling prices can be between 130 to 170% of 
standard molds [3]. PMA assembles parts after injection molding outside the mold 
[4]. A broader variety of joining techniques such as interlocking, welding, or adhesive 
bonding make PMA more flexible regarding process and design changes than IMA.

Now, the MM3D approach combines PMA with fused-layer modelling (FLM). 
The approach promises full flexibility, as costs for tooling are low and most design 
changes do not entail mold changes. FLM uses a heated extruder to melt thermoplas-
tic material, which is then deposited horizontal layer by horizontal layer to form the 
printed shape. In order to make full use of the lightweight potential, a proper connec-
tion between the components must be guaranteed.

2.1  Methods to Optimize Adhesion

Optimal adhesion between textile-reinforced thermoplastic components requires indi-
vidual pre-treatment of the base substrate in the contact area. An established process 
for increasing the adhesive strength between thermoplastic components is plasma 
treatment [4]. Plasma pre-treatment alters the surface energy of polymers, which splits 
its long molecule chains. The increase in surface energy of the material leads to more 
efficient surface wetting and improves adhesion. The degree of wetting on the surface 
can be determined by measuring the contact angle (Fig. 1). The OWRK model [5] is 
used for calculating the surface energy from the contact angle. Small contact angles 
correlate with high surface energy.
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A significant increase in adhesive strength can also be achieved by pre-heat-
ing the base substrate [6]. In order to understand the influence of different pre-treat-
ments on the adhesive strength, the Institute of Lightweight Engineering and Polymer 
Technology (ILK) investigated semi-finished products from textile-reinforced PA6-GF 
(Tepex® dynalite 102-RG600(x)/47% Roving Glass) at different substrate tempera-
tures with and without plasma activation. In addition, the experiments studied if the 
distance between FLM nozzle and base substrate surface affects the adhesive tensile 
strength. A robot cell by Plasmatreat GmbH with cold atmospheric pressure plasma 
and rotary nozzle was used for plasma activation. After plasma pre-treatment, the 
substrate was handled in airtight containers and directly transferred to the Ultimaker 
FLM system. Once the individual test temperature of the substrate was achieved, the 
test structure made from PA6 was printed on the substrate. Because FLM produces 
highly anisotropic structures, due to the layer-by-layer building process, a tensile load 
orthogonal to the layers provokes delamination within the additive structure and not 
in the contact zone with the substrate. In order to guarantee fracture in the contact 
zone, the new test specimen has a trapezoidal shape (Fig. 2a)). The interlocking load 
application prevents failure in individual layers. The ILK adapted the frontal tear-off 
test for metal-polymer composites according DIN 14916 [7] to the new geometry 
(Fig. 2b)).

2.2  Results

The test results show that both preheating of the substrate and the distance of the FLM 
nozzle influence the adhesive strength (Fig. 3). Increasing temperature of the base 

Fig. 1.  Determination of wetting degree through contact angle measurement; a) low surface 
energy, b) high surface energy

Fig. 2.  a) Hybrid-test specimen; b) setup for tensile test
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substrate up to 140 °C can significantly improve the adhesive tensile strength. The failure 
modes support this observation. In case of a 100 °C preheated base substrate, pure adhe-
sive failure is observed. Further increasing the base substrate temperature to 120 °C leads 
to a mixed fracture of the composite. Tempering at 140 °C and 160 °C shows failure of 
the fiber-matrix adhesion,adhesion in the joining zone is much higher.

The distance between the FLM nozzle tip and substrate surface influences the 
adhesion as well. At an offset of 0.1 mm between substrate and nozzle, the hot mate-
rial melts the substrate surface only slightly when it first touches. The direct contact 
of the FLM nozzle with the surface leads to melting through both the FLM nozzle and 
the deposited material. Resulting structural changes in the contact area cause more 
intense diffusion of the polymer chains, which partially increases adhesion [8].

Suitable plasma pre-treatment of the substrate surface positively influences the 
strength of the connection (Fig. 3). The surface energy rises (as indicated by the 
decreasing contact angle) for parameter settings PB1 through PB4. The molecular 
adhesion behavior improves due to higher surface energy and enables a firm connec-
tion between substrate and FLM structure.

For a constant base substrate temperature of 100 °C and a nozzle-substrate distance 
of 0.1 mm, a suitable plasma configuration increases the adhesive tensile strength by 
a factor of four (Fig. 3, PB1 to PB4). Direct contact of the FLM nozzle with the pre-
heated substrate surface also shows an increase in adhesive tensile strength. In addition, 
plasma pretreatment of the 20 °C substrate leads to higher adhesive tensile strength at a 
nozzle-substrate distance of 0.1 mm. It is, therefore particularly, suitable for generative 
hybridization processes with classic FLM manufacturing strategies.

Fig. 3.  Results of the adhesive tensile strength for the stages of substrate preheating and 
plasma treatment; contact angle after plasma treatment: PB1 – 53.9°, PB2 – 28.6°, PB3 – 25.2°, 
PB4 – 24.3°
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3  Advanced Printer Technology

Printing on top of pre-existing free forms requires new printer motion features for 
three main reasons. First, current 3D printers move horizontal layer by horizontal 
layer and do not allow for depositing material with a constant offset on free forms. 
Second, there must be no objects in the printing area because common printers do 
not feature collision avoidance. Neither do slicer programs. Third, uninterrupted print-
ing around free shapes requires velocity changes of the extruder head forward motion. 
Because material deposition of today’s printers is not linked to the current velocity of 
the feed axis, reducing speed during printing leads to material overflow.

Besides pure motion and printing features, referencing and scanning functionality 
is essential for knowing the currently existing structure as a prerequisite for adjusting 
motion path. This is particularly important for addressing thermal deformations due to 
cooling. The cooling rate largely depends on the printed geometry.

3.1  Hexapod Printer with Screw Extruder

The printer technology in this paper features a hexapod structure, which allows for 
precise volumetric motions of a technology platform (Fig. 4a, b). Beside the trans-
lational motion of conventional printers, the platform can rotate 45-degree around 
all axes, which allows for an advanced collision avoidance with pre-existing struc-
tures (Fig. 4c). The technology platform carries a screw extruder, the filament, and 
measuring equipment. The extruder molts filament and deposits the material to the 
heated bed or the base structure (above called substrate). It is capable of extruding 
significantly larger volumes (0.48 kg/h at a rotational speed of extruder screw (rss) of 
150 min−1, 0.6 kg/h at 165 min−1) than current filament FDM printer.

The 6D motion makes new printing strategies such as material extrusion across 
different horizontal planes possible. For referencing pre-existing parts, the hexapod 
printer is equipped with measuring units such as laser scanner and tactile measuring 
gage. Thermocouples constantly measure temperatures of bed and extruder.

Fig. 4.  a) hexapod with technology platform, b) technology platform with extruder, c) extruder 
on inclined technology platform
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The amount of material deposition must be constant for all extruder positions and 
printing paths. This is particularly important when moving around corners and print-
ing interlocking features. Therefore, the amount of material extrusion must adjust to 
the current feed axis speed or vice versa. The study tested, if an empirical model can 
describe the non-linear correlation between potential input such as rotational speed of 
the screw and output such as amount of deposited material and if it enables a closed 
loop process control.

The potential 45-degree inclination of the extruder is most likely limited in reality. 
The study investigated limitations on the example of simple geometric shapes.

3.2  Results

Because the screw extruder of the hexapod printer extrudes large volumes, the result-
ing material flow at the nozzle reacts with a significant delay to changes of the screw’s 
rotational speed. Consequently, the adaption of rotational speed to feed axis speed 
changes requires a feed forward control. The rss must be adjusted at a certain dis-
tance before the extrusion volume needs adaption. In order to maintain a constant 
layer width, the feed axis speed is then gradually adjusted to the current extrusion 
rate (material flow rate ˙Vtotal). Since a direct measurement of the extrusion rate was 
not possible, an empirical model was implemented (Fig. 5a). The correlation between 
extrusion rate and rotational speed of the screw extruder is non-linear and depends 
mainly on the thermal and rheological condition. The thermal influence decreases 
with running extrusion time and vanishes under steady state conditions. The rheolog-
ical influence results mainly from delays in pressure build-up. The parameter identi-
fication of the correlation model is based on experimental data. The actual extrusion 
volume was determined via optical measurement of the printed layer width multiplied 
by the set layer height.

Based on the model, the rotational speed of the extruder screw can serve as a 
quantity for the current extrusion rate. The feed axis speed is then adjusted to the cur-
rent rss to maintain a constant layer volume. The rss graph and the corresponding feed 
axis speed based on the model prediction is shown in Fig. 5b.

Fig. 5.  a) Empirical model for calculating the extrusion rate depending on rotational speed of 
the screw; b) feed axis speed for constant printing layer width of 5 mm
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The application is demonstrated for a rapid change of rss from 100 to 40 min−1. 
The results in Fig. 6 show that adjusting the feed forward speed with current rss leads 
to a constant material deposition.

Planning the printing path entails to link rotational positions of the extruder head 
to the translational position. The investigations of the potential inclination of the 
extruder show that there is a limitation to less than 8 degree for printing on flat sur-
faces. Extruding the material requires counter pressure between nozzle and substrate 
for a correct position of the layer. Is there no resistance, the inner extruder pressure 
pushed the material of target (Fig. 7a).

Increasing the extruder inclination reduces counter pressure between nozzle and 
substrate and amplifies the material push-off. When printing on free forms (Fig. 7b)), 
the printer nozzle should point perpendicular to the surface. If so, there are no pres-
sure related problems expected.

4  Process Parameter Identification

The quality of 3D printed elements depends on a multitude of parameters. Besides 
material properties and adjustable process parameters, the environmental condi-
tions and printer properties affect the appearance of the printed layer. As a result, the 

Fig. 6.  Model based correction of feed axis speed (material: polypropene, nozzle diameter: 
2 mm, temperature at nozzle tip: ca. 230 °C)

Fig. 7.  Influence of extruder inclination on printing quality
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process commissioning requires extended trail & error especially for new materi-
als and material combinations. The goal of the following investigation was to find a 
method to limit the parameters, which need identification, to speed up commissioning.

4.1  Sensitivity Analysis for Parameter Selection

In order to select the parameters most influential on the mechanical properties for 
identification, a sensitivity analysis was conducted. The tensile specimens were 
printed on a conventional 3D printer and were evaluated through tensile tests under 
different environmental conditions. The variation of input parameters (nozzle and 
bed temperature, feeding speed) is based on a fractional factorial design. For process 
steps “3D printing” and “tensile test” relevant temperatures, velocities and mechanical 
properties were monitored. Infill strategy and density as well as set layer thickness 
were constant.

4.2  Influences on Mechanical Properties

The properties determined through tensile test represent material inherent properties 
and the process parameters set for the printer Fig. 8. The nozzle temperature posi-
tively correlates with Young’s modulus and the true layer thickness. The test bed tem-
perature shows only a weak correlation with the true thickness. The printing velocity 
seems to have no influence on any of the mechanical properties. The results also show 
a dominant positive correlation for tensile test temperature with the ultimate tensile 
strength and a strong negative correlation with the yield stress. Based on the informa-
tion only the nozzle temperature is essential for the mechanical properties of the part 
and would need identification during commissioning. A data set that is more detailed 
is currently under investigation.

Fig. 8.  Correlation analysis for printing parameters and mechanical properties on test specimen 
(Data analysis was conducted with Detact by Symate GmbH)
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5  Conclusion

The technology package is currently applied to the process chain for manufacturing a 
bike saddle made from organic sheets and various 3D-printed metals as well as PA6 
parts in the TU Dresden labs Fig. 9.

The process chain starts with additive manufacturing of a forming tool for produc-
ing the saddle shell from organo sheets. The saddle rails and the connector to the seat 
poll are printed from titanium. To connect the rails with the sheet, the hexapod printer 
is used to fill the pre-form with PA6. Due to its flexibility, the hybrid production tech-
nology is a potential process for producing cost efficient multi material parts for pro-
totyping, individual products and low volume production.
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Abstract.  The trend towards individualized products and the increasing 
demand for a greater variety of variants create new challenges for existing 
production environments and require a re-thinking of production. Established 
manufacturing systems that provide the desired flexibility are associated with 
significant productivity restrictions and are therefore unable to compete eco-
nomically with production from rigid production lines. They are therefore 
often limited to serving niche markets. Consequently, an approach is needed 
that combines high productivity with high flexibility. For this purpose, this 
paper presents a new approach to manufacturing with an equally high produc-
tivity and flexibility, so-called value stream kinematics. The basic idea of value 
stream kinematics is to combine the advantages of specialized machines with 
the versatility of industrial robots. The vision behind this is to be able to realize 
entire value streams with uniform robot-like kinematics and no need for special 
machines.

Keywords:  Flexible manufacturing system (FMS) · Kinematic · 
Reconfiguration

1  Introduction

Industry 4.0 is meanwhile known worldwide as a success story and stands like no 
other term for the innovativeness and creativity of research and industry. However, 
Industry 4.0 is essentially a digital innovation that merely adds additional sensors and 
actuators to conventional physical production systems. In order to utilize and further 
develop the full potential of Industry 4.0, the idea beneath it must be transferred to the 
next level, the hardware level. With Industry 4.0, greater flexibility and productivity 
in production is achieved by collecting and processing data. Thinking further ahead, 
now the machines and systems must also be adapted to the production of the future 
in order to make full use of this created potential. It is not enough to equip machines 
with more sensors and connect them together. The production machines and systems 
of tomorrow must be fundamentally rethought. In this paper, a novel production con-
cept, which proposes to design entire production lines out of universal robot-like kine-
matics, will be presented.
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2  State of the Art

In recent years, driven in particular by Industry 4.0, a number of new approaches 
have emerged to increase the flexibility and versatility of production. Besides the net-
working of machines with sensors, the cooperation of robots plays a major role. An 
example from the automotive industry is a setup of a production system consisting 
of 45 cooperating robots for the rear axle assembly for a mid-range vehicle by the 
Daimler AG. Up to six robots work together in a robot network. This means that even 
moving parts can be processed and, in addition, dead times due to workpiece transfers 
are eliminated. Additional variants were quickly integrated into the production sys-
tem and thus demonstrated that a production system with flexible robots also provides 
improved versatility [1]. However, the production system is only designed for assem-
bly and is not capable of carrying out more demanding manufacturing processes such 
as machining operations. The challenges that prevent the qualification of robots for 
machining processes and the unused potential are analyzed and summarized in [2]. 
The authors come to the conclusion that the direction-dependent cutting forces must 
be considered more closely in relation to the pose dependent stiffness of the robots. 
This requires better process models and compliance models of the robots.

A model-based approach for the offline correction of motion paths is investigated 
in [3]. With a preceding process force simulation the deviation of the robot TCP is 
calculated and a corrected motion path is defined. In [4] a fuzzy controller based 
on a stiffness model is used for deflection compensation. To achieve a high reaction 
speed of the model, the fuzzy controller switches between different control strategies 
depending on the state of the machining process. In [5] a static deflection model is 
also used to compensate for the displacement of the TCP of an industrial robot used 
to machine large aerospace parts. However a spindle holder equipped with sensors 
allows the measurement of real process forces during operation and therefore the 
setup of more precise models. In [6] the methodology is enhanced by a process sim-
ulation and following path optimization (e.g. reduced feed rate in critical positions) 
implemented in form of an extended CAD-CAM interface. For their investigation and 
validation named approaches use heavy and massively constructed industrial robots 
(KR 500, KR240) for machining aluminum parts. Machining steel parts is not pos-
sible and for different production processes the chosen robots would be greatly over-
sized, which reduces the flexibility.

A versatile production requires not only the use of capable flexible robots but also 
extensive software assistance to support the planning and reconfiguration of produc-
tion systems. This requires good information models of the production resources, 
especially of the robots and end effectors, as well as of the products to be manufac-
tured and their specific requirements. An approach to describe production resources 
and the added value of a standardized information model is presented in [7]. The 
model, which is comprehensible for machines, enables the automated search for 
suitable production resources. However, this requires that a large number of manu-
facturers are willing to provide such detailed information models for their products. 
In [8], the product requirements are additionally presented as an information model. 
A matchmaking algorithm is used to determine a suitable manufacturing solution for 
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each product requirement from the available production resource pool. However, the 
system is not suitable for setting up an optimized production system, rather for lim-
iting the search radius as well as checking the general manufacturability of a prod-
uct with the given resources. Limiting the production machines to a uniform universal 
kinematic could simplify the design of a detailed information model. The authors of 
[9] present in their article a software platform for the creation and reconfiguration of 
assembly systems. The system calculates a system configuration on the basis of pro-
duction scenarios, varying in the number of product variants to be manufactured and 
a fluctuating demand on the market, whereas the adaptability to expected changes is 
optimized. By taking into account the changes and associated costs, the configuration 
with the lowest total costs is still found. However, the system only considers product 
families and not a switch to a completely different product and furthermore is also 
limited to pure assembly.

A demonstration system, which also takes other manufacturing processes into 
account, is presented in [10]. The hybrid robot production cell combines addi-
tive processes (e.g. laser cladding), machining and quality assurance. Due to the 
 near-net-shape production a high resource efficiency is achieved. The robots are qual-
ified for the different manufacturing processes by changing end effectors. Another 
example known from the industry is the matrix production of Kuka. However, as 
explained in [11], the production islands are optimized for a specific manufacturing 
group and are therefore not completely flexible.

The approaches mentioned in this chapter all have in common that they only con-
sider a partial aspect of the product production process. However, a holistic concept 
of a flexible production system which considers the whole production instead of just a 
production cell has not yet been developed.

3  Solution Approach

3.1  Vision of the Value Stream Kinematics

In the following the new concept of this paper is introduced. The novel production 
concept intends to design entire production lines out of universal robot-like kinemat-
ics. The value stream will be built entirely from these flexible kinematics and with 
the complete abandonment of special machines. Figure 1 shows a visualization of the 
production concept (a) as well as a first simple demonstrator (b). A production system 
created by such an approach has the versatility to fully utilize the potential created by 
current Industry 4.0 developments.

The unified freely configurable robot-like kinematics carry out the handling tasks 
common in robotics and are also capable of carrying out acute processes such as 
assembly, additive manufacturing, cutting and joining processes as well as machin-
ing tasks and quality assurance using various manufacturing tools. The replacement 
of expensive, nonflexible specialized machines within a value stream through versatile 
kinematics could greatly increases the flexibility of the production chain. Today even 
high flexible machines are restricted to a limited amount of different manufacturing 
processes. Machining centers for example are often capable of executing turning and 
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milling processes and sometimes even additive processes. But obviously they cannot 
change to completely different manufacturing processes e.g. laser cutting. Contrary to 
special machines robot kinematics can be empowered relatively simple to do a com-
pletely different manufacturing processes by changing the end effector of the kine-
matic. Assuming that robots are also able to execute processes with high requirements 
to precision or high operating forces, the reconfiguration of a production line consist-
ing entirely of such robots would be easier and faster compared to existing produc-
tion systems. Only the end effectors have to be exchanged and the robots have to be 
repositioned according to their new function. The challenge here will be to redesign 
state of the art robots to empower them to do many additional sophisticated manufac-
turing processes without creating an over-developed expensive robot design. The pri-
mary focus here is on cutting and joining processes. The main groups of forming and 
shaping processes are not further considered, with the exception of additive processes 
and bend-forming. Neither are techniques of process engineering, e.g. from chemistry, 
considered due to completely different requirements.

3.2  Coupled and Cooperative Kinematics

Especially machining processes represent a group of these sophisticated manufactur-
ing operations with particularly high requirements for accuracy and applied forces. 
Specialized robots are available for these processes. Such cutting robots are very 
massive and heavy built and would thus be completely oversized for simple handling 
tasks. The adaption of the robot design to the process enables it to carry out a specific 
process, but is associated with a reduction in its flexibility.

Value stream kinematics follow a different approach. Instead of achieving a higher 
performance of the kinematic unit by adapting the design, it is achieved by coopera-
tion of several kinematic units. For example, particularly heavy or difficult-to-handle 
objects can be gripped by several kinematics simultaneously. The level of cooperation 
varies from joint handling to a mechanical coupling of several kinematic units.

In order to investigate the potential for increasing the stiffness by coupling sev-
eral kinematics, a simplified, fully parameterized FEM model was set up using the 
software Abaqus FEA. A single kinematic is modeled by a 3D beam structure with 
arbitrary cross section and a linear elastic isotropic material. For each individual joint 

(a) (b) 

Fig. 1  Concept of a value stream of robot kinematics (a) and first demonstrator (b)
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the respective non-linear axial, radial, torsional and tilting gear stiffness is considered 
by special connectors. In order to calculate the static compliance in the workspace, 
a force of 1000 N was applied at the tool center point (TCP) in each pose and each 
global positive and negative x-, y-, z-direction. Based on all the TCP deflections for 
one pose the major axis of deflection respectively the compliance can be calculated 
by eigenvalue decomposition. The whole construction of the model as well as the post 
processing is realized by a Python script exploiting the Abaqus scripting interface. To 
calculate the compliance in the entire workspace fully automatically and efficiently, 
the Python script was further extended by a self-written inverse kinematics solver 
for general serial robots with joint constrains taking the TCP position as input and 
calculating the gear rotation angles. By looping over the gridded workspace the pose 
dependent compliance and the reachable workspace can be estimated.

The simulative preliminary investigations have shown that the pose dependent 
overall stiffness of a system of coupled kinematics is significantly higher compared 
to a single kinematic unit. In addition, the direction-dependent compliance in the dif-
ferent poses is more uniform as can be seen from the comparison in Fig. 2. In future 
simulative investigations the coupling element in particular has to be given more 
importance.

By interconnecting several kinematic systems, the performance can be scala-
bly adapted to the process and thus an individualized modification of the units is not 
required. The restriction to one uniform kinematic or at least to a small number of 
variants is necessary in order to achieve a high output quantity in production of kine-
matic systems in the future and therefore lower per-unit costs, as such kinematics will 
effectively only be used for complex and at the same time modest processes if they 
can compete with conventional handling solutions in terms of price.

The increased stiffness of a coupled system is achieved at the expense of mobility 
and the available workspace. Here the main influencing factors are the number of cou-
pled units and their alignment. A practical use of the coupling mechanism requires a 
methodical scientific investigation of the mobility and stiffness of coupled systems. In 

Fig. 2  Comparison of the simulated TCP compliance for (a) single and (b) three coupled 
kinematics, visualized using the numerical computing software MATLAB
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the long run, therefore, a tool for calculating the optimal configuration of the units for 
given process conditions must be developed.

The coupling also introduces the requirement of a new control architecture of 
the units. In order to ensure that the kinematics work independently, each unit must 
be equipped with its own control system. Furthermore, the controllers must be able 
to detect a coupling process and thereby switch into a master–slave state, in which 
a single controller directs the movement of the coupled system. The master con-
troller must have sufficient computing capacity to calculate the inverse kinematics, 
interpolation and path planning of the entire system as well as ensuring synchronous 
movement. Alternatively, it is possible to distribute the computing load among all 
participating controllers or even to a central computing unit. In the latter case, how-
ever, real-time-capable communication between the central computer and decentral-
ized controllers must be ensured. Within the scope of this research project it has to be 
investigated whether wireless data exchange, e.g. with 5G technology, can be used for 
this purpose or whether established wired communication must be used to maintain 
real-time capability. In addition to the additional computing load, the synchronization 
of the coupled units is a major challenge and research content of the project.

3.3  Reconfiguration

The concept of value stream kinematics focuses the production of small and medium 
sized production volumes with a high number of variants. Standardized products with 
very high volumes will continue to be manufactured in the future with rigid produc-
tion lines consisting of special machines, which allows the lowest possible unit costs 
to be achieved. In recent years, however, there has been an increasing trend towards 
more individualized products in all areas of production. It can therefore be assumed 
that in the future a large number of conventionally manufactured products will be pro-
duced in smaller batch sizes with a greater variety of variants. As a result, produc-
tion concepts such as the one presented will become more relevant for a variety of 
products.

Production in smaller quantities inevitably results in more frequent reconfigura-
tions of the value stream. Due to the versatile kinematics presented in this concept, 
a reconfiguration can be done almost without investing in new hardware. Instead of 
replacing entire production machines, in many cases it will be sufficient to replace 
end effectors and reconfigure the production layout. For this purpose, the concept 
provides a special factory floor following the Plug & Play principle of a Lego board. 
The entire production area is covered with a grid of zero point clamping systems. The 
counterparts sit at the base of the kinematics. Media, power and data cables are routed 
underneath the factory floor. This means that the entire production area is equipped 
with clamping technology for attaching the kinematics and access points to media, 
power and information supply. The aim of this initial extra effort is to significantly 
accelerate the repositioning of the kinematics. With a load crane, a kinematic unit can 
be moved to the correct position and placed on the clamping systems where it is con-
nected to one of the supply points. If the kinematics and the clamping systems on the 
production area are exactly measured, the exact positioning of the kinematics after 
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insertion into the zero-point clamping pots is also known. The Plug & Produce prin-
ciple will simplify the conversion of production to other products and accelerate the 
production ramp-up. However, it must be investigated whether mounting the kinemat-
ics with a zero-point clamping system has a negative effect on machining accuracy 
compared to a rigid mounting on the floor.

3.4  Empowering Kinematic Units

A major challenge of the research project is the empowerment of the kinematics. In 
addition to the coupling mechanism, the concept envisages achieving greater rigidity 
and accuracy through further optimization. For this purpose, the kinematic joints will 
be equipped with new gears technology. These gears have no backlash as well as a 
significantly higher torsional stiffness and also enable the transmission of higher tor-
ques compared to conventional planetary or cycloid gears through the surface contact 
of the teeth [12]. The influence of such gears were also investigated with the simula-
tion approach already presented.

Last but not least the compliance of the robot kinematics can be compensated by 
advanced control algorithms. The deflection of the TCP can thus be regulated during 
operation. To cover these approaches, the research project is supported by industrial 
partners in the implementation of the kinematic qualifying measures.

3.5  Engineering Platform

The installation and constant reorganization of a production system is a complex and 
time-consuming process. A comprehensive engineering platform will be necessary to 
help production engineers to reduce planning and commissioning time of production 
systems significantly. Various software tools for the development of production sys-
tems are already established in the industry. Siemens, for example, covers a large part 
of production system planning with Tools like NX, Mechatronics Concept Designer 
and Line Designer, just to name a few. The engineering platform is supposed to bring 
those functionalities into a common platform and to be extended by additional soft-
ware components. In the following, the basic idea and functionality of such a future 
platform are described.

Figure 3 shows the main modules of the virtual platform. In the first module the 
CAD model of the end product is designed. The properties of the product and the 
required manufacturing processes are derived from the model in the second module. 
In order to implement the processes, in the next module, the quantity, arrangement 
and positioning of the kinematics as well as necessary couplings and end effectors are 
defined. In the last module the production sequence can be validated by simulating 
each individual process and the production system as a whole. The simulation data 
obtained are fed back into the hardware configuration and process design for the pur-
pose of optimization. This iterative process is repeated until the production simulation 
results yield a prediction of a product quality that meets the requirements of the end 
product. In the last step, control programs for the kinematics are extracted from the 
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simulation. The automated generation of control programs is an essential element of 
the whole concept allowing rapid reconfigurations.

With the digital platform a significant part of planning and commissioning can be 
carried out on an entirely virtual basis. This makes it possible to plan future produc-
tion systems in a time- and cost-optimized manner right from the start.

4  Implementation and Outlook

The feasibility of the concept presented in this paper shall be demonstrated with the 
help of a representative industrial demonstrator production. Within the scope of the 
research project, two preliminary demonstrator stages with a lower technology read-
iness level are planned as can be seen in Fig. 4. The first stage of the demonstrator 
is a test bench consisting of two smaller handling robots arranged on a plate with 
zero-point clamping systems (see Fig. 1(b)). The robots are each equipped with grip-
pers to grip a press-in tool with two gripping points and move it jointly. Loading the 
robots with real process forces is not yet planned in this demo stage. The demon-
strator serves only for the preliminary investigation of the coupling concept. For this 
purpose, a control architecture is currently being developed in a first step, in which 
a central controller controls both robots, triggers movement commands and continu-
ously monitors the synchronization of the robots and readjusts it at control level. In 
the next development step, one of the two controllers is supposed to take over control 
as master and thus also controls the other robot. The central unit will then only serve 
as an interface to enable communication between the two robots. The final goal of the 
preliminary investigations is to derive the control architecture for the second demon-
strator stage.

In the second stage, a production line consisting of a total of four industrial robots 
(cf. Kuka KR180) will be set up. Two of these robots will be equipped with Galaxie® 
gears and used as coupled kinematics. The second demo stage pursues three main 
goals:

• Integration of new gears and demonstration of improved performance
• Upgrade of robot controllers to allow synchronous coupled movements
• Functional proof of the coupling concept by executing a real production process

In the final stage, a prototype plant for the representative manufacturing of products 
will be established. Based on the research results of the second demonstration stage, a 
new six-axis kinematic unit will be developed in a first step. During the development 
of the new kinematics, the previously investigated optimization potentials with regard 

Fig. 3  Digital platform supports on the way from product model to production system
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to stiffness must be fully exploited. In contrast to conventional industrial robots, the 
kinematic unit will be designed for coupling and thus use an appropriately adapted 
robot controller. Supported by the research work, the development of the kinematics 
and control will be carried out by industrial partners. Once the basic infrastructure of 
the prototype plant has been set up, a first simplified production start-up will be car-
ried out. Possible sample products are electric motor components and battery module 
housings with module assembly. Producing different types of products allows to test 
reconfiguration time when switching between products.

With the demonstrator system, key performance indicators of production can be 
determined and compared to conventional production systems. It is expected that 
throughput and cycle times will tend to decrease compared to rigid production sys-
tems. However, the production concept of value stream kinematics does not attempt to 
outperform highly automated production systems in terms of productivity, but rather 
plays out its strengths in case of large product variety and frequent reconfiguration. 
However, it is basically conceivable to manufacture products with no diversity and 
high quantities in order to cover peak demands, for example. The prototype plant will 
further be used as a basis for developing the digital platform. The system will serve as 
a test-stand to evaluate and further develop the various functions of the platform.

5  Conclusion

The growing establishment of Industry 4.0 applications in production is pushing the 
development of more flexible production systems and plants. The concept presented 
in this paper addresses this development and attempts to go one step further by focus-
ing on the versatility of the entire production system. Small and medium quanti-
ties are to be produced competitively and the production of large quantities is also 

Fig. 4  Three-stage implementation strategy
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basically feasible on a value stream kinematic system. Value stream kinematic facil-
itates a fast reaction to suddenly appearing or increasing demands for certain prod-
ucts. The current developments with regard to global crises show again the necessity 
of such systems.

However, the implementation of the presented concept still requires great efforts 
in development and research. The realization of a kinematics capable of coupling 
requires the development of new technologies, both on the hardware and software side. 
Especially the real-time capable synchronization of the kinematics and the development 
of adapted connectable end effectors is a research focus. This also requires a detailed 
analysis of the requirements (e.g. in the case of cutting: chip removal, coolant supply 
and thermal behavior) for the different manufacturing processes. Another target is the 
development of the digital platform and the associated network infrastructure. Process 
and production simulation with coupled units form the core of the research work.
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Abstract.  Increasing flexibility in production systems is driving the use of 
robotic solutions. During their planning, robots must be placed according to 
their future operations. Thereby, influences such as space limitation, mechan-
ical reach or cycle time must be taken into account. This paper introduces a 
concept based on the data farming methodology aiming at the optimal robot 
positioning for a given set of constraints. By simulating a defined sequence of 
robot operations with changing robot placement in a definable investigation 
area, each result data set is stored and analyzed. The simulation run with the 
best fitting robot position according to the defined key performance indicators 
is shown. For further evaluation, a clustering algorithm is used to evaluate the 
simulation results. The usage of the proposed method enables production plan-
ners to conveniently place robots in the optimal position according to their later 
application.

Keywords:  Simulation · Data farming · Robot placement

1  Introduction

The economic market situation requires the industry to build and develop production 
systems faster due to increasing product variation and shorter product life cycles. The 
similarly increased flexibility of these systems can be supported by digital planning 
and simulation tools for the development of new production systems [1]. As innova-
tive technologies e.g. advanced robotics lead to an increase in automation in industrial 
systems, the use of simulation gains relevance in production system engineering and 
design. Virtual commissioning (VC) in particular allows reliable studies of the pro-
duction system [2].

VC is used as a common method for the evaluation of functionality, performance 
and safety aspects of production systems before their real i.e. physical commission-
ing [3]. For this, fully functional simulation models are required, which are nowadays 
used for a time and cost efficient development process [4]. Besides the application in 
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the planning of new production systems, simulation can also be used in retrofit appli-
cations. There, the automation of existing manual workstations is an often discussed 
task. It comprises the finding of the optimal robot position at the existing workplace. 
In this paper, this question is answered by exploiting a data farming (DF) based 
approach. With the use of DF, a large amount of information can be discovered using 
simulation [5]. This can be interpreted to gain new insight about the simulation model 
and its real representation. DF is mainly used for large scale and data intensive simu-
lation experiments in order to cover a large variety of possible system behavior [5,6]. 
Here, a DF approach is used to generate a large amount of data to determine the opti-
mal robot position.

The paper is separated into five sections: In Sect. 2, the state of the art in DF as 
well as robot placement is presented. Afterwards, the DF concept for the robot place-
ment is explained. The application of the concept including the simulation model and 
the results are presented subsequently. Finally, a brief summary and outlook are given.

2  State of the Art

For a better understanding of the proposed concept, the state of the art in DF and 
robot placement are presented. Furthermore, the need for action is determined based 
on the introduced main topics.

2.1  Data Farming

Whereas data mining comprises the collection, preparation and analysis of existing 
data in order to discover new knowledge about a research object, DF includes the gen-
eration of the data based on a simulation [7, 8]. DF was first introduced at the 1999 
Winter Simulation Conference in Phoenix [9]. The metaphor of farming in DF rests 
on the following steps: [9]

• Fertilization: Provision of expert surveys to gain expert knowledge about the 
research object.

• Cultivation: Identification of potentially relevant influencing factors on the planned 
simulation.

• Planting: Integration of the knowledge into simulation models and execution of the 
simulation using an investigation area based on the expert knowledge.

• Harvesting: Usage of data mining approaches to analyze the data and detect new 
correlations.

According to this procedure, a complete examination of all possible parameter com-
binations based on a full factorial experiment design can be performed. Despite the 
growing availability of high performance computers, the described brute force method 
is still limited concerning its performance. Therefore, especially the design of experi-
ments is still focus of current research [8].

The DF method was initially developed for military applications. In this field, 
strategic simulations depending on a large variety of parameters are executed [10]. 
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Furthermore, questions concerning medical care as well as the evacuation of people in 
earthquake-prone regions could be analyzed using DF [11]. In the context of produc-
tion and logistics, Feldkamp et al. describe a DF approach for knowledge discovery in 
manufacturing simulations and present different applications such as manufacturing 
simulations and gold mining studies [12, 13]. Furthermore, applications for decision 
support based on DF in the context of supply chain management are elaborated [14]. 
In summary, most use cases base on a discrete event simulation, which is most often 
implemented using the software Plant Simulation by Siemens.

2.2  Robot Placement

In industry sectors, such as automotive or electronics manufacturing, robots are 
used to perform specific tasks on a workpiece in a production system. As these tasks 
are repeated numerous times, it is important, that they are performed as quickly as 
possible to reduce cycle times and therefore maximize throughput [15]. Here, the 
performance of a robot during a process depends on its placement relative to the posi-
tions that need to be reached and therefore its corresponding path. Robot placement 
describes the optimal robot positioning in a production system with reference to its 
cycle time operations [16]. In practice, the finding of a suitable robot position is usu-
ally based on expert knowledge. Consequently, there are different approaches to opti-
mize the process time or the robot position. Table 1 gives an overview of different 
approaches for robot placement including the used software in chronological order.

The publications show that the existing approaches for the determination of the 
optimal robot position base on analytical descriptions and calculations. The extension 
of potentially already existing simulation models for later VC by a DF framework to 
determine the optimal robot position by simulating the later working procedure has 
not been considered to date.

Table 1.  Implementations of robot placement

Year Author Field of application Software Source

1996 Feddema et al. Algorithm for optimal robot 
position

Not specified [17]

2008 Mitsi et al. Algorithm for optimal robot 
position and axis angle

SolidWorks and Fortran [18]

2009 Kamrani et al. Movement path optimization 
of ABB industrial robots

VBA, Matlab and 
RobotStudio

[19]

2010 Baizid et al. Optimal robot placement 
zone

SolidWorks with Application 
Programming Interface

[16]

2013 Boschetti et al. Movement path optimization 
of robots

Not specified [20]

2016 Spensieri et al. Movement path and robot 
placement optimization

IPS Robot Optimization and 
Lua

[15]

2019 Siemens AG Smart place Process Simulate [21]
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3  Concept for Data Farming and Knowledge Discovery

Figure 1 shows the proposed concept for simulation-based robot placement based 
on the DF methodology. Starting with the experiment definition, the user defines 
the investigation area for the DF application. Then, the design of experiment using 
full- or fractional factorial experimental design defines the simulation runs stored in 
the experimental plan data base and needed to generate the required data. The cor-
relation of the simulation results with the experimental plan allows the analysis of 
the research object. Here, analysis processes such as classification-, clustering- or 
 regression-analyses can be used, which allows a deeper understanding of the research 
object. This improved knowledge can be used as new input data to find more suita-
ble solutions and to perform an iterative overall process. In this paper, this concept 
is applied on the search for the optimal robot placement in a defined investigation 
respectively installation area of given simulation. Therefore, the approach aims for a 
user-friendly implementation of DF in the VC environment.

4  Prototypical Implementation and Validation for Robot 
Placement

This section introduces a prototypical validation of the proposed concept. Starting 
with the description of the robot placement use case, the implementation as well as 
execution of the concept are shown. In conclusion, the DF results are analyzed and 
discussed.

4.1  Use Case Description

An exemplary use case demonstrates the basic functionality of the proposed concept. 
Figure 2 shows the corresponding 3D scene on the right side and a top view on the 
left. The robot moves the workpiece from a central pick-up position to the placing 
position on the left side. In consequence, the workpiece pose at the place position is 
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Fig. 1.  Proposed concept in the Fundamental Modeling Concept (FMC) notation based on [8]
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fixed. The DF target is to find the optimal robot position regarding a minimal process 
time. The process starts and ends at a defined initial robot position and includes the 
described pick and place task. The manipulated variables in this scenario are in theory 
the six degrees of freedom of the robot basement. Since pick and place tasks and their 
chain-linking are common in robot applications, this use case is simple, but represent-
ative for extended future applications of the proposed concept.

4.2  Implementation of the Concept

The prototypical implementation is based on the described state of the art (Sect. 2) 
and utilizes the proposed concept (Sect. 3). The resulting system uses DF as well 
as knowledge discovery. Figure 3 shows the crucial components of the prototypical 
implementation. Within the experiment definition, the parameter variation for the 
simulation experiment is provided. The input data is read via a script included in a 
C-Sharp project. There, the simulation runs for the later experiments are defined and 
stored in an experiment data file. An application programming interface (API) cou-
ples the simulation and the controller script. In the prototypical setup, the software 
industrialPhysics contains the simulation model shown in Fig. 2. The model contains 
a Stäubli TX2-90L with the built-in generic controller, the pick and place positions as 
well as a source and drain for the workpieces. Its behavior is recorded using key per-
formance indicators (KPI), which are stored in an output data file for later data analy-
sis. The KPIs in this use case are the robot axes, simulation time and resulting process 
time. Based on the experiment and output data, the analysis in the knowledge dis-
covery sector takes place, where a Python script helps detecting correlations between 
the experiment and output data. Experiment definition and control are provided to the 
user via a corresponding graphical user interface.
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Fig. 2.  Use case setup (left) and simulation model (right)
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4.3  Data Farming

In order to find the optimal robot position for the given discretization, the valid area 
for the robot basement needs to be defined first. Theoretically, all six degrees of free-
dom of the robot basement pose, could be determined, though the exemplary imple-
mentation includes the translational coordinates only, to reduce computing time. In 
the proposed use case, the valid area is defined from −0.15 m to 0.15 m in steps of 
0.05 m in every translational coordinate axis shown in Fig. 2 on the left side. The test 
planning is implemented fully factorial, which leads to a total of 343 simulation runs 
based on three parameters with seven entries each. The results are recorded in a reso-
lution of 0.01 s and stored in the output data file as described earlier. The computing 
time for the 343 simulation runs is 27 min 6 s.

4.4  Knowledge Discovery

The knowledge discovery is divided into two parts. At first, the result data is pre-
sented. Then, k-means clustering is used to further analyze the simulation. Figure 4 
shows the result of the 343 simulation runs. The process times differ from 3.47 s to 
3.77 s in the defined investigation area. The highest can be found at x-positions of 
0,15 m, which means that the closer the robot position is located to the pick and place 
positions, the longer the tasks takes. With declining x-position values, the process 
times decrease in general except for some outliers at high z-positions. The best robot 
position in the defined area from −0.15 m to 0.15 m is at x = −0.10 m, y = 0.10 m and 
z = −0.05 m with a process time of 3.47 s.
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To further evaluate the farmed data, the process times are clustered using k-means 
clustering with k = 5 cluster. The number of clusters is chosen according to the 
Calinski-Harabasz criteria for k = 1 to k = 5 cluster. Figure 5 shows the distribution 
of the five clusters in a box plot on the left. Since cluster five has the lowest pro-
cess times, the x-, y-, and z-position values of this cluster are plotted over the other 
clusters in Fig. 5 on the right in a parallel coordinates plot. It can be stated, that the 
 x-position influences the process times the most. With lower x-position coordinates, 
y- and  z-position values can vary without affecting process times much.

To explore correlations in the simulation results even further, a second 
k = 5 k-means clustering is applied on the process time and the three position coor-
dinates. Figure 6 shows on the top the results in a parallel coordinates plot. To vis-
ualize the relations between the process time and the position, all four parameters 

Fig. 4.  Visualization of process times according to the robot position

Fig. 5.  Distribution of five process time k-means cluster (left) and visualization of robot 
position coordinates x, y and z of all clusters (right)
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are standardized using the zscore algorithm. Since the clusters are plotted on top of 
each other in a parallel coordinates plot, the distributions of the five clusters for each 
parameter are plotted in box plots for better visibility. As in the previous clustering, 
now, the clusters with low process times, cluster 2 and 3, contain low x-position val-
ues. They differ at the y- as well as the z-position values. Since cluster 2 contains 
the best process time, it can be assumed, that higher y-position and lower z-position 
values could have beneficial influence on the process times according to the generic 
robot controller used in the simulation.

4.5  Discussion

The previous sections show, that the proposed DF concept can be used to deter-
mine the optimal robot placement in a defined investigation area based on a simu-
lation model. Here, a full factorial experiment design leads to a data set, which is 
then further analyzed. Since the presented use case only includes a simple pick and 
place application, the expected results are reproduced by our method. However, the 
approach can be extended for more advanced applications to specify the impact of 
different robot positioning. Besides the presented clustering analysis, the, here pre-
defined, investigation can be determined by a wide experiment design and a subse-
quent regression analysis to determine a target including the optimal robot position. 
Nevertheless, using a generic robot controller, the exact behavior of the real robot 

Fig. 6.  Parallel coordinates plot of k-means clustering (k = 5) over standardized process time, 
x-, y- and z-positions (top); distribution of clusters at process time, x-, y-and z-position
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cannot be determined. Therefore, a connection between the simulation model and a 
 manufacturer-specific robot controller needs to be established. Furthermore, the used 
robot controller uses a fix axis configuration. For the implemented pick and place 
scenario, a configuration change of the robot is unnecessary and should be avoided 
during programming. For more complex processes however, the evaluation of multi-
ple configurations and configuration changes is important for process time analysis as 
well. The simulation of the 343 experiments currently requires about 27 min. A reduc-
tion of the computing time can be achieved by deactivating the visualization and by 
the distribution of the experiments on different simulation instances.

5  Conclusion and Outlook

Robot placement is a common task in new production planning as well as retrofit 
applications. The current solution methods for robot placement barely use the bene-
fits of simulation tools. With the increasing usage of simulation in production system 
planning, the extension of existing simulation models with a data farming framework 
allows the determination of the optimal robot position. Therefore, this paper intro-
duces an augmented data farming concept combining the virtual commissioning soft-
ware industrialPhysics with an automated experiment manager and a graphical user 
interface for the visualization of the results. The prototypical implementation of a pick 
and place use case including one robot shows, that the optimal robot position can be 
determined by using the data farming approach. Moreover, the implementation allows 
a straightforward exchange of the simulation model to analyze other, more advanced 
robot placement use cases. Besides robot placement, the presented approach allows 
the discovery of further knowledge about the production system based on the simula-
tion model, which is shown by the implementation of k-means clustering. The future 
usage of a manufacturer-specific robot controller can further improve the accuracy 
of the simulation results. This, as well as the implementation of different axis con-
figurations at the same robot position, are the topics for future research. Besides the 
improvement of the simulation and its control, the results should be validated with a 
real robot setup.
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Abstract.  Due to disturbances or a lack of excitation during the measure-
ments, conventional identification methods offer solutions with limited preci-
sion for the inertial parameters of industrial robots (IR). This paper introduces 
an approach to increase the rank of the identification matrix through additional 
equations from the frequency domain. In areas of lower frequencies, the total 
inertia that is affecting an axis is related to the amplitude of the frequency 
response of the rotational speed controlled system (RSCS). Another advan-
tage of the presented method is the possible correction of friction effects via 
the phase information, which enables a higher identification accuracy. The fre-
quency responses are measured during exciting trajectories, which stimulate 
low frequencies. Thereby, the approach generates additional equations, which 
enables the identification of more inertial parameters with a higher accuracy. 
In this paper, the measurement method and the identification algorithm are 
outlined.

Keywords:  Identification · Modeling · Inertial parameters · Frequency 
response

1  Introduction

Machine tools represent an enormous investment risk for small and medium-sized 
enterprises (SMEs). Conventional IR offer the possibility of flexible machining of 
large components at significantly lower investments. However, due to the serial kin-
ematics and the resulting high compliance, they usually achieve insufficient machin-
ing qualities. In the field of research, model-based simulation and control methods 
are used to increase the accuracy of IR in both planning and the process itself [14]. 
One approach is the derivation of equations of motion, which calculate the drive 
torques, that are needed to perform a certain movement, including the influence of 
intalk- and crosstalk forces within the mechanical structure of the IR. The torques can 
either be fed forward to the control loop during machining or used for the calculation 
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of predicted deviations during the process planning [5, 7, 10]. The accuracy of the 
equations of motion, which are usually derived from the recursive Newton–Euler 
approach, depends significantly on the inertial parameters.

This paper is structured as follows: In the following chapters, the current state 
of the art regarding the identification of inertial parameters and the basic idea of this 
paper is presented. Afterwards the theoretical background and the derivation of the 
necessary equations are explained. Then, the approach is validated followed by an 
evaluation and a conclusion.

2  State of the Art

In general, the identification topic for industrial robots is widely discussed in research 
journals over the past decades. The presented approaches in literature share the fol-
lowing similarities:

• Using a model that is linear regarding the inertial parameters
• Construction of an overdetermined system of equations that is generated with data 

points of a measured trajectory
• Parameter identification via linear regression techniques

Linear models following different methods like the energy model, the power model 
or the most commonly used inverse dynamics model were developed [3, 4, 8]. Those 
models are derived by calculating the systems energy, power or drive torques as out-
puts based on the linear relationships between the motion inputs (positions, veloci-
ties and accelerations) and the geometric and inertia parameters, while the geometric 
parameters are usually known. In order to construct an overdetermined system of 
equations, the IRs discrete motion values and drive torques for a given trajectory are 
measured during a predefined time interval and fed into the model equations, which 
leads to:

Where Y  is the models output, W is the (n× m) observation matrix with n ≫ m, X is 
the vector of inertial parameters and ρ is the residual error vector. A commonly used 
linear regression method is the least squares (LS) approach [12]. Besides LS, other 
regression techniques like the instrumental variable approach and output error meth-
ods were also used [2, 6]. The common goal of the various strategies is to identify 
inertial parameters which, when used in the selected model, provide results that best 
fit the measurements and are also physically plausible [15].

The system of equations in (1) can only be solved if W has a full rank. Due to a 
lack of excitation, a restricted workspace and invariant motion during the experiments, 
some equations provide redundant information because they linearly depend on other 
equations. Hence, (1) can be reduced to a set of so-called minimal base parameters, 
which means that some parameters can only be identified as linear combinations [11]. 
However, the results are still sensitive to noise. Vandanjon et al. already observed this 
problem in 1995 and tried to overcome those disadvantages by planning dedicated 

(1)Y = W(q, q̇, q̈)X+ ρ
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trajectories to capture gravity, inertial, centrifugal and inertial coupling forces sepa-
rately [13]. Rackl et al. attempted to solve the problem of poor excitation by parame-
terizing B-spline trajectories with a constraint optimization algorithm [9].

However, the presented approach of drawing the equations from the frequency 
response of each axis intrinsically eliminates the problem of noisy measurements and 
friction. Noise and zero-mean disturbances do not have an impact on the amplitude 
within areas of lower frequencies for measurements over several excitation periods of 
constant frequency. In addition, friction causes damping, which can be observed in the 
phase response and subtracted from the amplitude response (see Subsect. 3.2).

Current processes require complex derivation of the exciting trajectories. The pre-
sented approach offers a less complex way to get the ideal measurements to increase 
the rank of Eq. (1). The observation matrix here only depends on the axes’ positions 
leading to a simpler optimization of the measurement poses.

The frequency response offers a wide range of information regarding the dynam-
ical system, which is utilized by the presented measurement methods. The current 
results can be characterized as a first step to develop a new frequency-based method.

3  Theoretical Background

In the following chapters the derivation of equations is explained. The equations form 
the basis for the LS identification.

3.1  Modeling of Serial Kinematics

Without external forces acting on the end effector, the dynamic model for axis k of an 
open loop IR with n axes can be expressed as:

Where qk , q̇k and q̈k are the angular position, velocity and acceleration of joint 
k, JAXk

(

qk+1,...,qn

)

 is the total inertia effecting axis k, τck(q, Pq) is the torque due to 
Coriolis and centripetal forces, τgk(q) is the gravity torques and τfk(q̇k) is the 
 friction-related torque which together add up to the drive torque τk. For the presented 
experiments, just one axis is moved at a time by a maximum of 4°. Therefore, Coriolis 
effects do not occur and centripetal forces are absorbed by the bearings. The short tra-
jectory and therefore small change of gravity forces leads to the assumption that grav-
ity effects correspond to frequencies close to zero and therefore can be neglected here.

For an undamped system, the angular velocity would follow the drive torque 
with a phase shift of −90°. Since the analysis of the phase response reveals a devi-
ation from this assumption, frictional damping effects cannot be neglected. There are 
various ways to describe friction with all its complex aspects [1]. An adequate and 
often used model is the combination of Coulomb and viscous friction [13]. Due to 
the constant velocity offset during the experiments, which causes a force excitation 
in a constant direction the discrete Fourier transformation of the Coulomb friction 

(2)JAXk
(

qk+1,...,qn

)

q̈k + τck(qk , q̇k)+ τgk(qk)+ τfk(qk , q̇k) = τk
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would generate a spectral line at 0 Hz, so that only the viscous friction, represented by 
µvk, has to be included. The described assumptions lead to the following differential 
equation:

The load-side total inertia of an axis is composed of the sum of the following axes’ 
inertia tensors JkI ,i, transformed into the corresponding joint coordinate system, 
the inertia due to the parallel displacement of the rotational axes described by the 
Huygens-Steiner theorem JkHS,i and the load-side inertia of the motor Jmls,k. The latter 
can be expressed by the inertia of the motor on the drive side multiplied by square of 
the gear ratio uk leading to the following equation:

Where zk is the vector of the rotational axis, Rk
ki is the rotation matrix of coordinate 

frame k to i and Iii is the inertia tensor described in coordinate frame i.

3.2  Systems Theory

To simplify the following equations, the index k is left out in the following explana-
tions. The application of the Laplace transform to (3) leads to the transfer function:

Decomposing (5) into amplitude and phase results in two equations:

Inserting (7) into (6) leads to the final equation of the total inertia:

Here 
∣

∣

Ŵ
�

∣

∣ is the reciprocal of the amplitude and ϕ the phase of the measured frequency 
response of the sweep measurements.
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4  Experiments and Validation

After introducing the theory to derive the necessary equations for the LS identifica-
tion, the approach has to be validated. In order to reduce the complexity the following 
experiments focus on the first three axes (as seen from the base) while the last three 
axes are locked.

4.1  Measurement Setup

The used IR system consists of a MAX 100 of the company Mabi Robotics AG with 
a Sinumerik 840D sl control. The IR has six degrees of freedom and is equipped 
with direct and indirect encoders at each axis. The Computerized Numerical Control 
(CNC) is traditionally used for machine tools and therefore offers a wide range of 
testing methods for the dynamic behavior of the system, e.g.:

• Frequency response measurements of the RSCS for broader bandwidths
• And sweep measurements at discrete frequencies

The analysis of the first measurements provides the optimal frequency for the second 
experiment. The sweep measurements lead to more accurate amplitude responses for 
lower frequencies with shorter motions to perform.

As explained in Chap. 3, the amplitude of the RSCS is related to the total iner-
tia that is acting at the observed axis. The Sinumerik enables the user to measure 
the frequency response of the RSCS for each axis individually. In order to reduce 
the influence of the control cascades, the control parameters are softened manually. 
During the experiment, the observed axis rotates with a speed offset while an interfer-
ing pseudo-random noise torque with specified frequency bandwidth is applied. The 
CNC simultaneously measures the torque via torque-related motor currents and the 
rotational speed using the encoders and then automatically calculates the frequency 
response of the RSCS (see Fig. 1). Numerous experiments with various test parame-
ters have shown that a setting with bandwidths below 40 Hz, speed offset of 0.1 rpm 
and an amplitude of the excitation signal of 1% of the nominal torque generated suffi-
cient results.

In theory the sweep measurement can be set up for arbitrary excitation frequen-
cies. After examining the RSCS via the experiment explained above, these frequencies 
are selected as 2, 3, 4 and 5 Hz, below the first resonant frequency and thus lower than 
the frequency where the load decouples from the drivetrain. The measurement super-
imposes sine waves of the mentioned frequencies with a rotational speed offset, which 
is previously optimized by considering the periodic disturbances of the drive train 
(e.g. cogging forces). Therefore, a rotational speed profile is determined which leads 
to a target path of the axis position via integration. Hence, the control parameters are 
not softened for this experiment because the exciting frequencies are part of the target 
trajectory and the control does not treat them as interfering signals. During the meas-
urement, the time courses of the drive torque and the rotational speed are measured 
and transformed into the frequency domain via the discrete Fourier transformation.
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4.2  Initial Analysis of the Frequency Response

Figure 1a shows the amplitude responses for axis 1 for different poses of axis 2 and 
3. An important landmark is the first locked-rotor frequency, which decreases from 
about 12 Hz to 5 Hz as the inertia increases. For the decade immediately below the 
resonance the system behaves like a first order pole. Elsewhere, this assumption is 
not valid. In any case, the effect of changing the robots pose and thus increasing its 
moment of inertia about axis 1, results in a decreased the first locked-rotor frequency.

If the torque and angular velocities are interpreted in terms of inertia the fre-
quency response of the RSCS can be transformed leading to Fig. 1b. The graph 
illustrates how an ideal sweep frequency can be identified. The ideal frequency lies 
in between the resonant frequency and an area of lower frequencies where friction is 
affecting the amplitude for f < 0.7Hz). For a given pose the resonant frequency and 
the frequency at the intersection of the asymptotes of inertia- and  friction-dominated 
areas (3 dB point) are calculated. The ideal frequency is the geometrical mean of 
those frequencies. In order to circumvent drive train harmonics while also maintain-
ing a specified number of sine wave periods during the trajectory, the frequency is 
rounded to the next integer number of 2, 3, 4 or 5 Hz. This procedure is performed 
with different robot poses leading to ideal excitation frequencies for the sweep meas-
urements described below.

Fig. 1  Amplitude responses of axis 1 for various poses of axes 2 and 3 a) and the geometrical 
identification of the ideal sweep frequency b)
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4.3  Sweep Measurements

The amplitude at a discrete frequency for Eq. (8) is provided by the sweep measure-
ments. The measured total inertia and the corresponding position values are the inputs 
that generate new equations for the LS procedure. In order to add as many not line-
arly dependent equations as possible the pose of the IR has to vary. When attempting 
to select poses, a criterion for decision making is required. The standard procedure, 
which is also employed in this work, is to calculate the condition number of the iden-
tification matrix. The condition number allows the quantification of the maximum 
error of the identified parameters due to disturbances. To optimize the condition num-
ber an iterative procedure is used: Initially a list of all collision-free poses in a 5° grid 
that fit into the robot cell is generated. Then for each step, the pose, which results in 
the lowest condition number is added to the list.

Figure 2 illustrates the relationship between the positions of axes 2 and 3 and the 
total inertia measured at axis 1 for the measured data and the data generated with the 
reference model. The shown graph validates the presented approach as the measure-
ments clearly match the expectable values regarding the inertial parameters provided 
by the manufacturer. In general, the logical relationship is that the measured inertia is 
higher the wider the distance between the following links of the IR and the center of 
rotation of the observed axis is.

Fig. 2  Correlation of measured and reference data
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5  Evaluation

In general, the whole approach of calculating new poses for the measurements proved 
to be comprehensible and efficient. The optimization leads to over 300 different poses 
for the identification. After performing the measurements the system of equations 
for the LS procedure was constructed. As described before, the last three axes were 
locked, which allows the combination of the last four links and the end effector of the 
robot into one body. The resulting 30 parameters were transformed into a set of eight 
base parameters. After carrying out the standard LS the identified set of base parame-
ters is inserted into the model equations and compared to the model based on the ref-
erence parameters of the manufacturer. A frequently used measure for the differences 
between model values and a measurement is the root-mean-square error (RMSE).

In Table 1 the RMSEs between the LS fitted model, the reference model and the 
measurements at the various poses are listed. The high deviations between the refer-
ence model and the measurement can probably be traced back to the CAD calculation 
of inertial parameters, which only considers the large casting components of the IR. 
In addition, the reference model does not take the additional structures like the assem-
bled ducts and hose packages into account, which results in a significantly larger 
RMSE for all axes. Summing up, the identified LS fitted model can map the measured 
inertias for the different poses adequately. The significantly lower RMSE values indi-
cate an improved model accuracy. The last line in Table 1 illustrates the models ability 
to depict the physical behavior of the IR. In contrast to axes 1 and 3, the increase in 
RMSE of axis 2 indicates a poorer conditioning of the observation matrix which could 
be optimized by further poses in the future.

Similarly good results are expected when extending the approach to the other 
axes of the robot. Nevertheless, further equations generated by additional exciting 
trajectories would provide information that could be used to identify more parame-
ters. However, the presented approach does lead to a reduced model, which accurately 
matches the dynamics of the IR.

Table 1  Comparison of the RMSEs for the LS fitted model, the reference model and the 
measurements

aFor this calculation of the RMSE between the reference model and the LS identified model 
additional poses were added to the measurement poses in order to demonstrate the improve-
ments of the identified model for the entire workspace

Axis 1 Axis 2 Axis 3

RMSE [%]: reference model – measurement 19.75   5.54 15.52

RMSE [%]: LS identified model – measurement 1.61   1.33 0.10

RMSE [%]: reference model – LS identified modela 20.05 12.38 15.52
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6  Conclusion

Current methods to identify masses and inertias of IR links are performed with a 
model consisting of differential equations, exciting trajectories and linear regression 
algorithms. However, those methods fail to identify the parameters properly because 
the algorithms are sensitive to noise and effects like friction are difficult to reproduce 
in a model. The presented approach of a frequency response based identification of 
inertial parameters delivers promising results. Due to the analysis in the frequency 
domain and the possibility of frequency selective measurements, the procedure offers 
the decisive advantage of independency to noise and a simplified process for the gen-
eration of exciting trajectories. In conclusion, the identified set of base parameters 
properly matches the reference and measurement data for the first three axes.

Currently the procedure is extended to all six axes. In addition, the authors plan 
to add more information through further exciting trajectories. The combination of the 
presented approach with additional equations for the LS procedure leads to an identi-
fication routine for six-axis IRs.
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Abstract.  Increasing complexity in production and factory automation rep-
resents a significant challenge in context of maintenance. One approach to 
address complexity is the implementation of automated industrial service bun-
dles, which resemble complex business processes. To enable efficient usage 
of service bundles, their individual components are designed as functional 
modules in the form of independent micro services and are compatible with 
the paradigm of service-oriented architectures. For ubiquitous communication 
and data exchange between service entities, message-oriented middleware pro-
vides an adequate solution. This paper presents an approach for increasing effi-
ciency in maintenance using a service bundle. The use case demonstrates the 
automated creation of service tickets enriched with necessary information from 
various sources.

Keywords:  Smart services · Service bundle · Smart maintenance · Process 
automation

1  Introduction

The system-inherent complexity in cyber-physical production systems (CPPS) 
requires consequent and holistic automation integrating physical assets as well as 
processes from technical and value creation domains. This process is supported by 
efficient networks combining both information technology (IT) and operational tech-
nology (OT). These mainly software-based networks facilitate the implementation 
of services and their combination in service bundles. The concept of service bundles 
is used to provide individual and purpose-oriented services which meet the needs of 
specific application scenarios by combining fine granular building blocks of differ-
ent services independent of their providers [1]. These combined processes resemble 
complex value creation processes. However, the existence of numerous monolithic 

© The Author(s), under exclusive license to Springer-Verlag GmbH, DE,  
part of Springer Nature 2021 
B.-A. Behrens et al. (Eds.): WGP 2020, LNPE, pp. 439–447, 2021. 
https://doi.org/10.1007/978-3-662-62138-7_44

https://doi.org/10.1007/978-3-662-62138-7_44
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-662-62138-7_44&domain=pdf


440    J. Fuchs et al.

legacy systems is a major challenge for extensive automation as their proprietary ele-
ments are usually not developed according to certain aspects, e.g., modularization 
and microservice patterns, which hinders the reuse of software modules for multiple 
objectives [2].

For purposeful interaction between software-based services and components 
within production plants, access to asset information is essential. However, CPPS and 
their components are usually not fully linked to an associated information model or 
even a comprehensive virtual representation [3]. Therefore, asset information is dif-
ficult to access and must be obtained and stored by workers in effortful and mostly 
manual procedures. As a result, asset data is often aggregated incompletely and can-
not be used easily in automated service environments. Furthermore, solely IP-based 
communication at shop floor level often misses requirements for Industrie 4.0 
 (I4.0)-compliant asset integration. A significant barrier is the lack of semantics in 
industrial communication. This requires information models that machines can both 
comprehend and process [4]. Established IT communication patterns have to be trans-
ferred to the OT world to enable semantically integrated communication and thereby 
ensure fully automated and complete data transfer as well as autonomous interaction 
between assets based on semantics. To enable holistic data exchange for services in 
production networks, viable I4.0-compliant infrastructures based on industrial plat-
form solutions are first to be established. Virtual representations of assets are inte-
grated there, allowing service bundles to develop their potential.

This paper presents an approach for implementing an automated maintenance pro-
cess utilizing such service bundles. It is structured as follows: Sect. 2 briefly explains 
prerequisites for and the utilization of service bundles in digital industrial service sys-
tems (DISS). Therefore, digital industrial services are introduced (Sect. 2.1), applica-
tion integration styles are presented (Sect. 2.2) and potentials for value creation by 
service bundle applications in maintenance (Sect. 2.3) are discussed. Section 3 pre-
sents an approach for the automation of maintenance aspects utilizing service bun-
dles. The segmentation of value creation processes to service bundles (Sect. 3.1), the 
design of an automated maintenance service bundle (Sect. 3.2) and the application 
case-driven implementation (Sect. 3.3) are demonstrated. Section 4 summarizes the 
proposed approach.

2  Enabling Service Bundles in Digital Industrial Service 
Systems

Process optimization in the industrial context is mostly enabled by software-based 
services. Several services can be joined into service bundles. Such bundles handle 
complex business processes by efficiently combining individual service capabili-
ties [5]. According to the paradigm of service-oriented computing (SOC), service 
composition can be achieved in two main ways: service orchestration and service cho-
reography. Service orchestration includes a central controlling unit which orchestrates 
all services involved to achieve a desired business objective. In service choreography, 
services collaborate without a central unit controlling the overall procedure [6]. To 
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enable service bundles in industrial environments, DISS may serve as a framework. 
DISS describe non-hierarchical systems based on information and communication 
technology (ICT) and are paving the way for digitally modified and novel digital 
business models [7, 8]. In the following, ICT-related concepts are described in more 
detail, which are necessary for the implementation of independent services, their com-
bination in service bundles and integration in I4.0-compliant production networks.

2.1  Digital Industrial Services

Modern production networks must meet a wide range of requirements in terms of 
technical performance and communication capabilities to generate added value in 
conjunction with software-based services. In such environments, digital services 
unfold their potential, especially if they have been developed according to aspects 
that emphasize modularization. Central elements are service-oriented architectures 
(SOA) and microservice patterns. The SOA paradigm aims at the transformation of 
monolithic IT systems into networks of distributed services [8]. These services can 
be designed following the microservice pattern [9]. Microservices are an architectural 
pattern that can be used for the development of complex software-based applications 
by combining a set of independent, small service entities which perform individual 
tasks. These entities communicate with each other based on different integration 
styles (see Sect. 2.2). The services are independently deployable and thus enable a 
modular structure of application software [10].

In addition to technical issues, efficient integration of human operators in DISS 
is a key challenge. Even if automated decision algorithms are already far advanced, 
various, often strategic choices can only be taken by humans, because of their implicit 
expert knowledge in their field. The task of the DISS is then to provide the user group 
with a clear and helpful basis for decision-making. In addition, the way of the user 
integration must be clearly defined.

2.2  Application Integration Styles

Continuous data exchange between service entities is an essential prerequisite 
for proper service interaction. Communication developed from mostly file-based 
exchange in the early stages of industrial automation towards solutions using 
 message-oriented middleware (MOM) [11]. MOM coordinates the data transfer to 
various recipients and serves as a mediating instance. When application integration 
is required, different integration styles can be distinguished. According to Hohpe and 
Woolf these comprise file transfer, shared databases, remote procedure invocation and 
messaging, as depicted in Fig. 1. The stated order of these integration styles implies 
an order of increasing complexity when it comes to the realization, from file transfer 
being the simplest to messaging as a more sophisticated method [12].

Despite messaging being the most complex of the four stated integration 
approaches, it carries with it a set of advantageous properties: The data exchange 
between the sending and receiving applications is asynchronous, avoiding the 
blocking that might occur when remote procedure calls would be utilized. This 
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decouples sender and receiver, which is an essential property for distributed systems. 
Furthermore, the messaging mechanism can transform the message to comply with 
specific data formats [13]. The MOM further queues and orders messages, ensures 
their integrity and traces the success of the delivery [14]. In addition to the application 
integration style, semantics of provided data is a crucial success factor for automated 
inter-machine interaction. One enabler for this is the industrial communication stand-
ard Open Platform Communication Unified Architecture (OPC UA). With OPC UA, 
information can be modelled, coded, and interpreted by computers. For example, not 
only data values of a sensor can be represented, but also context information about 
the sensor type or the entire asset can be mapped [15]. The selection of a specific data 
format, e. g. Protocol Buffers, JSON or XML, is no longer of importance and can be 
done according to a best practice principle, since different formats are suitable for dif-
ferent tasks.

2.3  Potentials for Value Creation by Service Bundle Application 
in Maintenance

The introduction of digital technologies and concepts, such as CPPS, brings great 
potential for optimizing and increasing the output of value creation activities includ-
ing maintenance [16]. The gain of additional information based on continuously 
acquired and monitored values of the extensive sensor infrastructure and their eval-
uation by big data analytics-supported pattern recognition provides a fine-grained 
and detailed status overview of the machines, production systems and manufacturing 
parts. This information can be used to identify critical conditions and trends in the 
context of predictive maintenance and to prevent malfunctions through preventive 
maintenance measures. Moreover, other systems such as manufacturing execution sys-
tems (MES) or enterprise resource planning (ERP) can be integrated into  CPPS-based 
maintenance systems. In this way, further information for the coordination of the 
overall value creation process is available, such as the priorities of orders and the 
accessibility of resources like personnel, spare parts and tools. This enables a holistic 
prioritization of maintenance tasks [17]. To support this, machine manufacturers and 
service providers are increasingly offering corresponding services and solutions for 
their systems. However, since in most cases equipment and software from a variety of 
suppliers are used, these encapsulated services must be broken up to be reconfigured 
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and combined according to the company-specific application scenario. This can be 
achieved through the utilization of service bundles since the underlying concept ena-
bles providing individual and purpose-oriented services by combining fine granular 
building blocks of different services independent of their providers [1].

3  Automation of Maintenance Aspects Utilizing Service 
Bundles

3.1  Segmentation of Value Creation Processes into Service Bundles

Value creation processes can be optimized, especially regarding time and cost factors. 
To achieve this, structure and dependencies of business processes must be thoroughly 
analyzed. Business and value creation process segmentation is depicted exemplary in 
Fig. 2. The systematic breakdown is used to identify separate operational units charac-
terized by individual components which can be represented by linked service entities. 
Therefore, it is essential to examine which communication patterns and interfaces are 
necessary, suitable, and available for the digital transformation, modularization, and 
automation of such processes.

The use case considered in the following is located within the area of mainte-
nance. There, the possibilities of semantic machine communication developed in the 
context of I4.0 offer the potential to increase the degree of automation and at the same 
time reduce the inherent complexity. As CPPS and their components are usually not 
entirely linked to an information model, asset information is generally challenging 
to access and has to be obtained and stored by workers in mostly manual processes. 
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As a result, asset data is often aggregated incompletely. In contrast, automated infor-
mation transfer between services ensures consistency and accuracy of required data, 
while the once-only manual effort to create a valid information model for virtual rep-
resentation ensures completeness. To demonstrate the implementation and advantages 
of industrial service bundles, we use the automated creation of service tickets in the 
event of equipment failure as a use case. The creation of service tickets in mainte-
nance management systems (MMS) to coordinate maintenance tasks is common. 
However, the collection of necessary information required by the ticket agent is often 
 time-consuming, as manual data aggregation is predominant. These disadvantages can 
be compensated by service bundles. The following chapters explain the process map-
ping and the integration of maintenance personnel.

3.2  Design of an Automated Maintenance Service Bundle

The automated service ticket creation process involves several software components 
depicted in Fig. 3. Based on the mentioned use case, a system architecture in which 
services as well as the user can be integrated and linked in terms of ICT is introduced. 
The system explanation is inspired by the 4 + 1 view model by Kruchten. This model 
has been developed to describe software-based system architectures based on several 
complementing views, which allow the overall system to be viewed from the per-
spective of different stakeholders. Scenarios can be included to better represent the 
architecture, which is what the “+1” is supposed to express. Regarding the presented 
application, the scenario view i.e. the use case-driven implementation is elaborated in 
Sect. 3.3 [18].

The Logical View deals with end user-related system functionalities. The task of 
this service bundle is to automatically detect fault conditions in equipment, to aggre-
gate all necessary data and context-related information as quickly as possible and to 
provide it as a defined fault data set. This set is forwarded to downstream services 
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via MOM. In this specific example, the data object is further processed by the service 
ticket engine module and imported into a maintenance management system as a ser-
vice order. Here, the information can be visualized and further processed by mainte-
nance personnel.

The Physical View focuses on architectural elements, e.g., the distribution of 
components on physical level and the communication between these components. We 
favor container-based deployment of software. This allows greater independence from 
specific hard- or software requirements. The data aggregation and provisioning take 
place directly at machine level using the monitoring component of the integrated OPC 
UA server. All other software elements are not bound to defined locations and can be 
deployed in the sense of a distributed system.

The Development View describes the system from developer’s perspective and 
deals with software management. Due to strong modularization and application of the 
microservice development pattern, individual components can be replaced quickly, 
and new ones integrated easily.

The Process View describes non-functional elements and dynamic aspects. The 
corresponding process is depicted in Fig. 4. During production, faults repeatedly 
occur on equipment whereby the service bundle is activated. The condition moni-
toring component of the OPC UA server continuously monitors the production pro-
cess. Once the machine reaches an error state, the corresponding error information is 
gathered and mapped via an error data set and forwarded to the service ticket engine. 
From here, a distinction can be made between two process variants: In one case, 
the error data is assigned to data fields of an MMS automatically. In the other case, 
maintenance personnel is integrated as decision makers. Then, data forwarding to the 
MMS is only executed after human consideration. If the process is not terminated by 
the operator, the service ticket engine develops a data set suitable for the MMS. Based 
on this, a request for the creation of a service order is then automatically submitted to 
the internal or external service provider.
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3.3  Use Case-Driven Implementation

The prototypical implementation considers a machine for hot crimping of cable lugs 
on high-voltage cables [19]. Typical error conditions are: (a) temperature derivations, 
(b) deviation of the clamping force or (c) fluctuations in energy consumption. The 
static and dynamic, i.e. process-related parameters are represented by an OPC UA 
information model.

Automated process: In case of an error occurrence during production, the OPC 
UA server generates a data set based on the information model which includes all nec-
essary asset and error-related data. This set is mapped and published as a JSON object 
via web application messaging protocol (WAMP). The object is then received by the 
MOM adaptor of the service ticket engine. During the following steps, the elements of 
the JSON object are assigned to the ticket request variables. The MMS adaptor then 
initiates the creation of the service ticket by sending a HTTPS request to the API of 
the MMS. The MMS stores the ticket in a database.

Human involvement: Human users can easily be integrated as decision makers: 
when an error occurs during production, it is visualized as an alarm in the frontend. 
There, the user can confirm whether the creation of a service ticket is necessary or 
whether the problem can be solved without an external service request. In this mode, 
the OPC UA server creates an extended alarm data set which contains all data nec-
essary to make the decision. This data set is transferred to the service ticket engine. 
There, the information is visualized in the frontend, where maintenance personnel 
then confirms or declines the ticket request.

4  Conclusion and Outlook

This contribution demonstrates how process optimization in the context of mainte-
nance can be achieved by the implementation of an automated industrial service bun-
dle. The services in this bundle are designed as modules in the form of independent 
micro services which use MOM for data exchange. The presented use case demon-
strates the automated creation of a service ticket within a maintenance management 
system in the event of an error occurring during production. Information modeling 
in OPC UA is applied for the digital representation of assets and processes. The OPC 
UA server receives occurring error and alarm messages. This triggers the automated 
error-relevant data transfer via MOM to a service ticket engine, which processes the 
data and creates the actual service ticket. In this way, cost and time savings can be 
realized. Furthermore, the automated information transfer ensures the completeness of 
required data. The service bundle can be used in cross-company networks. It is com-
patible with any web-based ticket management system that provides a compliant API. 
The degree of automation can be adapted according to individual needs.
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Abstract.  A main prerequisite to applications in the Internet of Production is 
the integration of sensor data into an interconnected infrastructure, which in 
turn requires expert knowledge of sensor implementation as well as of net-
work architecture design and communication protocols. To reduce complexity 
in this concern, the authors propose the SensOr Interfacing Language (SOIL), 
a domain-specific programming language for sensor interface definition and 
exchange of metrological data. Based on a meta-model, the functional interface 
can be designed without prior knowledge of the underlying communication 
details. It is composed of instances of components, parameters, functions and 
measurements as core elements of SOIL. Subsequently, the interface is auto-
matically defined on protocol level and its software implementation is gener-
ated, leaving only the hardware-specific implementation to the developer. The 
domain-specific language is prototyped and evaluated by implementing and 
integrating interfaces for a virtual laser tracker and a distributed temperature 
measurement system, confirming the envisaged benefits.

Keywords:  Sensor · Internet of production · Domain-specific language · Data 
analytics

1  Introduction and Related Work

The Internet of Production (IoP) is a novel framework aimed at increasing mul-
tiple aspects of productivity, e.g. efficiency, degree of automation and resilience by 
means of improved data management, communication, analysis and exploitation for 
 decision-making [1]. As for cyber-physical production systems in general, the inte-
gration of sensors and their metrological data as source of real-world information 
is indispensable. The increasing complexity of applications designed within the IoP 
and the subsequently emerging need for interoperability have led to the proposal of 
the sensor information as a service concept [2]. However, the latter is affected by the 
plethora of sensor hardware respectively devices with heterogeneous interfaces and 
communication protocols typical to production networks.
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Applications in the IoP are furthermore characterised by relying on knowledge 
contributions from different domains, i.e. the integration of sensor data concerns the 
domains of metrology for physical acquisition, software engineering for data trans-
mission and storage, production engineering for context-specific exploitation as well 
as communication sciences for human-centric visualization. This requirement is 
reinforced by the tendency of merging the physically sensing device with the com-
municating network node to form cyber-physical components [3]. Their complexity 
results in an elevated development effort relying on domain knowledge in metrology 
and software engineering to integrate new sensor into an existing infrastructure. This 
contradicts the paradigm of separation-of-concerns [4], indicating that decoupling 
development and thus domain knowledge regarding the core sensor device and com-
munication interface could reduce time and effort in software development and main-
tenance. The same intent can be attributed to the semantic Middleware+ [5] layer of 
the IoP framework accommodating abstracted data provisioning and to the implemen-
tation opaqueness characteristic to service-oriented approaches.

The authors address this issue specific to sensors respectively the domain of pro-
duction metrology by proposing a novel domain specific programming language 
(DSL). Such languages are characterised by high expressiveness and concise appli-
cability. Furthermore, these languages have a high level of abstraction and reduced 
complexity compared to general purpose languages, such as C++ or Java, which 
results in increased productivity and reduced maintenance costs for relying applica-
tions [6]. Most DSLs have their own syntax but are not directly executable and instead 
translated to a general-purpose language relying on existing compilers and software 
ecosystems.

To address experts from domains other than software engineering, it is advanta-
geous to design a graphical representation, which reduces perceived complexity and 
simplifies usage [7] as demonstrated by the Midgar platform [8]. DSLs for interfac-
ing and interconnecting devices in industrial context have been published under the 
names IoTDSL [9] and GIMLE [10]. OPC UA provides a modelling framework cou-
pled to its communication protocol specification, and has been evaluation in conjunc-
tion with a DSL approach in literature [11]. While the physical capabilities of the 
considered devices can be modelled in higher detail, metrological concerns are not 
covered. Generally, most approaches, such as SEAL [12], GIMLE or Midgar have a 
strong focus on usability and reduction of complexity, but missing central concepts 
for ensuring data integrity and traceability which are essential for metrological appli-
cations [13].

2  Sensor DSL Requirements

From the domain perspective of production metrology, the primary intents of an 
interconnected sensor device are to offer a set of required interactions and unambig-
uously communicate a measurement result, i.e. representing physical meaning, unit 
and uncertainty. Providing interoperability is regarded as a requirement, but not as pri-
mary development focus or expertise to the domain of production metrology itself. 
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Communication protocols, used databases and available network technologies are 
likely to vary depending on the target environment as well as due to ongoing standard-
ization and technological advances, such that their interchangeability, up to the extent 
of protocol routing, is desired [14]. This demand coincides with the need for abstrac-
tion in the sense that protocol- and communication-specific parts of the sensor ser-
vice implementation are hidden to the DSL’s users to achieve separation of concerns 
and reduced cost-of-learning [15]. Moreover, the need for a domain- respectively 
device-specific resource model in addition to data formats and communication tech-
nologies prevails to fully address interoperability [16]. Thus, one objective is to con-
stitute a protocol-agnostic modelling language for the aforementioned resource model 
of a sensor. The generation of protocol-specific code is expected to be inherent part of 
the automated DSL translation process.

Previous studies on interfacing Large-Scale Metrology systems have revealed 
that a technologically heterogeneous set of sensors with a common measurand, e.g. 
spatial coordinates, share a majority of characteristics [17]. Consequently, standard-
ization and reusability can be amplified by modelling the sensor’s capabilities as a 
set of resources with defined actions encapsulated as service embracing a functional 
rather than a physical point of view. Another finding is the requirement to extend or 
reduce parts of the sensor service during runtime. For example, units be added to 
or removed from a device with multiple distributed sensing units during operation. 
Access patterns considered typical to sensor data comprise on demand retrieval as 
well as processing a continuous data stream. Moreover, the unambiguous representa-
tion of measurement results allows to leverage cryptographic and distributed ledger 
techniques for traceability.

Finally, the amalgamation of the communication interface generated on the basis 
of a model expressed in the DSL and programmatic sensor hardware access must be 
permitted. As this is only possible via sensor- and manufacturer-dependent applica-
tion interfaces, generalization is not viable. Those interfaces are mainly available for 
general-purpose languages (GPLs), e.g. C, C++ and Python. A DSL for the consid-
ered domain and purpose must offer the possibility to manually implement parts of 
the application in a general-purpose language and inject these into generated source 
code. Consequently, the DSL must be translated into those GPLs, which are most 
commonly used in the considered domain.

3  Sensor DSL Concept and Prototype

To address the problem of separation-of-concerns across domains and respect the 
aforementioned requirements to a DSL in the domain of production metrology, the 
authors propose the SensOr Interfacing Language (SOIL) as novel DSL. It is centred 
around a functional model for sensor services consisting of four basic building ele-
ments: components, functions, parameters and measurements. A defined model forms 
the static, syntactical description of the sensor service and has tree-like shape. The 
underlying meta-model is illustrated in Fig. 1.
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Element is the base class of all tree nodes. Each element has a unique iden-
tifier, a human readable name and a short description of its meaning. Identifiers are 
locally unique and become globally unique by prepending the parents’ identifiers 
successively.

Measurements are used as representative for all information physically sensed by 
the sensor. This includes the intended purpose, like temperature or distances, but also 
information like battery level or signal strength. The inherited value cannot be altered 
externally in contrast to parameters. Following Evertz et al. [16], physical meaning 
of the values is persisted by defining the data type, the allowed range, the mathe-
matical dimension and the physical unit. Currently, each measurement is of one of 
the following primitive datatypes: Boolean, Integer, Double, String, Enum or Time. 
Measurements also allow for the additional field covariance, applicable for consistent 
uncertainty expression. Data integrity and traceability are promoted by specifying a 
nonce and generating a hash of the measurement data.

Parameters cover all data not directly measured by the device but required for 
operation or user interaction. Examples are calibration data, addresses for internal 
communication or meta-information. It has the same fields as measurement, except 
covariance, hash and nonce. The Boolean field constant indicates unmodifiable 
parameters.

Functions are used for triggering complex tasks or changing the inner state of 
the sensor. A function generally accepts an ordered set of argument parameters and 
returns an ordered set of return parameters. Both, arguments and returns, are constant 
parameters.

Components are structural elements of a sensor model. Each component contains 
an arbitrary number of children elements such that the overall model has tree-like 
shape.

� Arguments

� Returns

� Value

� Dimension

� Range

� Datatype

� Covariance

� Data Streaming

� Components

� Functions

� Variables

� Parameters

� Value

� Dimension

� Range

� Datatype

� Unit

� Constant

Function ComponentParameter Measurement

� ID

� Name

� Description

Element

� Hash

� Nonce

� Unit

Fig. 1.  The four basic elements of the meta-model of SOIL: parameter, measurement, function 
and component. For each element, the fields specified are required to design an unambiguous 
interface description.
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To meet the requirement of interface modifications during runtime, SOIL allows 
for specification of dynamic components. Components marked as dynamic can be 
considered as type definitions, which can be initialised multiple times with varying 
name, identifier and description of the component, as well as varying values of its 
parameters and measurements.

SOIL is a declarative, graphical modelling language. Sensor interfaces are defined 
using the SOIL-Editor depicted in Fig. 2. The left area of the editor shows the model 
tree presented as indented list. This depiction is both compact and easy to explore. 
The detail view on the right is used for editing the fields and characteristics of the 
selected element. Using SOIL, the development of a sensor service is a three-step pro-
cedure. In the first step, the user models the interface by adding elements and specify-
ing the required fields, serving as basis for a static service template. The elements of 
the model are translated into classes and/or functions of the target GPL. The gener-
ated source code serves as second template, offering dedicated places to ingest device 
specific code. Components with dynamic child components are generated with fully 
implemented methods for addition and deletion of these components during runtime.

The final step in the development process is completed by generating the commu-
nication endpoints. The implementation of the communication endpoints is inherent 
part of SOIL, such that the developer of the sensor practically does not have to deal 
with communication specific code. The implementation of the relevant communica-
tion endpoints can be generated on demand without any changes to the sensor model 

Fig. 2.  The SOIL-Editor. On the left, the model can be browsed and on the right, the fields of 
the currently selected element can be edited.
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or hardware specific code required. By integration of multiple different communica-
tion protocols into SOIL the sensor can be deployed into different network systems 
without additional effort or need for protocol routers. Besides, a designed SOIL model 
can be exported and imported into and from the JSON-format, serving as an offline, 
human-readable and device-independent service model respective description.

4  Proof-of-Application

In order to prove applicability, the authors implemented a prototype for translation 
of a SOIL model to Python. The places for ingestion of the hardware specific source 
code are provided by generating an object-oriented implementation of the sensor 
model. Components are translated into classes having all children elements as pro-
tected attributes. For each measurement and parameter, a method is generated for the 
parent component class, which gives access to the value of the element and returns the 
corresponding attribute by default. Additionally, a function for setting non-constant 
parameters is generated. For each function, a method forwarding specified arguments 
to the device-specific implementation and returning respective return values is gener-
ated. The generated implementation of the designed model is already executable.

The integration of a sensor interface developed with SOIL has been tested with the 
testbed network infrastructure at the authors’ laboratory shown in Fig. 3. Within this 
testbed each device must implement a REST-like interface via HTTP. Via the REST 
interface the resource model of the sensor service can be determined, devices can be 
controlled and data can be actively queried using GET-requests. The identifiers of 
the elements are concatenated to form the URL at which the data of this element is 
available. All representation use serialization in JSON. Because all information nec-
essary for syntactical, physical interpretation of the (measurement) data is transmitted, 

Fig. 3.  IoP testbed infrastructure used at the laboratory of the authors comprising sensors, data 
bases and analysis tools and responsive user interfaces in different network tiers. The copyright 
of reused logos and device photos remains among their authors.
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requirements for the client implementation can be automatically derived. Other meth-
ods used are POST for triggering functions and PATCH for updating parameters. 
The continuous data access requirement is respected by generating a schedule for an 
MQTT publisher that calls the methods giving access to the measurements at fixed, 
user-defined intervals and publishing the measured values to the broker. The SOIL 
structure is also represented in the MQTT topics.

Due to the self-documenting interface protocol, the use of SOIL allows for auto-
matically creating databases and user interfaces for arbitrary devices. In conjunc-
tion with visualization tools (e.g. Grafana™), data can be monitored immediately. 
Applications working with SOIL devices can also access historic, streamed measure-
ment data from a database according to the SOIL device structure.

The authors tested SOIL implementing a virtual laser tracker and a sensor node 
for a self-developed distributed smart sensor network [18]. Practically, the encapsula-
tion of device specific code consists of two main steps. The model structure for SOIL 
is intuitively predetermined by the nature of the device (simplified in the following). 
Thus, the functional structure of the device in hardware and corresponding software 
structure is simply to be implemented as a device model in SOIL (see Fig. 4) using 
the SOIL-Editor. For Large-Scale Metrology devices, the SOIL structure can gener-
ally resemble the device structure depicted in [17].

With the SOIL model reproducing the functional device structure, the device 
specific code segments have to be implemented in SOIL-Editor, oftentimes being a 
 one-to-one transfer of already existing device interfacing implementation.

� Persistent data storage
� Automatic structuring 

according to SOIL

Time series DB

MQTT Broker

� Many to one & one to 
many data transfer

� Reset
� Shutdown
� State
� Version

Laser Tracker

Mobile Entities

Base Stations

� Jog
� PointTo
� State
� Calibration

Base

� BT-Scan
� IP Address

Sensor System

� MAC-Address
� Battery Level

Smart Sensor

� Temperature
� Calibration Values

Thermometer

Generated from model structure
Encapsulated device specific implementation
(requires device specific expert knowledge)
Network infrastructure

HTTP
REST

MQTT

Application

� Device control 
and interaction

� Position
� State
� Mode
� Type
� Calibration

Home-Target

Fig. 4.  Exemplary system implemented using SOIL. The main benefit is visible here, as the 
device specific implementation (yellow) is encapsulated using SOIL (dark blue), requiring 
minimal knowledge regarding network infrastructure implementation (light blue).
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5  Outlook/Conclusion

This paper proposes SOIL, a new graphical domain-specific programming language 
for defining the interfaces for sensor services. It enables production engineers and 
sensor developers with little-to-none knowledge about network architectures and com-
munication protocols to implement a ready-to-use server implementation for a sen-
sor. The tree-like sensor model is constructed from a simple meta-model consisting 
of four elements only. From that model, the communication specific and the static 
definition of the sensor’s implementation is generated in a general-purpose language. 
Access to the sensors hardware is injected into the empty method bodies of the sensor 
implementation. The development process is finished by generating the server code 
mapping the sensor implementation with the communication endpoints.

The authors implemented a standalone and easy-to-use graphical editor in Python. 
The created model is translated into executable Python code. The concept has been 
proven by implementation of a virtual laser tracker and a distributed temperature 
measurement system.

Next steps include defining a formalised language description and implementing a 
web-editor for SOIL. To extend the number of applicable use-cases it is envisaged to 
add more target languages, such as C++, and communication protocols. It is intended 
to provide a set of predefined standard-elements, e.g. a 3D position measurement, 
IP-address parameter or template initialisation functions, to increase reusability and 
provide examples for reduced learning effort. For developers with profound program-
ming experience, it is envisaged to develop a textual representation. Last, the authors 
plan to implement modules for applications using SOIL devices, simplifying develop-
ment by abstracting remote device interfacing.
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Abstract.  Flexible intralogistics solutions are basic components to enable 
classic manufacturing companies to compete in dynamic and global produc-
tion networks. Developments in the field of autonomous road traffic technol-
ogy and the increasing availability of cost-efficient sensors allow the economic 
use of autonomous systems in various industrial sectors. One of the subar-
eas of autonomous systems with economic and technological potential is the 
intralogistics material supply with driverless transport systems. While the 
usage between buildings of such systems is not yet economically feasible, 
development of cost-efficient sensors from other markets are opening up new 
approaches in this area of operation. Localization and navigation, which must 
work seamlessly in mixed indoor and outdoor usage scenarios, are particularly 
critical to the success of autonomous systems.

In this paper, a solution for the localization and navigation of autono-
mous driverless transport systems in a mixed indoor and outdoor scenario is 
proposed. It focuses on the use of cost-efficient sensors to enable a mostly 
 infrastructure-independent localization of each system. The proposed solution 
is validated and a first approach for a dynamic fusion of localization data is 
done.

Keywords:  AGVs · Autonomous mobility · Cost-efficient sensors

1  Automation in Intralogistics to Meet Flexibility Challenges

A growing number of variants and shorter manufacturing cycles in the serial produc-
tion of industrial goods require increasing flexibility in transport and supply chains, 
both between and within companies [1]. In conjunction with the increasing scarcity 
of available and appropriately trained personnel, especially in high-wage countries, 
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there is a growing demand for automated technical solutions that reflect the flexibil-
ity and productivity of existing human driven systems [2]. In the intralogistics sector, 
an increasing number of automated guided vehicle systems and autonomous transport 
robots are used to meet the requirements of driverless, dynamic transport. On closer 
inspection, however, it becomes clear that these systems cover individual applications 
and do not include a holistic view of the requirements of cross-infrastructure use, 
especially when used in a shared environment with people and other road users [3].

In general, available solutions show a strong focus on material transport in indoor 
environments, for which a variety of commercial solutions and prior research exist, 
both for isolated use and for use in a shared environment [4]. For material transport 
in outdoor areas, however, there are only individual solutions that can rarely be used 
economically due to the high acquisition costs and the need for additional infrastruc-
ture [3].

Research and development in other fields of mobile robotics, especially in 
the automotive [5, 6] and human transport sector [7], offer an increasing number 
of cost-efficient sensors and robust algorithms for use in the intralogistics sector. 
Particularly in the areas of localization and navigation of autonomous systems, seri-
ous progress has been made in recent years, driven by the huge market potential in 
those sectors. Based on an analysis of the relevant sensors for the environmental per-
ception of autonomous transport systems indoors and outdoors, this paper presents 
 cost-efficient sensors for all relevant measurement principles. In combination with a 
modified approach for the definition of the working environment and the thus possible 
adaption and weighting of individual sensor data, a solution for localization and navi-
gation is made possible.

The presented solution is tested by adapting a commercially available tow truck 
system for use as an autonomous transport vehicle, validating the basic functionalities 
of the localization and navigation system based on cost-efficient sensors.

2  State of the Art

Autonomous material transport systems in intralogistics applications benefit highly 
from the availability of cost-efficient sensors, which primarily originate from high 
volume markets, e.g. the automotive supplier sector. Modern road vehicles across 
all price classes already provide a wide range of assistance functions that are imple-
mented by means of appropriate environmental perception. The size of the market 
ensures that the corresponding sensors, regardless of the measuring principle, are 
becoming more cost-efficient as competition rises. This includes, for example, radio 
detection and ranging (RADAR) sensors used for adaptive cruise control (ACC), cam-
era systems for traffic sign recognition, ultrasonic systems for parking assistants or 
light detection and ranging (LiDAR) systems in the field of autonomous driving. In 
addition, the growing tendency of individual manufacturers to use free interface com-
munication allows more and more applications other than the pure traffic vehicle [8].

In the field of driverless transport systems, research has been conducted par-
ticularly in the area of indoor material transport, where numerous publications and 
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developments focus on the localization and navigation of driverless transport vehicles. 
Ultrasonic sensors, optical sensors or LiDAR systems are used to achieve basic navi-
gation functionalities for autonomous transport vehicles using different mapping and 
localization algorithms. Due to the high information content and numerous research 
in the field of efficient algorithms, the use of LiDAR systems in the interior area has 
become particularly established [9–11].

In the area of outdoor personal transports, other means of localization and 
environmental perception are used. The focus is put primarily on robust and 
 weather-resistant sensor technologies based on measuring principles such as RADAR 
and high-performance LiDAR systems. For localization, global navigation satellite 
systems (GNSS) are used to enable a robust localization independent of known envi-
ronmental maps [12, 13]. Individual preliminary work expands the horizon beyond a 
single defined operational environment, but is usually limited to one functional aspect 
of autonomous transport robots or relies on redundant and costly sensors for environ-
ment perception [14, 15].

In the field of navigation for autonomous transport vehicles in intralogistics, pro-
prietary system solutions are used. These mostly use on-site mapping and offline 
teach-in of relevant routes within the framework of general commissioning. When 
adapting the necessary routes or making changes in the infrastructure, a new record-
ing of the current environment is necessary. Fully autonomous systems that can com-
pensate for such changes do not exist in intralogistics [14].

3  Cost-Efficient Sensors for Reliable Environment 
Perception

In order to meet the demands of rapidly changing production environments while also 
being economically viable, it is therefore necessary to investigate a fully autonomous 
solution based on cost-efficient sensors for a mixed indoor and outdoor environment. 
The analysis of the state of the art shows that a large number of relevant measuring 
principles must be covered by the sensor setup of a fully autonomous transport vehi-
cle. In particular, the following sensors need to be taken into account and have to be 
investigated in a comprehensive approach.

• RADAR-Sensors for collision avoidance
• LiDAR-Sensors for localization and navigation
• Optical Sensors for localization and navigation
• Ultrasonic sensors for collision avoidance
• GNSS Sensors for absolute localization
• Ultra-wideband (UWB) Sensors for absolute localization
• Odometer for relative localization

For each of these measuring principles cost-efficient sensors can be found in the 
automotive and the consumer sector. The classification of cost-efficiency depends 
on the information content of the sensor and its value in the context of localization 
and navigation of autonomous transport systems in indoor and outdoor intralogistics. 
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The sensors functionality can be evaluated according to the characteristics speci-
fied in [16]. When comparing the sensor principles with the evaluation criteria of 
 cost-efficiency, optical systems and LiDAR systems in particular show their strengths 
in use with autonomous systems and thus justify higher prices. The high informa-
tion density makes the sensor data best suitable for localization and navigation tasks. 
Optical systems such as the Realsense T265 for tracking and the Realsense D435i 
for depth and image perception show excellent performance in regard to their retail 
price. A combination of those sensors provides a visual localization based on optical 
data as well as a colour and depth image of the surroundings suitable to use in SLAM 
Algorithms and navigation tasks, enabling relative and absolute localization. In the 
field of LiDAR sensors, the RPLiDAR A3 from SLAMTech qualifies as a cost-effi-
cient sensor for localization and mapping. By using different algorithms, the sensor 
data can be used for relative localization, absolute localization as well as collision 
avoidance in navigation tasks. To assist the functionality of absolute localization, 
sensors using a global reference system are used, such as GNSS and UWB receiv-
ers. RADAR and ultrasonic sensors are used according to their functionality as means 
of collision avoidance. Proposed sensors, which qualify as cost-efficient in relation to 
their functionality in an autonomous transport system, are given in Table 1.

Together, the cost-efficient sensors cover the common measuring principles of 
driverless transport systems in intralogistics. In order to achieve the required auton-
omy, the perception of the environment must be implemented in a holistic approach, 
which combines the individual sensor data and thus enables the system’s ability to 
localize and navigate. The solution must enable the autonomous system to determine 
the reliability of the individual sensor’s data and generate a combined position esti-
mate with increased accuracy and reduced variance.

Table 1.  Cost-efficient sensors for environmental perception

Sensor: Details and purpose: Est. Price:

Bosch 5Q0907561 RADAR 77 GHz
Purpose: Collision Avoidance

180 €

RPLiDAR A3 LiDAR (785 nm),
Purpose: Collision Avoidance, Relative localization, 
Absolute localization

600 €

NEO-M8N GNSS GPS L1 & GLONASS L1,
Purpose: Absolute localization

30 €

DWM1001 UWB (6.5 GHz)
Purpose: Absolute localization

300 €

Realsense T265 Optical features
Purpose: Relative localization

200 €

Realsense D435i RGB-D, IMU
Purpose: Collision Avoidance, Absolute localization

200 €

HC-SR04 Ultrasonic (40 kHz),
Purpose: Collision Avoidance

6 €
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4  Proposed Approach for Seamless Navigation 
and Localization

To achieve such a feature, a global model of the working environment is required. For 
use with cost-efficient sensors and without the need to teach environments, we pro-
pose the use of geodata following the convention of the.osm standard, which is com-
posed of four data primitives and relies on referencing their position in geographic 
coordinates [17]. Nodes and ways are used for the definition of contours and traffic 
routes, transit areas or stations of material transport. They thus define the layout of the 
operational area as well as possible routes before the use of an autonomous transport 
vehicle system, as shown in Fig. 1.

The third component, the tags, allows the assignment of the external environmen-
tal conditions and, using an automated information parser, a fully autonomous behav-
iour of the driverless transport vehicle. They are designed as key-value pairs and can 
be assigned as needed. For the use of an autonomous transport vehicle in an intralo-
gistics context, the following key-value pairs are defined and assigned to the corre-
sponding nodes and ways as given in Table 2.

The geodata according to the.osm standard is stored as an xml file, which makes 
the corresponding information readable by computer systems. This enables the use of 
the generated map inside a global solution for autonomous transport systems by ref-
erencing local maps, navigation goals and possible environmental influences on the 
cost-efficient sensors based on their GNNS coordinates and linking them to specific 
keys and values.

Fig. 1.  Example layout for a mixed indoor-outdoor environment using a node based approach
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5  Combination of Cost-Efficient Sensors with a Node-Based 
Approach for Environment Dependent Behaviour

The combination of geodata, its automated evaluation and the ability to define a spe-
cific behaviour based on every possible position of the autonomous system enables 
the use of cost-efficient sensor technology in a dynamic concept. The node-based 
approach providing knowledge about the working environment enables the autono-
mous configuration and evaluation of the different cost-efficient sensors as well as the 
adaption of localization and navigation algorithms. To test the fusion of  cost-efficient 
sensors with the proposed approach and to evaluate the corresponding effects on 
localization and navigation, a commercially available tow truck, adapted to be driven 
autonomously and shown in Fig. 2, is equipped with the sensors stated in Chap. 3 and 
provided with a node-based representation of its working environment.

Table 2.  Key Value Pairs used to define custom behavior suited to driverless transports

Key: Value: Info:

Environment Indoor Defines a way as indoors

Environment Outdoor Defines a way as outdoors

Transit YES Defines a node as transit gate

Tow_truck_stop 1,2,3, ,n Defines a node as n-th tow truck stop

Fig. 2.  Tow Truck system equipped with cost-efficient sensors for environment perception and 
localization
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Based on global positioning sensors (UWB or GPS) the system can initially state 
its current position and link it to the node representing the closest match. Based on 
the information provided by the node’s tag, the cost-efficient sensors for relative 
localization and navigation are configured and the corresponding algorithms loaded. 
Following the initial localization, the position is calculated by using all sensors avail-
able [18]. Taking into account the reliability of the sensors used, which is extracted 
from the covariance matrix of the individual sensor’s data, and taking into account the 
environmental conditions, the individual data is combined to form a global position 
estimate. The available data is used to calculate the absolute and relative pose from 
the corresponding data sets according to the provided covariance. To increase the 
significance of the localization results, the covariances of the sensor information are 
adapted by individual functions before the fusion itself is done based on environmen-
tal information. The necessary data about the environmental parameters to adequately 
adapt the covariance matrix is provided by assistance sensors, which record all rele-
vant environmental parameters. This may include type and amount of precipitation, 
light intensity, outside temperature, air pressure and wind speed. The same adaption 
of sensor data is done in regards to environment perception, especially for collision 
avoidance using the cost-efficient sensors.

6  Reference Course and Validation of Cost-Efficient Sensors 
for Localization of Autonomous Systems

To test the capabilities of the cost-efficient sensors and the proposed approach for the 
dynamic weighting of single sensor information for localization and navigation pur-
poses, the environment of the Institute of Factory Automation and Production Systems 
at the University of Erlangen-Nuremberg is used. Here, a mixed indoor and outdoor 
operation with transit through a hall gate can be realized.

To evaluate the overall system the described sensors were placed on a mobile 
system and merged according to the proposed fusion based on sensor covariance 
and autonomous environment detection. Figure 3 shows the results of a representa-
tive drive with the individual localizations and the calculated total trajectory. The 
according offset after the closed loop is detailed in Table 3. Despite the limitations 
of individual data sources, the approach shows the potential for a suitable localiza-
tion and environment perception, thus enabling navigation, of driverless systems using 
 cost-efficient sensors. Due to the proposed approach with its implied knowledge an 
accuracy for final localization of less than 2 m after a closed loop is possible in a use 
case scenario in-between buildings with dynamic environmental conditions. Sensor 
sources affected by drift, such as the vehicle's own wheel odometry, are taken into 
account as well as location-based localization solutions, for example UWB and GPS.
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Fig. 3.  Test environment and calculated trajectories based on cost-efficient sensor data 
(Background © Stadt Erlangen| © Hansa Luftbild AG, CC BY-4.0,  [19])

Table 3.  Resulting geometrical offset for the test run shown in Fig. 3 in relation to ground truth 
(positive x is right, positive y is up, positive yaw is counter-clockwise)

Type: Offset x: Offset y: Offset yaw: Abs. distance:

Optical odometry +3.482 m −2.533 m +1.08° +4.306 m

Wheel odometry −2.046 m +58.202 m +38.36° +58.238 m

Fused odometry +4.414 m +3.834 m +3.41° +5.847 m

GPS localization +7.797 m +2.238 m Not applicable +8.112 m

Optical localization +0.343 m −0.150 m −0.69° +0.374 m

UWB localization −0.381 m −0.038 m Not applicable +0.374 m

Fused localization +0.331 m −0.132 m −1.41° +0.356 m



An Economic Solution for Localization of Autonomous Tow Trucks    465

7  Conclusion and Further Research

By using a superordinate methodology based on a node approach for the definition 
of environmental conditions in a global context in connection with cost-efficient sen-
sors that cover all relevant measurement parameters for the autonomous operation of 
driverless transport vehicles, an approach for the economically reasonable use of driv-
erless transport systems has been proposed. Experiments in the environment of the 
Chair of Factory Automation and Production Systems show promising results for the 
localization, navigation and thus the autonomous use of such a system.

In the context of further research, the limits of cost-efficient sensors in the area of 
driverless systems are to be investigated. Based on the results obtained, the navigation 
of driverless transport systems will be adapted and the path to a fully autonomous sys-
tem will be pursued. The dynamic adaptation of sensor data for an optimal fusion of 
autonomous transport vehicles will also be further investigated.
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Abstract.  In order to meet the high demand for aircrafts and the strict require-
ments regarding CO2 emissions in the future, new designs and technologies are 
necessary. Existing aircraft layouts and production processes are not designed 
for production rates of more than 75 aircrafts per month. One promising 
approach to reach significant improvements regarding weight and process cycle 
time is the combination of thermoplastic carbon fiber reinforced plastic aircraft 
structural elements, lining parts and cabin system elements to one integrated 
structure module. By this, improvements in productivity and environmen-
tal sustainability are accomplished likewise. This paper provides an overview 
of the Clean Sky 2 Multifunctional Fuselage Demonstrator, which comprises 
these topics. The focus of the scientific discourse lies on the concept of the 
full-scale assembly demonstrator especially discussing handling technology for 
position and shape adjustment of fuselage shells. Moreover, a systematic eval-
uation of thermoplastic welding technologies and a discussion regarding weld-
ing joint design is presented.

Keywords:  Automated aircraft assembly · Thermoplastic CFRP · 
Thermoplastic welding · Lightweight design

1  Introduction

Today one of the most important challenges of the aviation industry is to make air-
crafts more climate friendly. This particularly includes the reduction of CO2 emis-
sions, which is one of the primary goals of the vision “Flightpath 2050” [1] and “The 
European Green Deal” [2] of the European Commission. To achieve this, lightweight 
structures based on carbon fiber reinforced plastics (CFRP) are a promising solu-
tion as they offer a very high strength-to-weight-ratio [3]. Whilst current short-range 
aircraft programs (Airbus A320 and Boeing 737) still rely on a a metal fuselage – 
mostly aluminum alloys –, the current medium and long-range aircraft programs 
(Airbus A350 XWB and Boeing 787) already have a fuselage made of CFRP [4]. 
Nevertheless, based on currently mainly used thermoset CFRP materials lightweight 
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potential of aircraft fuselages is not exhausted. Reason for this is that aircraft struc-
tures based on thermosets are typically assembled with rivets, which need pre-drilled 
holes in the structure, leading to thicker CFRP material to ensure adequate safety.

An approach to overcome this disadvantage would be the application of thermo-
plastic CFRP materials for fuselage structures in combination with thermoplastic 
welding as joining method. Since no holes are necessary for this joining method, thin-
ner aircraft fuselage structures, in particular thinner fuselage shells, can be realized 
still ensuring adequate safety. Furthermore, this strategy would also allow highly inte-
grated fuselage sub-structures, e.g. pre-equipped with floor-grids, overhead storage 
compartments or lining parts, as thermoplastic welding is a dust- and chip-less joining 
method [5]. Based on riveting methods, that have to be used for thermoset fuselage 
structures, this pre-equipment is not possible as chips and dust generated during drill-
ing of rivet holes might remain in hollow spaces between the structures.

Unfortunately, high performance thermoplastic CFRP materials suitable for air-
craft fuselages are typically more than 30% more expensive than thermosets [6–8]. 
Due to this, the additional material costs should be compensated by significantly 
lower manufacturing costs to the extent possible. For this, a higher degree of auto-
mation in combination with a significant reduction of lead-time is essential [5, 9]. 
Fortunately, the opportunity of a higher integration of the fuselage sub-structures at an 
early stage enabled by the application of thermoplastic welding boosts this objective 
as the up to now very sequential assembly of fuselage structures can be more paral-
lelized. Even an upstream outsourcing of the pre-integration is possible.

In this paper, the Clean Sky 2 project MultiFAL is presented with focus on the 
concept and design of a full-scale joining and assembly demonstrator for thermoplas-
tic fuselage structures. In addition to a comparison of different thermoplastic welding 
technologies and joint designs, the elaborated robot-based flexible fuselage handling 
technology, which allows a position and shape adjustment of the fuselage structures, 
is discussed. Furthermore, the planned Major Component Assembly (MCA) process 
with a fully automated flexible aircraft assembly facility will be presented. As the pro-
ject is currently in the concept phase, no final evaluation of the assembly process is 
shown in this paper. Rather, it is an overview of the current state giving the scientific 
community the possibility to discuss the work done so far and influence further steps.

2  The Multifunctional Fuselage Demonstrator and the 
MultiFAL Project

Thermoplastic CFRPs have the potential to develop new fuselage designs and system 
installation architectures with significant weight and cost savings for future aircraft 
programs. To demonstrate the feasibility and develop technologies needed for such 
an innovative approach, a full-scale Multifunctional Fuselage Demonstrator (MFFD) 
is worked out in the Clean Sky 2 research program. The key goals of the MFFD are 
to enable production rates of 75–100 aircrafts per month, to reduce the total fuselage 
weight by 1,000 kg and to lower the recurring costs by 20% [10].

To achieve the ambitious weight and cost savings, completely new system 
and system installation architectures optimized for an assembly process of highly 
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integrated thermoplastic fuselage segments are developed. By this, a completely opti-
mized fuselage concept is realized, which is superior in all respects to the sum of the 
traditional, functionally isolated optimization processes [5]. The full-scale cylindrical 
MFFD (Fig. 1) will contain these developments, comprising the thermoplastic CFRP 
fuselage skin, frames, stringers as well as all fasteners relevant for the structure. 
Passenger and cargo floor, cabin and cargo systems, overhead storage compartments 
and lining parts are also pre-installed.

Since technologies for many different scenarios are combined, the demonstrator 
value is significantly increased in order to validate the best possible technological and 
architectural concepts. Even the fuselage itself will not be limited to a single scenario 
since elements of different designs will be considered. The demonstrator has a length 
of 8 m and a diameter of 4 m representing a typical single aisle fuselage section. This 
enables the validation of a number of important technological concepts in full scale.

To demonstrate the economic advantage of highly integrated thermoplastic CFRP 
structures, the pre-equipped upper and lower fuselage segments will be joined by 
means of thermoplastic welding. As shown in Fig. 2, the fuselage demonstrator con-
tains two longitudinal joints. To be able to compare different joint designs the demon-
strator’s left-hand side joint (LH: left-hand side in flight direction) will be a butt strap 
joint whilst the demonstrator’s right-hand side joint (RH) will be an overlap joint. The 
more complex butt strap joint geometry of the left-hand side is necessary since the 
door surround in this area leads to a skin thickness variation that can be handled by 
this special joint design. On the right-hand side the skin thickness is constant (roughly 
3 mm), allowing a less complex overlap joint design [11]. Furthermore, frame 

Fig. 1.  Multifunctional Fuselage Demonstrator (MFFD)
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couplings will be integrated by means of thermoplastic welding to connect the upper 
and lower frames of the upper and lower fuselage segments.

Within the project MultiFAL [9] (project partners: Fraunhofer IFAM, FFT 
Produktionssysteme GmbH, CT engineering group and AIMEN Centro technologico) 
the assembly system and process for the MFFD is developed. The work of the pro-
ject is supported by further sub-projects, e.g. STUNNING (manufacturing of the fully 
equipped lower segment of the MFFD) [5] or other still to come CfP11 projects [9] 
[11] focusing on basic technologies for the assembly demonstrated by MultiFAL.

As stated before, thermoplastic welding as joining technology will be used. In this 
case, the assembly of the upper and lower pre-equipped thermoplastic half segments 
by longitudinal joints and frame couplings will be in focus. In order to gain as much 
knowledge as possible, different welding methods will be used.

3  Joining Thermoplastic Fuselage Structures

As stated above, the Multifunctional Fuselage Demonstrator (MFFD) comprises dif-
ferent design alternatives to be able to evaluate different technologies. This is also the 
case regarding the joining of the two thermoplastic fuselage segments, comprising 
two types of longitudinal joints, namely a butt strap joint (LH) and an overlap joint 
(RH), and frame couplings to connect the frames of the upper and lower fuselage half 
shells, see Fig. 2. To be able to achieve a dustless, clean and highly automatable join-
ing process – these were the central requirements to be able to join highly integrated 
fuselage segments – the focus is on thermoplastic welding as promising technological 
solution. Nevertheless, there are several types of thermoplastic welding, namely con-
duction, ultrasonic, induction, resistance and laser welding, that could be used. Table 1  

Fig. 2.  Longitudinal joints of the MFFD, frame couplings and joint designs [11]
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provides information regarding the functional principle, advantages and disadvantages 
that helped to make an appropriate choice for the different use-cases.

Resistance welding and induction welding were not chosen for the demonstra-
tor’s longitudinal joint to avoid additional metallic resistive elements or any additional 
inductive elements, e.g. carbon fiber woven cloth or metallic mesh, in the weld seam. 
Laser welding was left out due to high invest cost and possible safety issues with 
respect to the large demonstrator.

Due to joint complexity, conduction welding using a heated pressure plate was 
chosen for the butt strap joint (LH) (see Fig. 2) though this process requires a com-
plete heating of one adherent. Anyway, this circumstance of a typically slower process 
was accepted since conduction welding is a well-known welding technique resulting 
in good welding quality even for complex welding designs.

In contrast to this, ultrasonic welding was selected for the less complex overlap 
joint (RH) (see Fig. 2) to develop and demonstrate a fast, highly automated welding 
process for high production rates. Especially the development of a reliable continuous 
ultrasonic welding technology is seen as one of the primary development goals of the 
project.

Furthermore, resistance welding was the technological choice for the joining of 
the frame couplings (see Fig. 2), giving the possibility to weld different frame cou-
pling geometries on the left-hand (LH) and on the right-hand (RH) side with the same 
technology. Additionally, the fact that the heat is generated directly in the welding 

Table 1.  Thermoplastic welding technologies

Functional principle Advantages/disadvantages

Conduction heat energy at surface of one adherent 
(“electric iron”) [5]

+ well-known process [5]
+ no additional element in the weld [5]
+ joining of complex geometries [5]
– complete heating of adherent [5]
– slow process [15]

Resistance electric current passes resistive element 
in interface of adherents [12]

+ heat only at welding interface [12]
+  time independent of welding length 

[12]
–  resistive element stays in the weld 

[13]

Induction induction of eddy current in conductive 
element in interface of adherents [17]

+  carbon fibers, especially woven
cloth, as conductive element [17]
– challenging with UD material [9]

Ultrasonic friction in interface of adherents [3] + good for spot welds [14]
+ very energy-efficient [16]
+ fast and automatable [9, 16]
–  continuous welding to be developed 

[9]

Laser laser radiation generates heat on surface 
of laser absorbing adherent [12, 14, 19]

+ high speed [14]
– special weld design necessary [18]
– safety issues [14]
– high invest cost [15]
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interface resulting in a very fast and energy-efficient welding process is a great advan-
tage. Due to this, a sequential frame coupling by frame coupling welding is possible 
still allowing an acceptable total process time.

Of course, for the real production of a fuselage one would probably focus on 
fewer welding technologies or even one technology to reduce costs. Nevertheless, the 
project consortium decided to choose several technologies to be able to demonstrate, 
mature and compare different welding technologies at full scale and make a differenti-
ated selection for a possible future production of thermoplastic aircraft fuselages.

To analyze the welding results, an inline monitoring system based on thermogra-
phy and electromechanical impedance (EMI) measurement, developed with the part-
ners Fraunhofer LBF and Fraunhofer ENAS, will be used. It will allow a continuous 
condition monitoring of the structures during the process. By this, a systematic valida-
tion of the welding process also during future production will be possible.

4  Flexible Aircraft Assembly Facility

The MultiFAL project develops technologies and hardware to realize the Major 
Component Assembly (MCA) process of a full-scale aircraft fuselage section with 
welded longitudinal joints. To enable a production rate of more than 75 aircrafts per 
month on the one hand and to maintain the ability to react to upcoming technologies 
and trends on the other hand, MultiFAL developments focus on the implementation of 
a modular, flexible assembly system. For the demonstration of this, the PARAMONT 
facility, a unique robotic set-up to develop highly efficient solutions for aircraft 
assembly processes, will be used, see Fig. 3.

The PARAMONT facility allows highly automated handling of full-scale fuse-
lage segments. The facility possesses industrial robots on a linear rail equipped with 

Fig. 3.  The PARAMONT facility
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end-effectors for assembly processes and several parallel robot kinematics (hexapods) 
for the handling of fuselage structures [20]. In the setup for MultiFAL a rigid struc-
ture – the so-called inner deck (see Fig. 4) – will be used to absorb high loads during 
the thermoplastic welding process and thus relieve the fuselage segments. In addition, 
systems necessary for the assembly process, such as linear axes for guiding light-
weight robots that will perform automated assembly inside the fuselage section, can 
be added in a modular manner. The MCA process includes the measurement of the 
components, the precise positioning of the fuselage segments and the provision of the 
necessary welding pressure in the area of the 8 m long weld lines.

Using the support structure, the lower fuselage segment is either transported 
on a linear axis or moved by crane under the rigid structure. The upper fuse-
lage segment is transported into the system by crane and then adjusted by hexa-
pods – parallel robot kinematics with six degrees of freedom –, equipped with 
 vacuum-gripper-end-effectors, see Fig. 4. The so-called inner positioners are installed 
on the inner deck. They perform the fine positioning of the segments for the weld-
ing process. The welding pressure is generated during the welding process from the 
outside by the welding end-effectors itself or, if necessary, by additional elements 
that press against the inner positioners. The welding end-effectors are guided along 
the 8 m long seam by linear axes installed on both sides of the fuselage (Fig. 4). The 
entire system is structured flexibly so that different welding processes and/or weld 
seam designs can be used.

The interfaces of all installed end-effectors and automated systems are designed 
in a manner that modified tools can be installed if required. Aircraft fuselage sections 
of different diameters and/or different materials could thus be processed on this flexi-
ble, modular assembly system, which enables long-term, eco-efficient and economical 
operation.

Fig. 4.  Flexible aircraft assembly facility
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5  Summary and Outlook

Being part of the Clean Sky 2 Multifunctional Fuselage Demonstrator project, the 
project MultiFAL will investigate the technological and economic feasibility of weld-
ing based assembly of highly integrated thermoplastic aircraft fuselage structures. 
For this, a full-scale test setup comprising different joint designs and welding meth-
ods will be developed. Besides the welding process itself, automated metrology-based 
manipulation and assembly of the CFRP structures to ensure tolerance requirements 
are in focus. The work performed will be an important step towards implementation 
of thermoplastic carbon fiber materials for future aircrafts.
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Abstract.  Industrial workers still face work-related musculoskeletal disor-
ders daily and therefore physical support systems like exoskeletons are being 
developed. Making these wearable robots adaptable to different tasks and users 
in terms of its support characteristics is expected to generate greater perfor-
mance and broader acceptance. By analyzing relevant elements of joint tasks 
in groups of humans and the environment exoskeletons are typically being used 
in, this paper derives the need for a framework allowing for adaption of the 
exoskeleton to the task, but also predictability for the user of the exoskeleton. 
A situation aware gain-scheduling controller with internal state feedback to the 
user is proposed as a means for adaption and predictability.

Keywords:  Exoskeleton · Adaptive behavior · Human-machine-interaction · 
Support systems

1  Introduction to Exoskeleton

Industrially applicable exoskeletons are attributed with a profound influence on the 
future workspace, aiming to facilitate the workload, prevent occupational injuries, or 
improve the productivity of the workforce [1–3]. For a successful industrial imple-
mentation, it is necessary that the selected exoskeleton fits to the conditions, generally 
determined by the users, the performed activities, and contextual issues like safety 
standards or working environments [4, 5]. However, exoskeletons are usually tailored 
to specific use cases [2, 6, 7], because it is not possible to develop universal applicable 
solutions considering upfront all possible circumstances due to variations in task (e.g. 
weight, posture, tools) or user groups (e.g. physical working capacity due to health 
and/or age, movement patterns) [4]. Thus, the systems’ adaptability to individual use 
cases (tasks, environment, and user) is important [8]. Passive mechanical exoskele-
tons are therefore especially suitable for monotonous (static or repeated) tasks [9, 10], 
but hamper versatile tasks and often evoke discomfort [3, 11, 12]. Alternatively, active 
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exoskeletons can take a variety of input data into account to potentially “identify” and 
consequently adapt to different use cases, making them more suitable for tasks with 
greatly changing support demands, dynamics, or postures [7, 13].

2  Challenges in the Interaction Between Exoskeleton 
and User

Some of the exoskeletons used for industrial purposes conform to the “third arm” type 
[14], which directly transfer the tools or the handled objects weight by a structure 
entirely parallel to the human body (see left image in Fig. 1). However, the majority 
of the systems (e.g., Lucy [7], Levitate [10], Laevo [11]) support individual joints or a 
group of human joints (see right image in Fig. 1).

Systems which transfer a load entirely parallel to the body must ensure, that inter-
action forces to the user are low to avoid unwanted contact with the user. This type 
of control scheme is not applicable to systems designed to assist individual joints, as 
reducing interaction force would render them useless. Instead these exoskeletons need 
some way to estimate an optimal interaction torque

for their active joints, which is designed such that the exoskeleton provides the best 
performance from a biomechanical perspective while ideally not compromising on 
task performance and user comfort. The estimated optimal torque is then the basis for 
the lower level exoskeletons control and actuation to generate the actual interaction 
torque

which is a function of the drive systems characteristics. Assuming one can measure or 
predict the actual interaction forces one can calculate the deviation

(1)τopt ∼ opt(biomechanic eval., user comfort, task performance, . . . )

(2)τactual = fdrivesystem
(

τopt
)

! = τopt ,

(3)e = τopt − τactual

Fig. 1.  Basic exoskeleton types in contrast from control perspective. “Get-out-of-the-way” 
scheme compared to individual joint assist.
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as the difference of these. Without loss of generality one can assume that the low-level 
force control loop will be designed such, that the deviation between targeted optimal 
torque τopt and actual torque τactual is reduced to zero over time. Consequently, meas-
uring or estimating the actual interaction force will only inform about deviation of tar-
geted and estimated interaction torques, as it mainly dependents on the limitations of 
the control and drive system but will hardly give us meaningful insight into the user’s 
movement intention.

Analyzing current passive exoskeletons one can see that all these systems com-
prise a nonlinear transmission between their energy storage devices (mechanical 
springs, gas springs, elastomer springs) and the physical user interfaces. The nonlinear 
transmissions come in a variety of forms like simple lever arm mechanisms, rope and 
pulley assemblies and cam shaft systems. All these systems have in common that they 
seek to lower the generated torque in a certain “resting joint range” and increase the 
torque in certain other “work” ranges. Therefore, one can say that by means of a non-
linear transmission, all passive exoskeletons derive the estimated optimal interaction 
torque

during operation from the position of the active joint qactive_joint. Some passive exo-
skeletons allow the user to adjust the function fpassive(qactive_joint) by either modify-
ing the elastic element or by altering the characteristics of the nonlinear transmission, 
(e.g. Laevo [11], suitX [15], OttoBock Paexo [9]).

For active exoskeletons to perform significantly better than passive exoskeletons 
these must provide a more differentiated estimation of desired interaction torques, 
than passive ones can with their combination of nonlinear transmission and mechani-
cal adjustments. In principle, active exoskeletons can calculate the desired force at the 
physical interface with a control unit considering various sensor data or direct user 
inputs.

Since the implementation of an adaptive system behavior can be complex by con-
sidering numerous aspects [3, 16, 17], this paper will discuss the environment the exo-
skeleton is deployed to. From this we will derive potential solutions for improving 
interaction by looking at other types of human interaction for inspiration.

3  Fundamental Elements and Concepts in a Generalized 
Exoskeleton Interaction Concept

Machines generally excel human performance in the tasks, they have been designed 
for, while not being able to adapt to different tasks [18]. Research in robotics has been 
seeking to provide a more universal system able to perform large varieties of tasks in 
different environments. However, decades of research have proven that outperform-
ing a human in flexible and changing environments remains challenging. Especially 
manipulation is still a hard task for systems, while humans can manipulate objects 
with ease in a variety of industrial settings ranging from assembly to logistics [18].

(4)τactual = τ
̂opt = fpassive(qactive_joint)
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Comparing a typical machine with an exoskeleton will show that the former is 
made for a certain task while the latter is made for a certain body region and or pos-
ture. While this generally holds true and makes exoskeletons an appealing solution, 
for tasks that cannot be automated or otherwise improved, it seems that all current 
exoskeleton have some form of specialization and work well with some tasks, but not 
others [6]. Consequently, one must consider that task, exoskeleton, and human influ-
ence each other, having respective properties that should be accounted for. The quality 
of their interaction will be the basis for the overall acceptance of an exoskeleton in a 
specific use case [4].

3.1  Task Coordination in Groups of Humans as Well as Between Human 
and Robot as a Model for Interaction with Exoskeletons

Assuming one helps a friend to lift or hold something, timing and other parameters 
must be agreed upon and/or during interaction in a similar manner as between exo-
skeleton and wearer.

Research in joint action has found that the interaction in groups of humans can 
be characterized by the “what”, “when” and “where” of the joint action [19]. To 
achieve task performance, one can distinguish between adaption-based strategies, 
where human co-actors iteratively reduce the timing differences in their actions and 
 anticipation-based approaches, where they use internal models to predict another’s 
persons action [20, 21]. While adaption strategies are helpful in cyclic tasks and have 
inspired the use of adaptive oscillatory type control schemes in exoskeletons [22], 
most exoskeletons are deployed in complex tasks, since simple repetitive tasks are 
easier to automate. Consequently, focusing on strategies, that allow both the user and 
the exoskeleton for anticipatory action is necessary.

Anticipatory action relies on internal models of the human co-actors about their 
partners actions. It has been shown that co-actors try to make themselves predicta-
ble by reducing variability in task execution [20]. Furthermore, shared knowledge in 
task execution is known to increase task performance. In experiments where a task, 
was either shared among a group or performed by an individual, in the shared set-
ting, feedback the participants received or did not receive about the groups actions 
increased or decreased task performance, while it did not in same way in the indi-
vidual task execution [23]. Similarly, additional knowledge about which object in a 
joint task is being looked at by a person interacting with a robot has been known to 
improve the interaction performance [24]. Furthermore, it has been recognized in the 
same experiment, that feedback about the robot’s intention would have helped the user 
interacting with it.

Transferred to the exoskeleton to human interaction, this leads to believe, that 
active two-way communication alongside perception of intention is of great impor-
tance. By allowing the user as well as the exoskeleton to create or improve their 
model about the joint task, they can anticipate the next steps of the other.

Anticipation based on a shared model is crucial as it is reasonable to assume, that 
similar to common dynamic tasks, like playing soccer, the interaction between exo-
skeleton and user will not be of great performance unless the user as well as the exo-
skeleton are able to make predictions about the next steps of the other.
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Assuming the user is the more intelligent and flexible of the two then providing 
feedback to the user and allowing him to adapt is of greater importance, than making 
the exoskeleton adapt to the user and the task. While for slow and continuous adaption 
processes the user can adapt to changing exoskeleton behavior, the same is not true for 
rapid changes in response to external triggers. Therefore, one shall explore if additional 
feedback allowing for anticipatory action by the user is possible to generally allow the 
exoskeleton for rapid changes in characteristics. This could take the form of making 
the exoskeleton signal to the user its potentially limited understanding of the world and 
its intended future reactions (like a notice just before switching assist mode on/off).

3.2  What is the Goal of Learning and How Can we Formalize This Goal?

Assuming we can’t explicitly define the relationship between environmental percep-
tion and action or want to optimize parameters in an otherwise known model, one must 
define a goal for the optimization of torque estimation in terms of an objective function.

In the problem statement (1) we have defined, that we need to calculate the target 
support torque τ_opt, which is to be optimal in regards to variety of criteria such as 
biomechanical parameters, subjective parameters as well as task performance criteria.

Evaluating exoskeletons and comparing them to another over a variety of sce-
narios has been shown to be challenging even with a lot of expert knowledge [4]. 
Consequently, the same will hold true for any attempts to formalize the performance 
criteria in a way, that they can be measured and used for automatic optimization of 
actions. Nonetheless, single parameters have been used to formalize the goal and 
change the dynamic behavior during runtime [22].

4  Framework for Adaptive Exoskeletons

We propose a framework inspired by the interaction in groups of humans and human–
robot-collaboration. The framework is presented in the form of a sense-plan-act par-
adigm and will establish physical and conceptual elements of the exoskeleton and its 
environment (see Fig. 2), while we discuss the requirements for these.

Fig. 2.  Sense-plan-act paradigm is embedded in the interaction of user, exoskeleton, and task.
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4.1  Observation and Feedback Methods as a Prerequisite to Optimize 
the System

When thinking about feedback one can classify feedback methods by their temporal 
resolution. Some feedback methods, such as questionnaires or observation by experts 
will give a performance metric, that is directly usable, but it will be difficult to obtain 
a lot of data and get information about the behavior at certain albeit important parts of 
the process (i.e. lifting starts). On the other hand, methods such as EMG will give a 
good temporal resolution. Evaluation methods tied to global physiological parameters 
like heart rate or VO2 will give a good estimate of the performance, but only limited 
temporal resolution as well.

Though being simple in nature, one shall not forget deliberate feedback from the 
user, like intentional direct (often spoken) communication is used in group interac-
tions. It has been shown that a button mounted to a power tool, which the user could 
use to switch between different levels of assist, can improve the perceived interac-
tion performance [7]. While this type of real time feedback is clearly not applicable in 
every scenario, generalizing the concept towards learning the user’s interaction with 
an HMI and automating the interaction or assisting the user with it can be promising.

To overcome the limitations of individual methods one will have to combine them 
to multi-modal schemes. This can allow for both high temporal resolution and high 
relevance to actual and perceived reduction in effort. It is important to note, that while 
some parameters such as EMG, can be used as part of estimating system performance, 
other environmental data types (such as weight of the tool) can be crucial in the sens-
ing part to improve the performance by inferring their relationship to adequate action, 
but cannot serve to evaluate the performance.

Necessary next steps will include ways to integrate expert knowledge in an objec-
tive function, that represents the different stakeholders.

4.2  Sensing Methods for Exoskeletons

Estimating the optimal torque has been linked in the past to detecting the user’s inten-
tion. Especially for rehabilitation exoskeletons a variety of bio-signal based control 
methods have been studied [25]. While there are examples of using physiological 
phenomena (most notably EMG) in literature [16], for industrial exoskeletons most 
of the sensors measuring physiological phenomena are not feasible for permanent 
field deployment but rather assessment in a lab [13]. Easier to use in industrial set-
tings however are sensors tracking the human pose. Active exoskeletons can meas-
ure relative orientation of actuated joints and sometimes non-actuated joints. These 
relative positions and their respective time derivatives alongside orientation estimated 
from additional body mounted inertial measurement units (IMUs) [17] can be used 
to detect relevant events [13]. Apart from user centered information one can poten-
tially look at task related information. The weight, type, etc. of the handled tool as 
well as other parameters such as relative orientation to the work area can be sensed 
or received in an industry 4.0 environment [26]. In human robot collaboration a large 
variety of environmental and/or task related information has been explored for mean-
ingful cues [27]. Using this groundwork will clearly be beneficial in sensing the user 
and the environment, as the underlying problem is similar.
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4.3  Planning Methods for Exoskeletons

Of course, the planning will always be tightly linked to the perception method. 
However, some general classifications can be made. Firstly one can decide between 
methods that provide insight (white-box) models by having a limited set of rules, that 
a system designer can understand, while on the other hand there are black box mod-
els, that only give input–output relations and don’t give you meaningful insight to 
their inner workings.

To achieve a working interaction, we must ensure, that the behavior of the exo-
skeleton is sufficiently predictable for the operator, such that he can create an internal 
model of the system and allow him to perform anticipatory action. Wherever this is 
not feasible, because of the underlying complexity of the task, it is important, that 
the planning algorithm provides sufficient insight, such that the operator can be given 
feedback about the systems state and know what behavior to expect.

To give the user insight into the internal states of the exoskeletons torque estima-
tion, we propose to structure it as a gain scheduling controller [see Fig. 3]. Assuming 
in each situation where the tasks general requirements do not change, one can primar-
ily derive the target interaction force from the joint angles. However, any changes in 
these parameters by the gain scheduler shall be communicated to the user either by 
dedicated feedback through an HMI or by dedicated force feedback, which the user 
can decode.

4.4  Acting Methods for Exoskeletons

The prime acting method of an exoskeleton is applying force to its actuators. This 
serves both the purpose of meeting the primary design goal and allows for distinctive 
haptic feedback. This can be used to feedback internal states by modulating the target 
force (see Fig. 5) Other forms of acting might comprise visual or audio feedback.

Fig. 3.  Sense-plan-act applied in a control loop allowing for environmental awareness and 
feedback of internal states to the user as force feedback or via a user interface
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5  Conclusion

By looking at other types of interaction in joint tasks, we have established the need for 
feedback and predictability. While previous work in adaptive exoskeletons has mainly 
focused on sensing, planning, and learning of the exoskeleton, we have highlighted 
that feedback to user is of at least the same importance as the perception of the exo-
skeleton. Furthermore, we have discussed the role of the system designers in formali-
zation of goals for an iterative optimization algorithm.

To allow the exoskeleton to be predictable, we proposed a situation aware gain 
scheduling controller, that allows the slow adaption within a task set and signals the 
user any rapid change between operation modes via multi-modal feedback.
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Abstract.  Machine learning models trained to predict certain outcomes bear 
great potential in a variety of applications. This research takes a step to ele-
vate the hot forming technology of radial-axial ring rolling towards a fully dig-
italized and even more efficient forming technology. For successful machine 
learning the preprocessing step is essential. This paper presents current 
research regarding the most promising preprocessing approaches of time series 
data for the specific use case of classifying form errors of the radial-axial ring 
rolling process. By predicting form errors (in-situ), scrap and rework rates can 
be lowered due to an alert by the model for form errors in advance of a poten-
tial error, thus contributing to a more efficient industry. The data used exists 
in form of time series from log-data of an industrial used, single ring rolling 
machine. Concluding, the proposed preprocessing approaches are evaluated by 
comparing different model performances, trained on actual production data.

Keywords:  Machine learning · Radial-axial ring rolling · Preprocessing

1  Introduction

Machine learning models achieved great results in a variety of research areas but have 
yet to proof their explicit usage in many production environments and use cases [1]. 
By merging the highly complex and multidimensional hot forming of radial-axial ring 
rolling (RARR) with machine learning models to predict a quality outcome of the 
process, a step is taken to push data driven models into the area of ring rolling. The 
complexity of the process is high, mainly to temperature effects in the hot forming 
of the ring at about 1200 °C, the two opposing rolling gaps (radial and axial) as well 
as the influence of improper stock materials and variations in the process chain. In 
the area of radial-axial ring rolling, the use of data driven methods such as machine 
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learning models has not been popular, due to the fact that this sector lacks a broadly 
applied data analysis strategy [2]. This is why the proposed research carried out on a 
dataset of real production data (of thyssenkrupp rothe erde) is a big step forward to 
proving the usability of machine learning models for the production of  radial-axial 
rolled rings. The presented approach of preprocessing the ring rolling dataset con-
sists of a comparison of the three standardization methods: min–max-scaling, 
 z-score-normalization and no preprocessing at all. In addition to those normalization/
standardization methods, the models at hand are used to compare different approaches 
to align all time series to an equal length. The data at hand is real-world production 
data and every sample is unique as geometric shapes differ, thus do process times 
resulting in different length time series. A general approach for dealing with vary-
ing length time series is given by TAN ET AL. [3]. The overall structure of the paper 
ranging from data-acquisition on the process-level to validation of the proposed meth-
ods is depicted in Fig. 1.

2  Related Work

Artificial intelligence (AI) and especially methods of machine learning (ML) as a sub-
category of AI have become the focus of research and spotlight within the industry 
in recent years. A lot of euphoria is certainly expressed due to the success in the field 
of image recognition, yet recent domains in the factory environment using ML are 
scheduling problems [4, 5], predictive quality [6, 7] and process control and optimiza-
tion [8, 9]. The field of time-series analysis used for process control and optimization 
by HWANG ET AL. is an subtopic of ML with great potential for manufacturing pro-
cesses [9] as modern machines provide a lot of data in form temporally related sensor 
readings of the manufacturing process. This success of machine learning in general 
and time series analysis in particular are the baseline motivation for the presented 
approach.

As for general research in the subdomain of time series classification (TSC), 
new algorithms have been developed in the last years such as the COTE-Ensemble 
by BAGNAL ET AL. [10]. Later, additional developments were carried out by means 
of a hierarchical voting system resulting in HIVE-COTE by LINES ET AL., which 
has become one of the state-of-the-art algorithms/ensembles for TSC [11]. A compari-
son of the performance of different algorithms was performed on different time-series 
benchmark data sets of the UCR Time Series Archive [12, 13]. Due to the success of 
neural networks, especially in the field of deep learning (neural networks with several 
hidden layers) in many areas, they have been adapted to the field of TSC. FAWAZ 

Fig. 1.  Concept figure of conducted research using machine learning in RARR
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ET AL. have investigated the applicability of neural networks (especially multi layer 
perceptron; convolutional neural networks and echo state networks) for the solution 
of TSC related problems [14]. The presented success of deep learning models is the 
reason for the implementation of different deep learning models into the conducted 
experiments that are described in Sect. 3.5.

Within TSC, there is the early time series classification, meaning a classifier issues 
a classification of the state before the end of the actual time series [15]. This form of 
TSC is particularly suitable for the research project under consideration here, in which 
a production process is predictive or even preventive on-line, i.e. already during the 
production process, in order to obtain a statement about the result with regard to a 
quality criterion. The research in this area ranges from different approaches to gen-
erate the temporal inputs (feature) by MORI ET AL., to an analysis of multivariate 
instead of merely univariate time series by HE ET AL. and LIN ET AL. [16–18]. A 
different approach has been taken by RUßWURM ET AL. by proposing a complete 
end-to-end approach using neural networks. The advantage of such an approach is the 
reduced manual effort of extracting temporal inputs of the time series [19]. The pre-
sented transition from a time series classification task to an early time series classifi-
cation task could be a viable option for the field of RARR in the future and needs to 
be analyzed further.

However, the application of TSC in the hot forming sector of RARR has yet to be 
further researched as shown by a study in 2019 [2].

3  Preprocessing of RARR Data for TSC

Before going into further detail about the methods and models that are being used, it 
needs to be stated that the aim of this paper is not to find the one and only, best work-
ing algorithm with already tuned hyperparameters. The aim of this paper is to investi-
gate the best approach of working with RARR data regarding an alignment of lengths 
and normalization/standardization approaches. Neither is the evaluation of best input 
parameters, nor finding the best model the aim of this paper, as this will be addressed 
in future work once a bigger dataset becomes available. Due to this fact, the models 
explained and later trained are not tuned at all so they give a general answer to the 
question which of the chosen methods works better in this specific domain of time 
series data in RARR.

3.1  Definition of the TSC-Problem

Before starting with the description of the dataset and preprocessing steps that are 
being used, a definition of the used TSC-problem for RARR in reference to FAWAZ 
ET AL. and their definition of TSC must be given [14]. The complementary defini-
tions are the following:

Definition 1: A univariate time series X = [x1, x2, …, xT] is a timestamp ordered 
set of real values with a sampling rate of 10 Hz. The length of X is equal to the real 
values T depending on the individual rolling time of each ring in milliseconds. Each 
univariate time series represents a logged channel of the RARR process.
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Definition 2: A dataset D = {(X1, Y1), (X2, Y2), …, (XN, YN)} is a collection of 
corresponding pairs (Xi, Yi) with Xi either being a time series and Yi its target variable 
vector. The classes for now are defined as a binary classification task of either “no 
ovality” or “ovality”.

In the following, Definition 1 and Definition 2 are used to form a baseline dataset 
containing time series (of different length) in their raw format with their correspond-
ing target variable. This baseline dataset and the conducted preprocessing methods to 
form twelve different datasets of different preprocessing combinations are discussed 
further.

3.2  Dataset

The dataset consists of 197 representative log-samples from industrially rolled rings 
at thyssenkrupp rothe erde. Every rolled ring was measured using a laser-based 
3D-measurement unit. From this quality inspection a target regarding ovality was 
derived for every sample. The target was calculated by using an internally defined 
threshold and the measurement data for each rolled ring. The dataset consists of repre-
sentative samples forming an evenly distributed dataset, resulting in 99 samples with 
no ovality and 98 samples with ovality. Furthermore, all samples of the dataset were 
initially validated regarding their usability as comparable conditions have to be guar-
anteed. Such conditions can either be a defect in the production chain resulting in a 
not representatively rolled ring or a machine error due to which too much time passes 
before the already cooled ring is measured resulting in different geometric results.

Due to the (up till now) small size of the dataset a randomly distributed 
 train-test-split ration of 80/20 was chosen. The 197 representative samples are taken 
from one production day and represent eight different geometrical shapes in total with 
differences in diameters, wall thickness and height.

Experiments are based on the ring-growth-rate input feature resulting in a dataset 
of univariate time series of different lengths. The dataset is subject to a confidentiality 
agreement and must therefore not be made available to the public.

3.3  Feature Scaling

For the aspect of feature scaling within data preprocessing there are three different 
approaches used. All of the later described are validated in the experiment Sect. 4.

No Scaling at all was used to keep raw data and see whether there is an improve-
ment or decrease in accuracy as compared to this baseline approach.

Standardization or Z-score normalization rescales all values within one univar-
iate time series so that this univariate time series has zero mean and a standard devi-
ation of one. This scaling helps to compare different measurements of different units 
(especially for a multivariate approach). This is done using the following equation:

(1)zi,standardized =
Xi − µ

σ
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This results in time series that all share the characteristic of having zero mean and a 
standard deviation of one, yet their ranges are not fixed between specific limits.

Min–max scaling or normalization rescales all values within one univariate time 
series to a fixed range. The range used is [0, 1] and is done by the following equation:

A combination of standardization and normalization (i.e. rescaling the range of an 
already standardized dataset) is not conducted as the individual feature scaling influ-
ence in conjunction with the following resampling methods is the focus of the con-
ducted research.

3.4  Resampling

In the following, three common techniques for aligning time series data to an equal 
length are presented, as well as one proposed technique for the use case of RARR.

Backpadding is a technique were each individual time series is filled with zeros 
at the end of the time series to a maximum length depending on the longest time 
series available in the dataset.

Frontpadding is a technique were each individual time series is filled with zeros 
at the front of the time series to a maximum length depending on the longest time 
series available in the dataset.

Uniform scaling is a technique were each individual time series is interpolated to 
a given step size. To apply this to all time series a TimeSeriesResampler by Tavenard 
et al. was implemented [20].

Phase-Scaling is an individually developed technique to stretch each time series 
to a total length that equals the longest time series available in the dataset. This tech-
nique was developed with regard to domain expertise, utilizing the rolling state bit 
value inside each log-dataset. This rolling state bit value tracks the present rolling 
phase which can be divided into the four phases of: roll-up phase, main phase with 
constant ring-growth rate, main phase with reduced ring growth-rate and rounding 
phase [21]. The phases were scaled according to statistical characteristics of the entire 
data set. Those characteristics are mean and standard deviation of the phase length 
relative to each individual sample length. The characteristics were extracted using the 
whole dataset and have formed the basis for the phase-scaling approach on each indi-
vidual sample.

Figure 2 visualizes all proposed techniques using the same sample from the data-
set and transforming it using the described approaches.

(2)xi,normalized =
xi − xmin

xmax − xmin

Fig. 2.  Comparison of all techniques used to align RARR time series



492    S. Fahle et al.

This results in time series with comparable rolling phases and thus resulting in 
comparable time series of equal lengths. The advantages in mind while developing this 
technique are: for distance based algorithms the addition of zeros at the end or front of 
the time series might influence their performance as time series can be equal in length 
thus needing same padding but being completely different regarding their rolling pro-
cess and quality outcome. Moreover, the process must consist of the regarded phases 
and therefore all equally long phases throughout all time series should increase compa-
rability between different geometries and thus time series lengths. The biggest noticea-
ble effect is the alignment in the rounding phase as it can be seen in Fig. 3 by all time 
series dropping at the exact same timestamp at about 480.

3.5  Used Models

Regarding the models used in the later experiments it was ensured that models of dif-
ferent types were implemented and used for the validation of the preprocessing steps. 
All implementations of algorithms were implemented in Python using different librar-
ies especially sktime by LÖNING ET AL. [22].

Distance-based models are algorithms where there is some kind of distance 
metric used to compare time series. The classifier then uses the distance meas-
urement as the input for its classification task. As for distance-based models a 
 k-Nearest-Neighbor with dynamic time warping as its distance metric and a proximity 
forest have been implemented [23].

Dictionary-based represented by BOSS in our case uses windows to slide over 
time series and represent those in the form of a word. In contrast to other models, 
BOSS uses a discrete fourier transform on each window and subsequences are discre-
tized using multiple coefficient binning [24].

Interval-based models use summary statistics (mean, standard deviation and 
slope) of intervals as features for a random forest approach. This paper used two dif-
ferent time series forests with 50 and 100 numbers of trees implemented [25].

Shapelet-based models transform time series into small shapelets. This shapelets 
then serve as local, phase-invariant subseries. Further, these shapelets are then ana-
lyzed regarding similarities. The implemented shapelet model consists of a shapelet 
transform in conjunction with a random forest [26].

Deep-learning based models represent neural network architectures with several 
“hidden” layers. The implemented architectures of a multi layer perceptron (MLP), 

Fig. 3.  Phase-scaled time series in contrast to original time series



Research on Preprocessing Methods for Time Series    493

time convolutional neural network (CNN), fully convolutional neural network (FCN) 
and resnet architecture were originally implemented by FAWAZ ET AL. [14].

4  Experiments

To validate the earlier described approaches of preprocessing steps for the task of 
classification within RARR, several models were trained. To further support the sta-
tistics of the conducted experiments the shown results represent the aggregated mean 
and standard deviation with regard to all models’ accuracies of five separate model 
trainings each. The analysis will be separated with special regard to the best working 
dataset for all algorithms as well as a grouped result by each model showing its best 
working dataset.

The conducted experiments and their results are depicted in Table 1. The results 
are ordered descending and include all conducted model-trainings. As there are twelve 
datasets and eleven classifiers used with five model trainings each (12 datasets, 11 
classifiers, 5 runs = 660 individual model trainings), Table 1 shows the accuracy of 
all classifiers and all model trainings grouped together by datasets for the test set. The 
accuracies of all runs and classifiers were aggregated into the columns “Mean” and 
“Std” as the intent is to find the best preprocessing technique for a dataset in RARR 
regarding classification accuracy in general and not the best working classifier, yet. 
Only the “MAX” column shows a non-aggregated value displaying the highest “single 
run accuracy” for each dataset by any classifier on the test set.

It can be seen that the proposed technique of phase-scaling works best of all tech-
niques in conjunction with a standardization, regarding not only mean accuracy but 
also scoring the highest over-all single run accuracy with 0.825. The standard devia-
tion for the proposed technique in conjunction with standardization is mediocre and 
by far neither the best nor worst. Notably, the lowest standard deviation of all datasets 
is reached by the raw features in conjunction with phase-scaling with a value of 0.046.

Table 1.  Experimental results grouped by dataset

Dataset Mean Accuracy
Std

Max (single run)

Standardization + Phase-scaled 0.703 0.059 0.825

Standardization + Resampled 0.676 0.079 0.775

Normalization + Backfilled 0.667 0.085 0.800

Raw + Frontfilled 0.648 0.068 0.800

Normalization + Frontfilled 0.633 0.051 0.750

Standardization + Backfilled 0.630 0.060 0.750

Normalization + Phase-scaled 0.625 0.062 0.725

Raw + Backfilled 0.624 0.069 0.750

Raw + Phase-scaled 0.620 0.046 0.700

Raw + Resampled 0.615 0.058 0.725

Normalization + Resampled 0.614 0.091 0.800

Standardization + Frontfilled 0.590 0.049 0.675
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By looking at the results it can be seen that all alignment methods as well as all 
feature scaling approaches have a broad spread of accuracy. This leads to the proposal 
of the utilization of phase-scaling in combination with standardization as a baseline 
when starting a classification task in RARR regarding quality issues by scratch. This 
shows that the domain expertise in form of using a process specific feature as input 
for an alignment method results in better or at least similar results than generally pro-
posed methods. Yet, this should only serve as a guideline and individual experiments 
should be conducted.

To illustrate the performance of all classifiers a critical difference diagram and 
its implementation by FAWAZ ET AL. is used with a Holm’s alpha of 5% [14]. All 
classifiers have not been hyperparameter tuned and thus their hyperparameters remain 
the default values of their implementation in tslearn and sktime(-dl), An excep-
tion has to be made regarding time series forest classifiers (TSF_50/TSF_100) and 
 k-Nearest-Neighbor (1-NN/3-NN) classifiers as the number in their name indicates 
the number of neighbors (NN) or estimators (TSF) used.

The critical difference diagram of all 660 experiments shows the average com-
puted ranks in terms of accuracy for the used classifiers on the top scale with the best 
classifier having the lowest rank (most right position). A thick horizontal line indi-
cates a clique of classifiers that are not-significantly different with regard to accuracy.

As can be seen in Fig. 4, the overall best working classifier is the time series for-
est with 50 estimators, yet there is no critical difference between all classifiers. The 
highest individual classification accuracy of 0.825 (cf. Table 1 column “Max”) was 
reached twice. Once by the shapelet transformation model and once by the time series 
forest model with 100 estimators, both on the standardized and phase-scaled dataset. 
The lack of a critical difference using the the wilcoxon-holm pairwise test can occur 
due to the small size of used datasets as well as the (intentionally) left out hyperpa-
rameter tuning of the classifiers.

5  Conclusion

We have conducted 660 different model trainings to investigate the best preprocess-
ing steps for a time series classification task in the domain of RARR on a real world 
dataset from industry. The dataset consists of (as for now) 197 samples of thyssenk-
rupp rothe erde with variable lengths. We propose a domain expertise based alignment 
method for time series in RARR consisting of a ring rolling phase-scaling. The results 

Fig. 4.  Critical difference diagram for all classifiers
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of the conducted experiments show that our proposed alignment method in conjunc-
tion with a standardization works very well, reaching the highest average accuracy 
score for all implemented models of 0.703 and highest single run maximum accu-
racy score of 0.825 as well. Yet, the difference to other combinations was not drastic 
enough, underlining the relevance of domain expertise in the domain of preprocessing 
in machine-learning tasks. A final recommendation cannot be given at this moment 
as the results do not show significant differences and are therefore in need of further 
analysis in the future.

Nevertheless, this work shows a clear trend of the proposed phase-scaling pre-
processing method works very well for the used data of the RARR process and can 
therefore be used as a good baseline preprocessing method when starting a time series 
classification in RARR from scratch.

6  Future Work

Future work will be driven towards a bigger dataset by integrating more production 
data to investigate the problem of quality classification in RARR further. A focus will 
be on the capabilities of deep-learning models as dataset size grows. Moreover, fur-
ther analysis will be conducted whether a multivariate approach results in better accu-
racies and thus to what extend different input features show higher significance.
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Abstract.  The majority of aircraft rivet holes are drilled with semi-automatic 
and manually controlled, pneumatically driven machines as full automation is 
often unsuitable due to workspace restrictions. Lightweight materials of diffi-
cult machinability complicate drilling. This is particularly relevant when drill-
ing stack materials, where the machining parameters are determined by the 
most difficult to machine material layer. To provide reliable rivet connections, 
drilling in multiple steps, use of minimum quantity lubrication as well as sub-
sequent manual deburring and cleaning are indispensable. Newly developed 
electrically driven semi-automatic advanced drilling units (ADUs) enable intel-
ligent process layouts and online condition monitoring by evaluating integrated 
sensor data. Additionally, process parameters can be adapted to suit each mate-
rial in the stack.

In this paper, machine learning is applied to ADU sensor data to predict 
cutting forces and process conditions based on the internally measured currents 
of the ADU’s electric motors. The application of machine learning to ADU 
data is beneficial as drilling in the aerospace industry shows high repeatabil-
ity and many produced holes, providing a large dataset. The machine learn-
ing methods linear regression, artificial neural network and decision tree are 
applied to force prediction. Furthermore, the k-nearest neighbour method is 
used to predict material, feed rate and lubrication state. Process monitoring 
based on the presented results minimizes manual control and rework by the 
identification of process deviations, resulting in a comprehensive quality assur-
ance as well as optimal tool life exploitation. This leads to a step change in 
semi-automatic drilling of aircraft structures by overcoming a major productiv-
ity limitation.
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1  Introduction

In spite of the current situation in the aerospace industry, forecasts predict a 
 medium-term rebound in the world aircraft demand in addition to already high back-
logs of aircraft orders, requiring a future growth of production rates on the industries’ 
existing assembly lines [1]. Here, the manufacturing of precision-boreholes for rivet-
ing in structural assembly is crucial with respect to lead time and cost. The automa-
tion level of the associated drilling processes is already high in easily accessible work 
environments such as shell production. Other workspaces such as closed structures 
(boxes) and final assembly lines only allow for medium or low degrees of automation. 
In these workspaces, the use of novel, electrically driven, semi-automatic Advanced 
Drilling Units (ADUs) is expected to contribute to an increase in productivity and reli-
ability. In contrast to the currently used pneumatically driven ADUs, process param-
eters can be adapted along the feed path, offering complete control of the drilling 
process. This leads to a quality increase, reducing the need for rework or even part 
replacement. Moreover, the introduction of electric drives is supposed to replace time- 
and  cost-intensive manual quality monitoring by in-process condition monitoring 
based on internal sensor data, presumably reducing manufacturing concessions. These 
cost Airbus approximately 400 million EUR per year, while 50% of the concessions in 
the production of the Airbus A350 were due to drilling errors [2].

State of Technology. Since the 1990s, several authors have shown that machine 
learning (ML) may be applied to machining processes. ML methods such as artificial 
neural networks (ANN) enable even complex relationships to be identified from eval-
uated external sensors’ data, e.g. to predict tool wear [3]. Depending on the situation, 
data from internal machine sensors can also provide sufficient accuracy, e.g. to predict 
specific cutting forces in milling only from the utilization factor of spindle power [4]. 
Recent developments of ML in machining are presented by [5]. The investigations are 
particularly far-reaching in the fields of milling and turning [5, 6].

ML has also been applied to study drilling processes. Neto et al. used a multilayer 
perceptron to predict borehole diameters in Ti6Al4V/Al2024 stacks using data of cut-
ting force, spindle motor power, acoustic emissions and process vibrations [7]. Shaban 
et al. estimated typical quality parameters during drilling of quasi-isotropic CFRP lam-
inates based on feed force and cutting torque data [8]. Kim et al. used statistical quanti-
ties of the spindle motor power to classify the state of chip disposal in S45C steel with 
ANNs [9]. Caggiano et al. extracted fractal and statistical features of feed force and 
cutting torque to predict flank wear land width VB with ANNs [10]. Another study by 
Caggiano et al. in [11] predicts VB with ANNs after using principal component analy-
sis on statistical features of feed force, cutting torque and acoustic emission.

Objectives. In this context, the paper focuses on the implementation of process 
monitoring in semi-automatic drilling using ML. In contrast to the presented state 
of the art, only internal sensor data, specifically internally measured motor cur-
rents, are used to determine process forces and monitor process properties (e.g. feed 
rate). The scope of the investigation is deliberately close to aircraft industry stand-
ards. Therefore, it provides the basis for intelligent, semi-automatic drilling processes 
with electrical ADUs, which are expected to significantly reduce process times while 
increasing drilling quality and tool life exploitation.
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2  Experiments and Process Database

Drilling experiments were conducted to provide a database for ML investigations. 
Electric currents of internal motors for feed and rotational spindle movement of the 
SmartADU (a new type of ADU from Johannes Lübbering GmbH) and external feed 
force and cutting torque measurements by a dynamometer Kistler Type 9272 were 
recorded separately. The test setup in Fig. 1 features a test rig in which the ADU is 
clamped in a drilling mask above the test material, imitating the industry’s operating 
conditions. Material samples are clamped on a jig which is bolted to the dynamome-
ter. To mechanically decouple ADU and dynamometer, the machine’s clamping sys-
tem (concentric collet) was kept at a small distance to the material sample, allowing 
only the drill bit to transmit forces. The ADU’s peck feed system superimposes axial 
oscillation on the conventional tool rotation at a frequency equal to 1.5 times the spin-
dle speed. This improves chip removal and reduces damage to the bore surface. Laser 
sensors Micro-Epsilon ILD2300-10 were used to guarantee stable peck feed and cut-
ting conditions.

In contrast to other industrial electric ADUs, SmartADU has two DC motors, a 
180 W motor for the feed movement and a spindle motor with a rating of 2 kW, pre-
dominantly used for turning the spindle. Via a supply box, the ADU is connected to 
power supply, compressed air for internal tool cooling, minimum quantity lubrication 
(MQL) and the central control system which is used to set drill parameters and evalu-
ate the two motor currents measured by internal sensors.

A diamond-coated cemented carbide tool with a diameter of 4.78 mm and a point 
angle of 120° was selected for the experiments. Test stripes from two typical aero-
space materials, aluminium (Al7075, t = 6 mm) and titanium (Ti6AlV4, t = 4 mm) 
were drilled. Cutting parameters for the test series listed in Table 1 are based on 
industrial practice. Motor currents of the ADU were internally recorded at its 

Fig. 1.  System components of the experimental setup for drilling with SmartADU, see [12]
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maximum sample rate of 100 Hz while cutting torque and feed force were externally 
measured at a sample rate of 5 kHz (separate recordings without time synchronization 
were necessary due to missing sensor data output of the ADU). MATLAB was used 
for data pre-processing, model design, calculations, and evaluations. To avoid infor-
mation losses of dynamometer data, the ADU data was interpolated to a sampling rate 
of 5 kHz.

Data pre-processing of sensor signals is crucial before using them as input param-
eters for ML algorithms. For this purpose, the signals of ADU and dynamometer were 
first synchronized using signal correlation between feed motor current and feed force. 
Subsequently, trimming to the relevant signal range from just before tool entry to just 
after tool exit was performed. Low-pass filtering of the data was applied to remove 
noise and high-frequency (e.g. peck feed) oscillations, thus obtaining the mean meas-
ured motor currents as input parameters for the ML models. For comparison, two 
different filters were applied for this purpose: A moving average (window size: 3500 
samples), as typical and frequently used smoothing filter and a first-order Butterworth 
filter (cut-off frequency: 0.5 Hz), which is already implemented in the internal data 
processing of the ADU. Feature scaling was applied to the data before splitting it into 
sets for hold-out validation, which is suitable for large datasets [13]. For training, 
cross-validation (CV) and test sets, bin sizes were 60%, 20% and 20%, similar to [10].

3  Application of Machine Learning Methods

Based on the prepared data sets, the performance of LR, ANN and DT to pre-
dict cutting forces is compared. Afterwards, the KNN method is applied to process 
monitoring.

As force and process monitoring is supposed to be continuous in the future, i.e. 
possible at any time and in any operating situation (tool entry, full cut, tool exit), real 
time values of available features are used in the following approaches.

3.1  Feed Force and Cutting Torque Prediction

Feed force Ff and cutting torque MC are the characteristic quantities of the drilling 
process and allow the estimation of process properties such as tool wear [10, 11]. 
Thus, their accurate prediction is necessary for the assessment of process quality 
if direct measurements (e.g. with load cells) are not applicable, as is the case with 
ADUs.

The prediction of Ff and MC using currents of feed motor IFM and spindle motor 
ISM is based on the correlation of mechanical and electrical power

Table 1.  Drilling experiments and cutting parameters

Exp. Amount Material n [rpm] f [mm/rev] PF [%] MQL [%]

1 30 Ti6Al4V 600 0.03, 0.05, 0.08 100 0

2 30 Ti6Al4V 800 0.03, 0.05, 0.08 100 0

3 15 Ti6Al4V 600 0.05 100 1, 50, 100

4 10 Al7075 600 0.05 100 0
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assuming DC motor losses to be a quadratic function of the motor currents, yielding

as the decisive equation for feed force prediction and

for the cutting torque, assuming that both powers are predominantly proportional to 
the respective motor current using an unknown transmission function. In the end, this 
relationship is predicted by LR, ANN and DT. Apparently, tool feed f and spindle 
speed n are influential and should be considered as features. Consulting Fig. 2, it is 
evident that Ff is dictated primarily by IFM and f, whereas MC depends mainly on ISM, 
matching the assumption of Eq. (2) and (3). Nevertheless, the best later predictions of 
Ff and MC used both IFM and ISM, indicating a relationship as the motors collectively 
act on a single planetary gear, resulting in potential mutual interactions.

Data with n = 800 rpm  are not plotted in Fig. 2 and neglected in later model train-
ing due to amplitude modulation of the measured spindle current signals occurring at 
this speed, leading to a non-linear relationship between ISM and MC. The cause of this 
effect is unclear and requires further investigations but is suspected in signal digitization 
at the low sampling rate of the internal ADU sensors without hardware filtering.

(1)Pmechanical= Pelectrical − Ploss,motor − Ploss,other = U · I− R · I2 − Ploss,other,

(2)Pmechanical,Ff = Ff · f · n =

(

U − R · IFM −
Ploss,other,FM

IFM

)

· IFM

(3)Pmechanical,MC
= Mc · 2 · π · n =

(

U − R · ISM −
Ploss,other,SM

ISM

)

· ISM

Fig. 2.  Ff and MC over time with corresponding motor currents for feed of f = 0.05 mm (left); 
filtered Ff and MC over corresponding filtered motor currents at different feed rates (right)
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Therefore, smoothed current signals, feed rates as well as machining time are 
available as features for the force prediction. Here, consideration of the normal-
ized machining time t, reaching from 0…1 for every drill hole, enables to distinguish 
between different drilling situations (tool entry, full cut, tool exit). In the case of feed, 
the inverse value is used, corresponding to Eq. (2). Different combinations of IFM, ISM,  
1/f and t as well as quadratic and interaction terms (e.g. I2FM or IFM · ISM) were tested for 
the ML methods of LR, ANN and DT. In addition, method specific settings were systemat-
ically varied. These were neuron and layer amount for the ANN, the type of terms in linear 
(and quadratic) regression and minimum leaf size of the DT. The corresponding models 
were implemented in MATLAB using functions of the Statistics and Machine Learning 
Toolbox (e.g. “fitlm”, “fitrtree”) and Deep Learning Toolbox (e.g. “trainNetwork”).

After applying the training set to different model settings and feature sets, the 
minimum root-mean-square error (RMSE) of the cross-validation set was used to 
choose the final model configurations. Performance was then confirmed with the test 
set. The evaluation was carried out with data from the first experiment set in Table 1.

A performance analysis of the three ML methods trained with data from exp. 1 (tita-
nium, f = 0.03, 0.05, 0.08, smoothed by moving average) is shown in Fig. 3. Solid lines 
show the real and predicted values of Ff and MC for a drilling process in titanium from 
the test set. Dashed lines represent real and predicted values of a drilling process in alu-
minium, using the models trained for titanium. The application to aluminium data was 
done to underline the scope of different types of models depending on their training set. 
RMSEs were calculated after the application of the trained models to training, CV and 
test set data in titanium (exp. 1) and for the full data set in aluminium (exp. 4).

Fig. 3.  Performance of ML methods in titanium and aluminium trained with exp. data set 1 
(containing only titanium); top: predictions of Ff and MC for feed rate of f = 0.05 mm; bottom: 
RMSE of the complete set of exp. 1 (titanium) and exp. 4 (aluminium)
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The LR method, which is the basic ML approach, transparently shows the rela-
tionship between features and output. It revealed that the consideration of quadratic 
and interaction terms of IFM and ISM in addition to standard linear terms significantly 
increases the model quality. Squared motor currents have negative scaling factors θi 
for Ff and for MC after training which corresponds to the theoretical considerations 
on the losses in the DC motors in Eq. (1). In contrast, quadratic and interaction terms 
without one of the motor currents increase model accuracy only slightly. The final LR 
model with features Xi chosen for the training is

In the application of ANNs, using all possible 14 input features, thus considering all 
four essential features (IFM, ISM, 1/f and t) as well as their interaction and squared 
terms, has proven to be favourable. Different architectures with one and two hidden 
layers as well as varying numbers of neurons were systematically tested and evalu-
ated by lowest cross-validation set RMSE. Here, large networks proved to be prone 
to overfitting. In the end, a network architecture with one hidden layer and a neuron 
number of [1, 5, 14] for Ff and [1, 7, 14] for MC was chosen. This confirms statements 
by [14]. The properties of the ANN are shown in Table 2.

While DTs provide the best representation of the training data sets, the prediction 
accuracy deteriorates when applied to unknown data, i.e. the test set. This indicates 
overfitting, a typical behaviour of DTs [15]. By changing the characteristic DT prop-
erty “minimum leaf size” to 50, the tree depth could be limited, reducing overfitting. 
Nevertheless, LR and ANNs behave more uniformly than DTs which is reflected by 
similar RMSEs among training, CV and test data sets as well as continuous prediction 
behaviour in the upper plots of Fig. 3 compared to the DT predictions.

The good performance of LR for aluminium and the only marginally worse per-
formance in titanium compared to ANN and DT indicates that the chosen LR config-
uration can describe physical effects of Eq. (2) and (3) adequately. In contrast to LR, 
there is no direct interpretability of the model for ANNs and DTs.

On the other hand, ANNs and DTs performed better than LRs for the experiments 
with n = 800 rpm, where amplitude modulations appeared, leading to discontinuities 
in the internally measured current signals. LR, which cannot map nonlinear behav-
iour, shows a better performance with stronger smoothing of the distorted motor 

(4)YLR =
∑

θiXi;X =

{

1, IFM, ISM, IFM · ISM, I2FM, I2SM, IFM · t, ISM · t,
IFM

f
,
ISM

f

}

Table 2.  Properties of the ANNs for prediction of Ff and MC

Property Value

Maximum number of epochs 3000

Activation function leakyReLu

Initial learning rate 0.1

Learning rate drop per 10 epochs 0.99

Input features IFM, ISM, 1
f
, t, IFM · ISM, I2FM, I2SM,

IFM · t, ISM · t, IFM
f

, ISM
f

, 1
f2

, t2, t
f
,



504    L. Köttner et al.

current signals by Butterworth filtering compared to moving average smoothing. DTs 
and ANNs, which better capture nonlinearities, showed almost no performance differ-
ences between the two filter types.

In summary, the use of an LR model with quadratic, linear and interaction terms 
is recommended for this use case. For non-linear signal behaviour, the use of ANNs 
is recommended for a reliable prediction of the forces. This is particularly important 
if further characteristics or specific values for automatic process monitoring (e.g. tool 
breakage detection) shall be derived from the forces. DTs are less suitable since they 
are prone to overfitting and erratic prediction while being limited in the output to the 
maximum values of the training response.

3.2  Process Monitoring of Feed Rate, Lubrication State and Material

Feed rate, lubrication, and material have a major influence on drilling process, qual-
ity and tool wear. Thus, identification of these parameters is crucial in process mon-
itoring, for which k-nearest neighbour (KNN) was applied to classify discrete states. 
KNN is a supervised classification method which assigns a given new data point with 
its features to a majority class of the nearest number (=“k”) of already classified data 
points in the neighbourhood [15]. The model was also implemented in MATLAB 
using functions of the Statistics and Machine Learning Toolbox (e.g. “fitcknn”). Both 
motor currents (IFM and ISM), machining time t and spindle speed n were used as 
model features. For feed prediction, IFM was left out as to show prediction for ADUs 
without separate feed motor is possible. Spindle speed was included as the complete 
training set of Table 1 was used. Feature scaling in terms of mean normalization was 
applied to the input data in order to gain a balanced feature influence.

As model specific parameter, the Euclidean distance metric is used. The number 
of neighbours was varied in the range K = 1…20, showing no significant impact on 
prediction quality. A higher number of nearest neighbours for the classification is 
expected to disturb the prediction through a higher probability of including outliers 
from distant classes. Class estimation (MATLAB “predict” function) for new data on 
a trained model was almost instant, demonstrating the applicability of this algorithm 
for real-time monitoring in a production line.

Feed Rate Prediction. The motor of industrially common single-engine ADUs acts 
on an exchangeable gear box which drives feed movement as well as spindle revolution. 
With the objective to conclude the value of acting feed of this gear box, a KNN model 
was established using ISM and omitting IFM. As most of the motor power is used for 
spindle revolution, the motor current of single-engine ADUs can be compared to ISM 
of SmartADU (this is reflected by the power rating of SmartADU’s two motors, see 
Sect. 2). Surprisingly, the prediction is precise, although the ratio of cutting and feed 
movement powers changes along the feed path, mainly in the entrance and exit phase, 
see also Fig. 2. Identification of the momentary feed offers the possibility to monitor if 
the correct feed gear from the work plan is in use. It was observed that the feed rate can 
be predicted with a maximum error rate of about 14%, see Fig. 4.
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Lubrication Monitoring. Lubrication is vital for certain materials regarding 
tool lifetime and quality of the produced parts. Drilling processes with a machine 
lubrication setting of 0 and 1% (using only pressurized air) in Fig. 4 were defined 
as “Lubrication Off”, the others in exp. 4 as “Lubrication On”. The KNN modelling 
shows an error rate between 4 and 6%, having IFM as an additional feature compared 
to feed prediction.

Material. By recognizing the stack composition and comparing it with e.g. the 
CAD-data of the current, position-tracked borehole, a reliable quality assurance is estab-
lished. Furthermore, the recognition of the material can be used to adapt the cutting 
parameters to enable a material-dependent machining of the present stack. The material 
is recognized most accurately with error rates between about 4 and 5%, see Fig. 4.

In conclusion, KNN modelling offers a reliable prediction of feed, lubrication 
state and material composition of the underlying stack if statistically appropriate num-
bers of training examples are available. Clearly, prediction errors for feed in Fig. 4 do 
not primarily appear during the full cutting period. A more specific selection of test 
data would improve the classification result. To improve model performance, a study 
on the number of neighbours could be helpful, giving a hint for the ideal data and 
sampling reduction ratio. An analysis of misclassification locations could improve the 
model further.

4  Summary

In this paper, different machine learning methods have been applied to drilling pro-
cesses with an Advanced Drilling Unit featuring two electric motors. ANN, DT and 
LR were used to predict feed force and cutting torque. The training was based on 
internally recorded motor current signals from cutting experiments in titanium. LR 

Fig. 4  True and predicted states of feed, lubrication and material determined by KNN-
algorithm for an exemplary drill hole in titanium (for visualization purposes, one of the less 
accurately predicted drill holes was used)
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modelling showed general applicability by accurate predictions even in aluminium, 
though it was only trained with titanium data. ANNs were able to model nonlinearities 
and had the best RMSEs in the titanium test data. DTs did not deliver reliable results 
and are therefore less suitable in this case.

Process monitoring of feed, lubrication, and material was performed using the 
KNN method. Accurate predictions of the process states were possible for all proper-
ties, even though the feed motor current was deliberately neglected in the case of feed 
assessment.

The investigations thus provide a basis for future real-time process monitoring of 
drilling processes with ADUs in the aerospace industry without the use of expensive 
external measurement technology. Applied in intelligent, semi-automatic drilling pro-
cesses, this promises a reduction in process times, an increase in drilling quality and 
optimum tool life exploitation.
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Abstract.  AI will increasingly take over complex cognitive tasks and support 
human thinking and thus change the system of production management over 
decades to a cyber production management system. It has to be considered that 
AI can behave proactively, unexpectedly and incomprehensibly for humans. 
Here the human factor trust is essential and even becomes more relevant to 
determine sustainable relationship between humans and AI.

This leads to the research question at the edge of production research: 
What does human trust in an AI assistant depend, on in production manage-
ment decisions? To answer this question this article statistically examines a set 
of previously identified influencing factors on human trust. From these results 
an explanatory model is derived, which  serves as a first design guideline for a 
socially sustainable human-AI interaction in production management.

Keywords:  Cyber production management · Production management · Trust · 
Artificial intelligence · Machine learning

1  Introduction

Today’s manufacturing companies are confronted with a number of challenges: 
Mastering increasing complexity, realizing shorter delivery times and reacting to 
dynamic changes [1, 2]. It becomes evident that current planning and control mech-
anisms (e.g. mathematical optimization and heuristics) cannot efficiently deal 
with these complex, dynamic and unpredictable conditions [1]. Here, data-driven 
approaches from the field of artificial intelligence (AI) provide valuable solutions [1]. 
Through advances in statistical pattern recognition and machine learning algorithms, 
AI has proven that it is superior to humans in special domains [3]. Some of the most 
prominent examples are the victory of AlphaGo over the world’s best Go player [4] 
and the victory in heads-up, no-limit Texas Hold’em poker over professional players 
[5]. In real-world applications AI will take over knowledge work [3], so that human 
work develops towards creative, problem-solving and monitoring activities [6]. AI 
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will support production managers to cope with the increasing complexity and uncer-
tainty. This requires cooperative decision-making mechanisms between artificial and 
human intelligence [3]. For this reason, current and expected improvements in pro-
duction management towards a cyber production management are presented in this 
next chapter. Following this, factors that positively influence a sustainable human-AI 
interaction are examined and combined in an explanatory model. This serves as the 
first step towards the design of trustworthy human-AI cooperation in cyber production 
management systems.

2  Cyber Production Management Systems

The first approaches of AI in production management have been showing their useful-
ness since 1980 [7]. In particular, these include methods of operations research, such 
as fuzzy logic, genetic algorithms or knowledge-based systems [7]. But as described, 
AI will increasingly take over complex cognitive tasks and support decision making 
[3, 8]. Thus, AI forms the counterpart to robotics in manufacturing companies: while 
robots facilitate the making of blue-collar workers, AI will support the decision mak-
ing of white-collar workers [3]. The development of AI support for human production 
managers can be described in five stages, from sole human management via assisted 
and automatic management to fully autonomous decision-making by AI (see Fig. 1) 
[9].

Today’s promising applications of AI in production management vary between 
assisted and automated decision making. These applications are mainly quality-based 
process control, predictive maintenance and order scheduling/dispatching [2, 9]. First, 
in quality-based process control AI is able to reveal and learn dependencies between 
parameter combinations in process control and the resulting quality of the product, 
which are unknown today [10]. Thus, AI can replace classic control systems. Second, 

Fig. 1.  Estimated development of decision making in production management [9]
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in predictive maintenance AI is capable of predicting machine failure based on the 
current machine status and the machine history and thus reduce downtimes. In the 
long run predictive maintenance and further developments like prescriptive mainte-
nance will even change the business model of the machine manufacturers [11]. Last, 
AI algorithms increasingly are considered for scheduling/order dispatching. In this 
area of application, Reinforcement Learning algorithms receive a lot of attention. 
They compete against algorithms of operations research [12], against heuristics of 
engineering science (e.g. first in first out, earliest due date) [1], against other, modified 
versions of themselves [13], and against humans [14]. Special characteristics of these 
algorithms are that they react as fast as heuristics, achieve a better solution quality 
than these, but not as good as the slower optimization methods.

It turns out that AI currently does not go beyond applications for special tasks 
of operational production planning and control. However, AI will play an important 
role at higher decision levels in production management in the future [9]. This offers 
the opportunity of relieving human production managers of complex routine tasks 
and decisions. In addition, autonomous colleagues have advantage of objectifying 
decisions which today are too often based on subjective opinions [3]. The long-term 
estimation is that AI will change the system of production management over dec-
ades to a cyber production management (CPM) system where artificial and human 
intelligence interact and cooperate successfully [9]. While this autonomous decision 
making at all levels of the hierarchy is considered inevitable, no one dares to make 
concrete estimates of when would this happen [15]. Therefore, an estimation based 
on the costs per hour is to be attempted at this point: While a manager of a German 
medium-sized company costs on average 100 euro per hour [16], todays costs of 
an equivalent computing power are far higher. Following Moore’s law – which is a 
rather conservative assumption given the current development of quantum comput-
ers with double exponential growth (Neven’s law) [17] – studies expect computing 
power on a human cognitive level with costs of 100 euro per hour in seven to fourteen 
years [18, 19]. The expectation is that it will take a few more years of implementa-
tion and deployment before the first AI production managers can be found, and thus 
start the era of CPM systems. Similar to shop floor automation [20], CPM requires 
a dynamic,  capability-based division of tasks. Thus, human and AI work together to 
combine their respective strengths and cooperate as hybrid intelligence [6]. The par-
ticular strength of the human is, as described by the cyberneticist Heinz von Foerster, 
to decide questions that are undecidable [21].

Based on systems theory, CPM systems are regarded as a combination of social 
and technical subsystems. In socio-technical systems the subsystems influence 
each other and lead to a synergetic and common optimization [22]. An aspect that 
socio-technical approaches and models of production management currently do not 
address is the equivalence of social (human) and technical (AI) subsystems. This is 
supported by expert interviews, which show that AI is currently regarded as a method 
in engineering [23] and that production managers refrain from leaving decisions to AI 
unless a human being could be made accountable [24]. Independent artificial agents, 
which can autonomously take over decisions in primary tasks of production manage-
ment and independently improve their capabilities, are not considered, today. Here 
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CPM systems introduce a new paradigm by incorporating the growing dependence on 
information technologies and data volumes that go beyond human perceptual capabil-
ities. CPM is a new form of production management between human and AI, which is 
intended to ensure future business success. To ensure this the according designing of 
CPM systems and thus human-AI interactions is required. For the design of CPM sys-
tems, three models have to be considered (see Fig. 2).

First, given the fact that intelligent systems operate better on a certain domain, 
but are with little to no use outside of it [3], the Performance Model aims to iden-
tify which production management tasks can be performed by either human or AI, 
and which tasks collaboratively. This model has to be dynamic over time, because 
an underperformance of AI in one field may change drastically with more comput-
ing power. Second, the Trust Model will describe and shape how production managers 
perceive AI-made decisions. The aim is to explain, predict and thus calibrate appro-
priate human trust. Trust serves as prerequisite for successful cooperation and inter-
action [25]. While trust in human interaction is well studied, the factors influencing 
human-AI trust differ and are subject of current research [26] that has to be exam-
ined in the light of production management [24]. Third, at some point autonomous 
 decision-making will be too complex, fast-paced and impervious for humans. Here 
the Control Model’s aim is to ensure decision accuracy, safety, security, ethics and 
human intervention. Today these issues are topic of various different initiatives for 
AI principles around the world [27]. These principles have to be adopted to fit the 
requirements of CPM systems.

In the interplay of these three models, the Control Model has an overarch-
ing role, while the Performance and Trust Model build opposites to each other. The 
Performance Model asks the question “What can AI (not) take over?” and the Trust 
Model asks “What should AI (not) take over?”. This question of can versus should 
raises in times of robotics [28] and is today on top of the agenda of the European 
Commission, which proclaims human-centred AI [29]. Consequently, the Trust Model 
will be examined in detail below, to move a step towards sustainable human-AI inter-
action in CPM.

3  Research Field and Method

It is essential to underline that AI is understood as a social unit and teammate 
(instead of a tool) and that AI acts differently to previous systems: autonomously 
 (model-based) instead of automatically (rule-based) [26]. This means that AI can 
behave proactively, unexpectedly and incomprehensibly for humans [24]. Here, the 

Fig. 2.  Required models for the design of cyber production management systems
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research focus for sustainable interaction and cooperation lies on the human trust 
[24, 25, 29, 30]. There are various definitions of trust, depending on the disciplines. 
However, a common essence of trust can be identified: positive expectations and vul-
nerability [31]. In information systems (IS) research most studies on trust refer to the 
theoretical foundation of interpersonal trust [32], which is continuously adapted to IS 
research needs [33, 34]. The reason for that shift is that due to the rise of smart algo-
rithms, technology is no longer seen as mediators between humans, but as trustees in 
a trust relationship [35]. Previous research on trust relationship, e.g. in military robots 
[36], in IT artefacts [33], in medical assistance systems [37], and in autonomous vehi-
cles [26], points out that there are various antecedents which belong to the trustor, 
the trustee, the context and the interaction [34]. The major goal is the appropriate 
calibration of trust [26], to avoid over-trust which leads to misuse as well as under-
trust which leads to disuse [38, 39]. This calibration is based on factors increasing and 
other factors decreasing trust [34].

To identify these influencing factors in the combined field of production manage-
ment, AI and trust, we already conducted, first, an interview study, and second, an 
online survey, see [24]. In the interview study we interviewed four experts for pro-
duction management from industry and science. We asked the experts for the poten-
tial factors influencing trust in AI, following our interview guide. The interviews were 
transcribed and then analysed using the qualitative content analysis [40]. As result of 
this analysis we discovered six potential factors. These six factors were divided into 
three groups (see Fig. 3), according to similar categories from literature [41–43]. In 
order to test whether these factors really influence trust, an online survey was con-
ducted. Therefore, we developed a questionnaire where each factor is measured by 
different items (questions) and 5-stage Likert scales. Over a period of two weeks we 
gathered 130 completed questionnaires. On the basis of this collected data (online 
available on Mendeley Data, see [44]), we validated the measurement method and 
then tested the individual influences of the six factors one by one [24]. All individual 
influences were statistically significant (p-value < 5%) [24], but the combined influ-
ence and thus the joint explanation of trust remained unclear. This gap is closed by 
the present article. Based on the collected data of the online survey [44] a data-driven 
approach is pursued. For this purpose, multiple linear regression models are tested, 
consisting of all six main effects and all associated first-order interaction effects.  

Fig. 3.  Overview of the considered influencing factors on trust in AI [24]
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In total there are 21 effects and thus 221 theoretically possible multiple linear regres-
sion models, due to different combinatorics of these effects with each other.

To select the best model a set of evaluation criteria is used. For the model fit the 
Akaike information criterion (AIC) and Bayes information criterion (BIC) are reported 
(the smaller the better) [45]. As evaluation of multi-collinearity, the variance inflation 
factor (VIF) is used (should be smaller than ten) [46]. To report the determination of 
the models the adjusted R-squared (adj. R2) is calculated (the higher the better) [47]. 
Finally, the p-value indicates the significance of each effect (should be smaller than 
5%). The selection of the best regression model leads to the explanation of the factors 
impact on trust and thus can be used for the future design of CPM systems.

4  Results

To execute multiple linear regression, the most common and central technique is the 
ordinary least squares (OLS) method [48]. However, OLS estimators are very sensi-
tive to violation of fundamental assumptions [48, 49]. Since the assumptions are not 
fully met,1 robust regression with MM estimators is used. It shows the best perfor-
mance in comparisons of different robust regression methods [49]. As tool, the free 
software R [50] is used, which is best suited for robust regression [48].

From the 221 theoretical possible regression models there are 40,070 practical 
reasonable models, due to the hierarchy constraints of interaction effects (if an inter-
action effect is included in a model, the corresponding main effects also have to be 
included) [51]. All these models are evaluated with the mentioned criteria. Table 1 
exemplarily shows the results for the best five models, according to AIC and BIC. 
They are the only models that are among the best ten models according to AIC and 
simultaneously among the best ten models according to BIC. The joint consideration 
of AIC and BIC values avoids the selection of an overfitted (low AIC) or underfitted 
(low BIC) model [52].

Table 1.  Extract of the evaluation results for the best five models

Model no Main effects (sig-
nificant ones)

Interactions (sig-
nificant ones)

AIC BIC Max. VIF Adj. R2

12 3 (3) - (-) 957.8 979.1 1.32 0.408

28 4 (3) - (-) 958.8 984.3 1.33 0.410

268 3 (2) 1 (0) 958.4 984.0 1.35 0.407

4108 3 (3) 1 (0) 957.5 983.0 1.35 0.410

4124 4 (3) 1 (0) 958.1 987.9 1.36 0.412

1   First, the dependent variable Trust is not normally distributed, according to Shapiro–Wilk’s 
test (p-value < 2.2e−16, should be > 5%) and optical inspection of density and QQ plot. 
Second, homoscedasticity is just met as per Fligner-Killeen test (p = 0.8, should be > 5%). 
Third, the linearity is proofed by the correlation matrix (using Spearman Rho), where all 
main effects show significant correlations (p-value < 5%).
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While the multicollinearity is no problem (VIF < 10) for all models, four of the 
five best models (no. 28, 268, 4108, 4124) face issues of non-significant effects, see 
Table 1, column two and three (p-value > 5%). The most promising model is model 
no. 12. It consists of only three main effects (Eq. 1, with a scaling of the factors from 
0 to 5) and will be examined below.

5  Discussion

All good models have one thing in common: Neither the factor predictability nor the 
factor error costs (both from the group decision situation characteristics) seem to 
make a decisive contribution to the explanation of trust, on the basis of the data col-
lected. Even in the moderately good models in which they are included, their effects 
are very small and not significant. In contrast, all good models contain the three fac-
tors ability, comprehensibility and digital affinity, like the best model no. 12.

Considering the group AI (trustee) characteristics, both factors contribute to the 
explanation of trust. Here ability is already known in IS literature as a traditional and 
strong influencing factor [32]. The regression coefficients of model no. 12 (Eq. 1) 
show that ability has the strongest effect, by increasing it one unit, trust increases by 
0.438 units. The factor comprehensibility is a novel trust antecedent, that has become 
increasingly important since humans interact with intelligent and autonomous systems 
[53], as the efforts of governments and companies to explainable AI underline [27]. 
The effect on trust is not as large as the one of ability, as the regression coefficient of 
0.134 shows (Eq. 1).

In the group of human (trustor) characteristics there is also one known and one 
new factor. The known factor is the expert status, also named competence [41–43]. In 
this study, it is only part of a few good models (no. 28, 4124), but there it has only a 
small and not significant effect. For this reason, the contribution of the expert status 
to the explanation of trust can be regarded as very small, up to negligible, on the basis 
of the analyzed data. This is different with the digital affinity. It describes the degree 
to which a person has talent, interest and pleasure in learning and using (the latest) 
digital methods and technologies. Yet, it has not been considered in IS trust research. 
However, it is included here in all good models and shows a moderate as well as sta-
tistically significant effect (Eq. 1). Thus, it is the most surprising factor of this study.

6  Conclusion

This article examines which factors affect trust in an AI and how they affect it, on 
the basis of empirically collected data. Using the data-driven modelling, model no. 12 
(Eq. 1) has proven to be the best and most useful model to explain trust in AI in the 
field of production management. This model is a first step towards the Trust Model 

(1)
trust = 0.589+ 0.438 ∗ ability + 0.134 ∗ comprehensibility + 0.156 ∗ digital affinity
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within the CPM framework. Here, the factor of digital affinity stands out, as it has not 
yet been included in any set for trust factors (see e.g. set for robots [43] or for auto-
mation [42]). However, this model currently explains about 40% of the trust variance 
(Table 1, adj. R2). Thus, there is a need for further research to improve the model. For 
example, further influencing factors, that were not considered in this study, could be 
added, like the visual representation of the AI [41].

Summing up, the guiding question “What does human trust in an AI assistant 
depend on in production management decisions?” is partly answered. The results will 
serve as first design guidelines for a socially sustainable human-AI interaction in pro-
duction management. For future cyber production management systems with autono-
mous and independent decision making by AI, the inclusion of further factors and the 
derivation of specific guidelines are necessary to ensure human centred design.
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Abstract.  This paper presents a method for machine component supervision 
with little to none prior knowledge of the machine, operating conditions and 
wear behavior. A hybrid approach based on unsupervised learning methods, 
consisting of an autoencoder network and clustering, to identify machine states 
and possible failure preceding anomalies is proposed. In order to cope with 
information sparsity, the model parameters of the unsupervised methods are 
derived automatically based on data distribution and a physical motivation. The 
approach was validated on a dataset of artificially introduced bearing faults. 
The gained clustering results show a general usability of the approach for con-
dition monitoring with vibration data.

Keywords:  Unsupervised learning · Anomaly detection · Autoencoder

1  Introduction

“With the proliferation of massive amounts of unlabeled data, unsupervised learning 
algorithms […] have gained popularity among researchers and practitioners” [1], this 
popularity stems from the way unsupervised learning methods can be applied, where 
classical supervised learning techniques cannot be used. For example, if no dataset 
with ground truth in form of corresponding labels exists, supervised learning and its 
classification or regression capabilities cannot be applied. Problems where only the 
given input, but not the corresponding target values are given, are so called unsuper-
vised problems. Goals of unsupervised learning are [2]: discover patterns or groups of 
data with similar structure (Clustering), determine the data distribution and reduce the 
dimensionality of the problem without relying on user input for labelling.

However, applying unsupervised learning also comes with challenges, as it has not 
seen much attention as the more prominent techniques in supervised learning [3]. A 
common challenge is the tuning of hyperparameters to configure the model to prop-
erly fit the dataset. Another obstacle is the lack of interpretation or credibility of the 
clustering result, because of missing ground truth. In the end, a human component 
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that evaluates the results is still compulsory. Amongst unsupervised learning tech-
niques, autoencoder networks (AEN) are an emerging technique for anomaly and fault 
detection.

This paper aims at decreasing the time effort and expert knowledge required 
for the configuration of anomaly detection systems using an AEN and clustering 
approach. Therefore the functionality of AENs is introduced and important research 
works are reviewed, followed by the introduction and validation of the new approach.

1.1  Autoencoder Network for Feature Extraction

A rather new approach for solving the problem of proper feature extraction in the con-
text of condition monitoring is the use of an AEN. Although, early implementations 
of AENs can be traced back until 1987 [4], its application in fault or anomaly detec-
tion systems shows currently increasing popularity amongst researchers. The advan-
tage of an AEN is that it does not require special knowledge on signal analysis or 
feature design [5]. An AEN is a neural network, which is trained using unsupervised 
learning. The network consists of two parts, an encoder (denoted by E) and a decoder 
(denoted by D). Using backpropagation it learns a representation of lower dimension-
ality by minimizing the difference between input xi and its reconstructed output x̂i, see 
Eqs. (1–3). During training the targeted output samples x̂i are equivalent to the input 
samples xi. Details on formula deduction and computation of AENs can be found in 
[6, 7]. The transfer functions and model weights are represented by h and W, biases by 
b and the cost function is J, including regularization parameters �,β and �.

Instead of time consuming feature extraction and engineering, an AEN can be 
used to identify a compressed representation of the data used to train it [8]. Moreover, 
AENs deliver a feature based representation in an automated way and the error 
returned for prediction of a new input can be used to decide whether the data was well 
reconstructed and hence can be used for anomaly detection.

1.2  Autoencoder for Anomaly Detection

The use of AENs is presented in several works for anomaly detection in the context 
of speech, computing and also condition monitoring. Most works apply AENs to 

(1)zj = hE(WE
ji xi + bEj )

(2)x̂i = hD(W
D

ij zj + bDi )

(3)J =
1

N

N
∑

i=1

(

xi − x̂i
)2

+ � ·�E,D + β ·�Sparsity
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automate and optimize the feature extraction of raw data to accomplish dimensional-
ity reduction: Marchi et al. proposed a denoising autoencoder for feature extraction, 
whose features are then fed to a Long Short-Term Memory (LSTM) recurrent neu-
ral network for acoustic novelty detection. A denoising AEN is applied in order to 
force the hidden layer to retrieve more robust features and avoid simply learning the 
identity [9]. The authors in [10] proposed a new architecture for clustering of time 
series data, named deep temporal clustering. In their proposal, features are automati-
cally extracted by stacked AENs and then fed into a clustering layer [8, 11]. demon-
strate condition monitoring for bearing and power plant faults with AENs and extreme 
learning machines for automated feature extraction and later fault classification. Other 
works in the context of monitoring bearing faults propose the application of AENs to 
increase the accuracy of classifiers used after automatic feature extraction by the AEN 
[12–15]. These approaches show a general applicability of AENs for anomaly detec-
tion. They acquire the necessary hyperparameters offline and then use their trained 
models to monitor real-time data. The approach performs equally well as current state 
of the art hand crafted feature extraction methods. An alternative approach by [16] in 
the context of high performance computing attempts using the reconstruction error of 
an AEN as sign for anomalous data. Rather than learning the anomalous states, the 
network learns a representation of the healthy state and considers increasing recon-
struction errors as indicator for anomalies. This approach has not been applied in pro-
duction science, especially for monitoring machine vibrations. In general, obstacles 
for the proliferation of AEN models are correct tuning of hyperparameters and the 
model setup during an initial offline phase, which are both complex and time con-
suming. Combining the ideas introduced in [10, 16], this paper delivers a new hybrid 
approach to configure an AEN for training and use clustering to distinguish between 
normal and abnormal data. Its application concentrates on vibration data, though it 
can be generalized for similar time series data.

2  Hybrid Approach with Autoencoder and Clustering

The approach in this paper consists of two unsupervised learning methods to solve the 
problem of condition monitoring in unknown operation conditions. Examples for such 
conditions could be fatigue damage on bearing grooves, breakage of ball screw race-
ways due to high cyclic loads or change of lubrication conditions in rolling element 
contacts. It evolves around the five steps depicted in Fig. 1, namely data streaming 
or acquisition (i), data separation into smaller windows (ii), then frequency content 
analysis (iii) for proper configuration of the AEN in step (iv) and finally the evalua-
tion of the AEN reconstruction by a clustering method (v). These steps are iteratively 
conducted to supervise the ongoing machine operation. Neglecting the first step, as it 
depends on the used sensor system, the remaining general and transferable steps are 
discussed in more detail.
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2.1  Autoconfiguration of Autoencoder Using Frequency Domain

In order to simplify the usage of AENs, the configuration of hyperparameters can 
be further automated, foremost by automatic determination of neurons in the hidden 
layer and required input data size. The idea of the approach presented in this paper is 
based on Fourier theory, where each signal f (t) can be described as an infinite series 
sum of sine and cosine waves, see Eq. (4).

Especially, with vibration data the assumption that the original data consists of an 
infinite number of sinusoid waveforms holds truth, as the contemplated system can 
be abstracted and simplified as multi mass transducer system. The response of such 
systems is certainly affected by wear and changing operation conditions. In order 
to detect these changes the AEN is trained to learn the initial state of the system. 
Therefore, in the encoder stage of an AEN, the data will be compressed to a lower 
number of features, here Nf , than the input data size N. The approach assumes that Nf

, representing the number of neurons in the hidden layer of the encoder stage, can be 
estimated by analyzing the frequency spectrum of the input data. The spectrum is ana-
lyzed for main frequencies in the spectrum using fast fourier transform (FFT).

Those main frequencies are identified automatically using the following routine 
(steps 1–5):

(4)f (t) = a0 +

∞
∑

n=1

(cn cos(2π fnt)+ sn sin(2π fnt))

i ii
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b
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b

+

iv
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clustering

autoencoder network
frequency analysis

data acquisition data separation

Fig. 1.  Flow chart of anomaly detection system
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• Compute the FFT {f , p} of xi with i = 1 . . .N, where N = fS/fres, fs is the sampling 
rate and fres the targeted frequency resolution (with default 1Hz). f  contains the 
discrete frequency bins and p the corresponding spectral amplitudes.

• Search {f , p} for local maxima {̂f , p̂}.

• Neglect all maxima with p̂ < 2 · std(p) and maxima should be at least 2fres apart, 
where std is the standard deviation.

• This results in ̂N distinct main frequencies which will be used to reconstruct f (t) 
as f (t) ≈ a0 +

∑

̂N
n=1(cn cos(2π

̂fnt)+ sn sin(2π̂fnt)).
• The reconstruction contains NAE = 1+ 3̂N unknown parameters (a0, cn, sn,̂fn), 

which also represent the amount of neurons in the hidden layer of the encoder stage, 
allowing a compression rate of c = NAE

N
.

In order to demonstrate this process, it is conducted for a noisy sine wave:

Where A, fex, t0  and o are arbitrary values representing amplitude, frequency (here 
33 Hz) and offset, whereas n(t) adds white noise to the signal. Processed according 
to the steps 1 to 5, the spectrum is gained in step 1 and, due to formula (5), a sin-
gle main frequency identified (using steps 2–4). Based on the identified frequency the 
number of hidden neurons in the encoder stage will be set to NAE = 4 (step 5). After 
acquiring the number of hidden neurons an AEN can be trained in order to reconstruct 
the original data. As training data an artificial dataset consisting of four sets of 1000 
arbitrary sine waves with different frequencies was generated (33 Hz, 250 Hz, 831 Hz 
and 2000 Hz). These sine waves varied in amplitude, phase, offset and noise level 
and for each frequency series a separate AEN was trained. MATLAB® is used for the 
AEN implementation and training using the Deep Learning Toolbox while adhering to 
Eq. (1–3) [6].

(5)f (t) = A · sin (2π fex(t + t0))+ n(t)+ o, with t ∈ [0, 1]

Fig. 2.  Reconstructed sine wave with 33 Hz by AEN
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The successful reconstruction of the original data can be found in Fig. 2. The net-
work was able to learn the correct shape of the sine wave and compressed this infor-
mation within the hidden layer comprising of four neurons. It can also be seen that 
this compression has a denoising effect.

2.2  Enhancing the Reconstruction Using Frequency Domain

The objective of an AEN is minimizing the difference between its input xi and recon-
structed output x̂i. A measure used to quantify this error is the mean squared error 
(MSE) described in Eq. (5). It represents the deviation between reconstructed and 
original data over the signal length.

If not specified otherwise, the data fed to the AEN is normalized and hence the MSE 
is as well. Therefore the MSE can be considered for comparison of how well the 
trained network performs comparing different signal windows. To further enable the 
AEN to learn the signal representation in terms of fourier series coefficients in addi-
tion to the time series data, the data is also represented in the frequency domain and 
added to the training input vector (see Eq. (7)). The usefulness of adding additional 
features to the input vector can be seen in Fig. 3. The figure shows the MSE distri-
bution for all sine waves of a specific frequency comparing input vectors with (red) 
and without frequency information (blue). Maximum and mean error can be reduced 

(6)MSE =
1

N

N
∑

n=1

(xi−x̂i)
2

(7)xi = {xTime,j, xFreq,k}, where xFreq,k = fft(xTime,j)

Fig. 3.  MSE error for example sine dataset
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using additional features, whereas the minimum error for both input options stays 
unchanged due to the same settings for regularization to avoid overfitting.

In respect to other frequencies in the dataset, the comparison in Fig. 4. is gained. 
The mean MSE reduction achieved for the tested data lies between 19 and 30%. The 
minimum reconstruction error cannot be reduced, but using the additional frequency 
features achieves better generalization. Data augmentation by terms of increasing the 
number of features, here by adding the frequency spectrum, is a common measure to 
improve the training accuracy [17]. Including the frequency domain also proves bene-
ficial in case of the AEN.

2.3  Identification of Changing Operation Conditions with Clustering

Once an AEN is configured and trained according to the presented approach, it can 
be used to evaluate new incoming data. The only output used from the AEN is the 
MSE for each new signal window. During system supervision this approach delivers 
a tuple of time and MSE values {ti,MSEi} for each new signal window. The AEN will 
predict a low reconstruction error for already seen data, whereas anomalous states can 
be identified by rising MSE values. In order to distinguish between normal and anom-
alous state a corresponding threshold is required [16]. Utilizing such a threshold intro-
duces a new hyperparameter for the model, which requires human decision making to 
define it.

In contrast, a clustering algorithm instead of defining a threshold depending on 
existing knowledge of the supervised system is used in the context of this paper. 
This hybrid approach must deal with unseen data to start with and continuously new 
incoming data. Assuming no a-priori knowledge, varying numbers of clusters are 
expected, which are unknown at the time, when the clustering result is being com-
puted. Among state of the art clustering algorithms this requirement reduces the num-
ber of adequate candidates, e.g. DBSCAN [18], MeanShift [19] or OPTICS [20]. In 

Fig. 4.  MSE comparison for data with and without frequency features
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a first attempt DBSCAN was applied, other clustering methods will be considered in 
future works. The remaining hyperparameters for adjusting DBSCAN are estimated 
automatically, as suggested in [21]. For further details on the DBSCAN algorithm see 
[18].

2.4  Description of Datasets with Changing Operation Conditions

In order to validate the performance of this hybrid approach, a dataset with artificial 
bearing faults provided by [22] was used. The bearing dataset consists of acceleration 
sensor data sampled with 12 kS/s at constant speed. Along with baseline data, repre-
senting the normal state, raceway damage was artificially introduced on the bearing 
groves of different extent to simulate fatigue. The AEN is only trained with a por-
tion of the baseline data, before it is fed with more data with and without damage. 
The dataset was prepared with 1414 baseline signal windows, each containing 1200 
samples, hence 100 ms of data with a possible frequency resolution of 10 Hz by FFT. 
Signals with damage sum up to 1213 windows of the same size and sampling rate.

2.5  Evaluation of New Approach

Using the bearing dataset, the baseline data was split into training and test data with 
ratio 2:1. Following the steps 1–5 in the introduced routine, the number of hidden 
layer neurons is estimated to 31. With this setting the training data is used to train 
an AEN with time and frequency domain. Figure 5 displays the resulting MSE plot 
for training, test (normal state) and three different damage classes. The ground truth 
is shown by different colors (including four distinct classes {normal, damage1, dam-
age2, damage3}). Based on the experiments in [22] the damage classes range from 
faults of diameter 0.18 to 0.54 mm on the inner raceway of the bearings. Those dam-
ages were artificially applied using electro-discharge machining. The identified clus-
ters are marked by the dashed black border and a number. The results obtained for 

damage1

damage2

damage3

normal
{training, test}

1

2

3

4

5

Fig. 5.  Clustered result of normalized MSE plot for damaged bearings
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cluster 1 show that the AEN was trained well, as training and test data are assigned 
the same cluster. Furthermore, the MSE values allow precise separation of the damage 
classes. As soon as data of these classes is fed into the AEN, it assigns them to a new 
cluster. It can be observed, that the approach delivers five clusters, instead of four, 
but a visual interpretation of this data distribution, without knowledge of ground truth 
would also suggest five distinct clusters. As the AEN was only trained with samples 
from the normal state, he did not learn that the data distribution in cluster four and 
five actually belongs to the same class. The wrong assignment of datapoints in cluster 
four and five may arise from changes of the measurement data within the class {dam-
age3} of the bearing dataset.

Throughout the whole configuration of the anomaly detection system described 
in Fig. 1 only one hyperparameter was set manually, the frequency resolution fres. All 
other hyperparameters, including those of the AEN and the DBSCAN algorithm, have 
been estimated based on the data distribution in the training samples.

3  Conclusion

Discovering information and structure in uncharted, unlabeled data for anomaly 
detection purposes can be a tedious and complex task. In order to simplify this task, 
this paper proposed a hybrid approach, consisting of AEN and a clustering method, 
to detect anomalies in vibration data. In terms of reducing the effort for model design 
and network tuning, a novel autoconfiguration routine for AENs was introduced. It 
enables an adequate choice of hyperparameters, namely the number of hidden neu-
rons, without requiring user experience. Moreover, as mentioned in other works, 
AENs acquire features autonomously without prior knowledge of the system. In terms 
of model interpretation, DBSCAN was used to cluster the reconstruction error out-
put of the AEN. Hence, no threshold selection is necessary for distinguishing between 
normal and anomalous data, as the method provides this decision as part of the clus-
tering result. This fact shall be used to identify anomalies in the incoming signal with-
out explicit user interaction. Thereby, it enables supervision of machine conditions 
and recognition of changing machine states. So far, the approach lacks interpretability 
due to the unsupervised structure, it cannot tell why the anomaly was detected, but 
only provides the binary decision normal or abnormal. The interpretation of changing 
states or temporal development of clusters has not yet been addressed and is intended 
for future works.
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Abstract.  Machine learning offers a high potential for the prediction of man-
ufacturing lead times. In practical operations the lack of defined processes and 
high-quality input data are a major obstacle for the use of machine learning. 
The method of process mining creates a better transparency of such workflows 
and enriches related data. This paper develops a method, which combines the 
benefits of machine learning and process mining with the goal of high accu-
racy lead time prediction. The method is focused on high variance processes 
and verified with a case study containing real industrial data from heavy engine 
assembly processes.

Keywords:  Lead time prediction · Process Mining · Machine Learning

1  Introduction

The manufacturing industry has been driven by mass customization, resulting in an 
increasing variation of product variants. Manufacturers have reacted to this by cre-
ating high model-mix production processes within existing production facilities [1]. 
However, it is self-evident that a variance in the product portfolio does lead to greater 
variety in the production processes. This process variation intensifies the difficulties 
of measuring and predicting the lead time for each process and the entire production 
order. Knowing the exact lead times is crucial for every manufacturer, since both pro-
duction program planning and customer satisfaction are dependent on clocklike pro-
cesses and delivery [2].

Fortunately, new technological developments offer solutions to master these new 
challenges. These new solutions are closely linked with usage of data, which is made 
available by digitalized production environments. From the field of data science both 
process mining (PM) and machine learning (ML) provide many tools to measure or 
predict lead times, if they are fed with the right data. If ML is utilized to predict the 
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lead times of production processes, it requires a complete and standardized dataset of 
manufacturing times for each process step. Obtaining these times or timestamps can 
be rather difficult in a multi-process environment, where every product variant leaves 
an almost unique trail of timestamps [3]. PM strength is to create better transparency 
in such a complex process landscape and could therefore help to filter a manufactur-
ing timestamp dataset into a more uniform structure [4]. Doing so would create a bet-
ter feature for ML algorithms to operate on and lead to a higher quality in lead time 
predictions. This paper aims to link the process insights obtained from PM with ML 
algorithms. Especially since the performance of a ML model is heavily dependent on 
the right input data, the information gained with PM can help to improve the model 
[5].

In the first part of this paper the fundamentals of ML, PM are explained and a 
short overview of the scientific literature of using these to predict lead time is given. 
The second part explains an approach on how to integrate the PM results into ML 
model, with the goal to create a higher accuracy in predicting lead times. Finally, the 
approach is validated on a data set from the heavy engine manufacturing industry.

2  Related Work

This section covers an overview of related work. A benchmark of relevant publica-
tions, that cover ML cases with lead time prediction is presented. This is followed 
by a comprehensive round up of the history of process mining and its application in 
manufacturing.

2.1  Lead Time Prediction with Machine Learning

The application of Machine Learning has risen in the past years across various indus-
try sectors. ML algorithms aim to optimize a defined performance criterion by learn-
ing from existing data [6]. ML can be separated into two categories: supervised and 
unsupervised ML. Supervised ML uses existing labels to either classify or regress 
these labels. Unsupervised ML does not require labels since it aims to discover 
unknown patterns [7]. Yet the development of a ML model requires a combination of 
business understanding and knowledge about the right algorithms. For the domain of 
production and logistics a wide range of case studies have been investigated by the 
scientific community [8]. Lead time prediction itself had only limited observations in 
the research community [9]. The most relevant papers are discussed in the following 
section.

Lingitz et al. compare the performance of different ML algorithms for the predic-
tion of lead times. However, they do not consider high variance processes and have 
no need for PM based process information [10]. The study presented by Meidan 
et al. also evaluates different ML algorithms, but solely considers waiting times [11]. 
Gyulai et al. focus on the characteristics of the product to predict lead times in a 
flow-shop environment, but ignore the complexity of the processes involved [12]. The 
works of both Pfeiffer and Ötzurk conduct the same effort of comparing the accuracy 
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of predicted lead times. It must be mentioned, that both authors employ only simu-
lated data as an input for their models [13, 14]. Alenzi et al. show that support vec-
tor machines perform better than neural networks in the task of predicting order flow 
time. However merely simulated data and no real shop floor information was used 
[15].

The research of Mori et al. observes the probability distribution of operating con-
ditions, but focuses mostly on the challenges of operating with binarized variables 
[16]. Schuh et al. showcase a framework as well as a study on real industry data on 
how ML algorithms can be used for the prediction of transition times. Although the 
case study is heavily process oriented PM is not used for feature enhancement [17, 
18]. An interesting approach of enriching the ML input data with new features is pre-
sented by Windt et al., who apply methods adopted from the gene expression analy-
sis [19].

2.2  Process Mining in Manufacturing

The modelling and visual illustration of business processes is a well-established 
research domain [20]. Process mining describes the automated modelling of such 
processes based on event data [21]. Although the first PM applications were used in 
health care and software development industries, the importance of PM for production 
and logistics has been recognized [20]. PM has been successfully deployed to differ-
ent applications in the manufacturing industry.

While all authors prove the usefulness of PM, many do not use the data gained 
by PM to create further insights with ML [22–24]. Pospíšil et al. continue to analyze 
the PM data with ML algorithms but only a low variance manufacturing process was 
addressed [25]. The characteristics of high variance processes were mostly considered 
in the field of logistics [26]. Becker et al. combine the benefits of PM and ML in 
a logistics scenario. However, they use ML to enrich the data for PM and not vice 
versa [27]. Another approach on gaining insights on manufacturing processes with 
ML is presented by Wallis, who uses data mining techniques to enhance the plan-
ning efficiency of assembly tasks. Nevertheless, he does not use actual PM tools for 
his approach [28]. It can be concluded, that PM has not yet been utilized for feature 
enhancement in the context of ML models, which predict the lead time of manufactur-
ing processes.

It can be stated that PM is an effective tool to visualize and model a manufactur-
ing process. However, for deeper analysis, beyond the calculation of mean, minimum 
and maximum process times as well as simple drill-down and filtering functions, PM 
is often limited. Especially for cases with a high amount of features, the correlation 
within these features can be difficult to observe. ML algorithms can overcome this 
type of challenge. However, every ML algorithm needs a clear definition of variables 
on which it should optimize. In high variety processes, such variables are often not 
clearly defined and can only be obtained with the operation of PM. Particular the defi-
nition of sub-processes can help to enhance the results of ML-algorithms, since many 
features only have an effect in certain process steps. For these reasons the following 
section will present a method on how the advantages of PM and ML can be combined 
to predict lead times more precisely.
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3  Method

The method of predicting lead times with the combined usage of PM and ML can be 
structured into 4 separate steps. Depending on the results of each steps, iterations are 
possible. An outline of the method can be obtained from Fig. 1. It is apparent how 
PM is utilized as an extra step to enrich the input data for the ML model. With the 
integration of a data understanding in the first step and the implementation in the 
last step the method adapts success factors from exiting approaches like the Cross 
Industry Standard Process for Data Mining (CRISP-DM) or the Knowledge Discovery 
in Databases (KDD) [29, 30]. However, the combination of the middle steps present a 
unique approach for the specific problem presented.

The goal of the first step is to identify, understand and prepare all relevant data, 
which will be required for further analysis. In order to identify the relevant data 
sources all stakeholders should be interviewed. The full comprehension is crucial for 
hereinafter steps like the feature engineering needed for both PM and ML. The last 
task of the first step is the data preparation. For this, the relevant information of the 
different sources must be merged into bigger data frames. For the following PM the 
data should be transferred into an event log, which includes an order or case ID, an 
event name and timestamp. For a lead time prediction, the data should be structured 
in a way, that all features are matched with the relevant case or order id. Since some 
features are to be discovered within PM, the complete data preparation cannot be fully 
executed at this point.

The second part of the method should result in a comprehensive and intelligible 
process model. It is a common goal for PM to go from spaghetti to lasagna models 
[31]. This means that a detailed process model is often not understandable for humans 
and should be reduced to a simpler model, without sacrificing too much information 
about the process. Both heuristic and attribute based filters are helpful to perform this 
task on process information about manufacturing. The definition of a single start and 
end event, as well as the investigation of the most common events have proven to be 
highly effective. Additionally, it is impactful to group events together and eliminate 
process shortcuts. The resulting process models ought to be discussed iteratively with 
the domain experts. This ensures a higher quality of the final model and helps to keep 
all stakeholders involved. Also, this exchange is eminently suited to communicate first 
insights of the project. Additionally, the obtained PM model can be used to replay the 
existing event log and make first estimations about the lead times. These times can be 
used as a benchmark against the upcoming ML model results.

1. Iden�fy, 
understand 
and prepare 
relevant data

2. Mine a 
comprehensive 
and intelligible 
process model

3. Build a ML 
model based on 
process and 
product features

4. Implement 
ML model 
predic�ons into 
produc�on

Fig. 1.  Method for lead time prediction
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The defined sub-process steps and lead times for each step present a valuable 
input for the third part of this method. In this part a ML model will be built with 
features including the process and product information. Initially the right ML algo-
rithms should be selected. This is very important since there is no optimal algorithm 
for all kinds of predictions [32]. The prepared and existing data should be investigated 
to decide on the right algorithm. For numeric lead time predictions all variations of 
regression algorithms are suitable. For non-numeric lead time prediction with labels 
like “too late” or “on time” classification algorithms are a proper fit. If the existing 
features are mostly numeric, support vector machines and naïve Bayes models should 
be considered. Otherwise for categorical features decision trees and their extensions 
like bagged, boosted and random forests are endorsed [33]. As soon as the right algo-
rithm is selected, the next task of feature engineering begins. Although ML offers 
many algorithms to define the relevant features, the domain knowledge and business 
understanding is still crucial for this step. Therefore, this method proposes, that firstly 
the algorithms are used to detect the relevant features. After that, the non-relevant fea-
tures are eliminated and set to ignore one by one. Based on this new data set the ML 
algorithm can be applied again.

In the last part of the method the lead time predictions are implemented into 
production. The relevant stakeholders should review all findings from the data and 
process analysis. This is important since the experience of the engineers and plant 
managers is needed to put the findings of the data analysis into perspective. When the 
model and the predicted lead times pass this final examination, the times can be used 
for future production planning and control. One option is to compute the prediction 
times once and enter them into the relevant Manufacturing Execution System (MES) 
or Production Planning and Control System (PPC). Since most default times in such 
systems are based on estimations made by experts, the utilization of ML-based times 
has the potential to improve the accuracy of those times. Additionally the ML-model 
can give valuable insights on what criteria and characteristics should be used to differ-
entiate the predefined lead times. Another option is to integrate the whole ML-model 
into the planning system and compute the lead time for every new order. This option 
offers the additional potential, that a higher degree of differentiation becomes pos-
sible, since classical MES applications mostly work with a given structure for lead 
times, which is limited to certain differentiation features.

4  Validation

The presented method has been validated with a real industrial use case. The analyzed 
manufacturing process includes the assembly, testing and painting of heavy engines. 
The complete data set has a size of 4GB and covers the process records of one year. 
All critical information has been sanitized in order to protect the company’s interests. 
None of the mutations interfere with the interpretation or proof of the validity of the 
method.
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As part of the first method step three days were spent on the shop floor to observe 
all relevant process steps and to get in contact with the on-site experts. Additionally, 
workshops with the relevant management stakeholders were conducted.

The second phase of the method kicked off the process mining. In Fig. 2 two dif-
ferent process models are shown, which were both created via PM. The first model 
includes all available event data without any filters. This model has many similarities 
with the so-called spaghetti processes. It created a lot of responses from all stakehold-
ers, who expected a more streamlined process picture. However, the process model 
shows the need for PM, since the unfiltered process information is not a sufficient 
basis for ML algorithms. With no defined reference process, it is not clear which pro-
cess lead time should be predicted and what data can be used to train the model on. 
The core idea of the model is to split the production process into reasonable parts for 
a higher prediction accuracy. Therefore, a process model as presented on the left side 
of Fig. 2 is too detailed for any serious prediction. For these reasons, the process data 
and event log were filtered with heuristic methods as well as time and attribute-based 
filters. This was combined with the input of the process engineers and shop floor per-
sonal, who verified the plausibility of the process models. The final process model is 
pictured on the right side of Fig. 2 and resembles much more the often-quoted lasa-
gna process. With a process layout like this the usage of ML is finally possible, since 
clearly defined starting and ending point events are available, which can be used as 
features for the following ML application.

In the third part of the method, ML models were trained with the process data 
of the newly defined process model. The total input data consisted of roughly 1500 
orders. This is a downsized proportion of the overall data set, due to time filters and 
other limitations imposed by the process mining in step two. Over 100 features from 
the bill of materials (BOM) were used as features for every order. Additional key 
order data like the engine type, customer data and so forth were added. The ML mod-
els were used to predict both the lead time of the overall process as well as times 
for the sub processes between each event. Different models like the Support Vector 
Machines, Naïve Bayes algorithm and different variation of decision trees were used 
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to predict lead times. All models performed well on the data, with decision tree-based 
methods like the random forest and bagging taking the top places. A comparison of 
the PM enhanced ML predictions with the ML predictions, that did not benefit from 
the PM transformation, was not possible, because the data did not have enough con-
sistent features before the PM transformation to create any meaningful predictions. 
Tree-based methods had the crucial characteristic that they were much easier to 
understand for everybody. This was a vast advantage in order to achieve acceptance 
for the prediction results among all stakeholders. For that reason, the final algorithm, 
that was used, was a cross-validated decision tree. One of the models can be seen in 
Fig. 3. It highlights all important features and gives information about the standard 
deviation and the underlying amount of training data. The model is readable as any 
decision tree model. For example an engine order with the anonymized typ:B and 
Feature_1:O would land on the third branch from the left and receive a lead time pre-
diction of 1500 time units. To create the tree models the rpart package in R was used 
[34].

The performance of the tree model presented in Fig. 3 was evaluated with a CP 
table, which is part of the rpart package. The table is shown in Fig. 4. The values in 
this table are a common measurement for the performance of regression tree models. 
For a complete explanation of all values we refer to the works of Therneau et al. 
[34]. The relative error can be compared to the value of 1 minus the coefficient of 
determination in linear regressions. The xerror is related to the predicted residual error 
sum of squares (PRESS) statistic. Both values improve mostly as the size of the tree 
model increases. However, the amount of branches on the model should not increase 
too much, since this will lead to an overfitting, which can be observed with the xstd 
values. Furthermore, this will cause difficulties for the implementation of the pre-
dicted lead times into the existing production scheduling process. A problem, which 
can be solved with a full integration of the ML-model into the MES. The final relative 
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error of 0.46343 and xerror of 0.55551 are an improvement compared to the differ-
ences between the scheduled and realized lead times in the past. Due to confidentiality 
reasons, the amount of improvement cannot be disclosed.

In the last phase of the method the information from the created ML models were 
fed back into the business environment. The predicted lead times were used to update 
the master data in the ERP and MES software. Additionally, a workflow was created 
to monitor the development of predictions and real data. Overall the combination of 
PM and ML made it possible to achieve a higher level of precision in the planning of 
orders and reducing the divergences between planned and actual delivery dates.

5  Conclusion

Machine learning models are highly depended on good input data. In this paper we 
have presented and verified a new method, which uses process mining in order to 
enhance the quality of process data in a way that it can be used to create better ML 
models. The method does not ignore the business context and offers technical help 
for the choice of algorithms. The feasibility of the method is proven with a case 
study, which uses real industrial data. It must be noted that method only works for 
environments in which a minimum of production data is already being recorded. The 
approach is intended for high variance processes and needs to be tested for different 
workflows. Likewise, the method focuses on processes with a high share of manual 
labor and is not yet scrutinized for a highly automated context.
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CP nsplit rel error xerror xstd
0.4075858 0 1.00000 1.00185 0.099468
0.0453691 1 0.59241 0.66591 0.100772
0.0348406 2 0.54705 0.60097 0.097937
0.0066486 3 0.51220 0.55061 0.096514
0.0051076 7 0.48156 0.56362 0.096930
0.0051008 9 0.47134 0.57973 0.096953
0.0014952 10 0.46624 0.55399 0.096412
0.0013130 11 0.46475 0.55559 0.096314
0.0010000 12 0.46343 0.55551 0.096327

Fig. 4.  CP Table for the performance evaluation of the overall lead time model
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Abstract.  One central aspect of future high speed machining is the knowledge 
of the thermal behaviour of the machine tool and its motor spindle. A new tem-
perature control for motor spindles with energy efficient synchronous reluc-
tance drive is developed. In the first instance a finite element method model 
(FEM) is set up. This FEM aims to analyse the use case of nearly constant 
bearing temperatures within a defined range throughout the machining opera-
tion. By means of design of experiments (DOE), selected operating points of 
the speed-torque-characteristics are simulated with FEM considering differ-
ent cooling parameters such as volume flow and inlet temperature. Machine 
learning algorithms are used to model the input-output-relationship in order to 
reduce the complex thermal motor spindle FEM. The applied algorithms are 
multiple linear regression and artificial neural network. The concept of tem-
perature strategy, the FEM simulation results and the thermal models using 
machine learning algorithms are presented.

Keywords:  Temperature strategy · Motor spindles · Machine learning

1  Introduction

The challenges of high speed machining are tooling, balancing, thermal and dynamic 
behaviours, and reliability of the machine tools [1]. Due to the cutting parameter 
setting with high feed rates and rotational spindle speeds, thermal conditions play a 
crucial role in attaining high machining accuracy. The thermal error is estimated to 
be around 40% and 70% of the total machine error [2]. Especially the time-varying 
temperature distribution of the spindle structure is causal to the thermal displace-
ment error [3]. In addition, time variance of the ambient temperature in the workshop 
affects machining accuracy [4]. Bossmanns described the problem of predicting the 
thermal-mechanical behaviour by naming the wide application range of motorized 
spindle units for high speed machining. Through different cutting processes like 
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finishing, roughing and drilling, the spindle speed varies, and the bearing arrangement 
and its preload define the dynamic response behaviour [1]. To take new steps towards 
further limits in high speed cutting, machine learning algorithms should be applied 
to simulation data of complex physical models to increase their value-added benefits 
in manufacturing businesses. The scenario of the simultaneously running thermal and 
deformation models to the cutting process will contribute to a higher degree of condi-
tion monitoring and new control loop application.

2  State of the Art

The approaches for thermal modelling of motorised spindle units can be summarised 
in four groups: thermal resistance networks, finite difference method (FDM), finite 
element method (FEM) and machine learning (ML).

Brecher et al. [5] presented a thermal resistance network to study the thermal 
behaviour of an externally driven grinding spindle. The resulting maximal tempera-
ture difference between the model and experimental validation is about 1.5 °C at 
7,000 rpm. Bossmanns and Tu [1] developed a thermal model using finite difference 
method (FDM) to characterize the heat transfer coefficients and heat sinks of a motor-
ized milling spindle. The maximal temperature difference in steady-state operation at 
25,000 rpm is 3 °C. Ma et al. [3] used a 3D FEM regarding thermal effects on the 
resulting contact resistance and stiffness of bearings in transient simulation to study 
the thermal deformation. The model predicts the bearing temperature in steady-state 
at 15,000 rpm with less than 1 °C and the axial deformation with less than 2 µm.

Jian [6] used a back propagation neural network (BPNN) to investigate the ther-
mal deformation of a motor spindle in steady-state operation at a maximal speed 
of 3,000 rpm. The thermal BPNN model has a coefficient of determination (R2) of 
0.9936 and a root mean square error (RMSE) of 0.000562. Yang et al. [7] developed 
a three-dimensional thermal error model of a motor spindle with maximum speed of 
10,000 rpm using least square support vector machine (LS-SVM). The trained model 
has a R2 of 0.999 and a RMSE of 0.427. By active compensation in the machine tool 
the axial and radial (X, Y) thermal errors were improved by 90%, 83% and 66%. 
Zhang et al. [4] developed an active coolant strategy for thermal balance control of a 
motor spindle with a differentiated multi-loops bath recirculation system. Mori et al. 
[8] implemented a machine tool spindle cooling system with on-off control including 
the pump cut-off during the off-phase at a machining centre and a turn-mill centre. 
The experimental results under load condition showed that the energy consumption 
is reduced by 14% to 25%. The effect of thermal displacement fluctuation of the tool 
centre point of the motor spindle can be controlled by setting different lengths of the 
on–off interval between 0.4 µm and 3.0 µm. Li et al. [9] developed a variable cool-
ing oil volume method for an externally driven spindle of a machining centre with 
10,000 rpm maximum speed. The flow rate is controlled by an implemented thermal 
multivariate regression model for three axes (X, Y, Z) on an Arduino that sets the driv-
ing power frequency of the oil pump. The model predictive R2 is 0.9675. The control 
method is validated by both, experimental machining operation and measurements. 
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The deformation of the spindle can be reduced between 38 and 70% on the Y- and 
Z-axis. Liu et al. [10] built a transient thermal load model based on heat-fluid–solid 
coupling FE simulation of a motor spindle. Using extreme learning machine theory, 
the relationship between the simulated temperatures and the corresponding measured 
load conditions, as rotational speed and bearing temperatures, was trained in a single 
hidden layer feedforward neural network. The results will be used for a motor spindle 
coolant strategy to reduce thermal deformation errors.

A shortcoming of nearly all thermal models is their validity to a limited speed 
range of the motor spindle. Load conditions like cutting operation or the electrical 
torque are not considered. For accurate modelling, enough experimental operation 
data or data obtained by specific experiment planning should be used. Most of the 
thermal models were trained without consideration of time variance of ambient tem-
perature and external heat transfer through free convection. Spindle housing or place-
ment in headstock and thermal conduction into the machine tool structure are often 
neglected. All these points influence the model accuracy and the industrial applicabil-
ity of the models.

3  Application and Approach

3.1  Motor Spindle with Synchronous Reluctance Motor

A motor spindle with synchronous reluctance motor of maximal 30,000 rpm (SynRM) 
and rigidly preloaded bearing arrangement was developed to take high-speed machin-
ing to a new level [11]. The front and rear hybrid angular contact ball bearings are 
mounted in a tandem O arrangement (see Fig. 2) and Oil-air lubrication is used. 
The design of the non-locating bearing with a sliding bush is no longer necessary. 
As a result, the spindle design is more compact. The rigid bearing adjustment over 
the whole shaft length results in high dynamic stiffness and consequently minimal 
vibration tendency in the operating speed range. From an economic point of view the 
added values for machine tool users are higher energy efficiency, machining accu-
racy and maximum productivity [12]. SynRM have reduced iron losses and no copper 
losses in the rotor compared to an asynchronous rotor which results in a maximum 
shaft temperature reduction of 50%. This leads to less axial shaft displacement and 
increased accuracy [12]. Furthermore, the advantage of the SynRM enables the rigidly 
preloaded bearing adjustment while additional thermal preload is still induced. The 
thermally induced preload problem and thus the bearing failure must be prevented 
[13]. For this purpose, a condition monitoring and active control of the bearing tem-
perature is needed.

3.2  Temperature Control Strategy

In Fig. 1 the system of the temperature strategy with a closed loop control is shown. 
The advantage of the presented approach is the flexibility in the adaptation of the 
closed loop control depending on the desired operation mode. For example, fast heat-
ing up of the spindle system can be realised, resulting in a short warm up time [14]. 
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Another application of the temperature control strategy is the active control of the 
bearing preload, which allows the bearing load to be controlled and the bearing life 
to be positively influenced. Advantages regarding spindle condition monitoring, lower 
failure probability and maintenance costs are offered to the machine users.

The input values of the temperature control module are the set point values related 
to the chosen operating mode. The set points can be the average temperatures of the 
inner and outer bearing ring. The developed thermal model of the motor spindle is 
used as a condition observer in the closed-loop control. A measured temperature 
value can be applied for continuous model validation. The process variables of the 
multi-variable control, flow rate and inlet temperature, are set by a PID controller. Its 
control para-meters are set depending on the operating point which can be realised 
by a BPNN [4]. An inverter pump in the chiller sets the flow rate by controlling the 
speed of the electric drive in alignment with the measured volume flow in the cool-
ing circuit. The disturbance variables are rotational speed and torque which determine 
the internal heat generation. The heat generated by the cutting process is neglected as 
the heat is transferred through convection at the rotating tool clamping chuck and the 
cooling lubricant [1].

3.3  Methodical Approach

The presented results were elaborated parallel to the production and assembly phase 
of the motor spindle. For this reason, no experimental results are shown. The focus is 
on the development of a methodology to reduce complex physical models. Following 
the methodical approach, two simulation models of the motor spindle (see Fig. 2) are 
used.
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CNC

Temp. control
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Fig. 1.  Temperature strategy for motor spindle units realised in a closed loop.
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The first one is a mechanical rotor dynamic model of the motorized spin-
dle shaft and the bearing arrangement using MESYS [15]. This software is specific 
to the calculation of the bearing load condition. In dependence of the spindle speed 
and given temperature distribution the operating contact angle, the average size of 
the Hertzian pressure ellipse in the outer and inner contact zone between balls and 
bearing rings and the resulting bearing forces are calculated. This is mandatory in 
order to predict the thermally induced preload of the bearing set [1]. With ANSYS® 
Mechanical this type of accurate bearing arrangement calculation is not provided. The 
 above-mentioned parameters are used to calculate the heat flux density of the bear-
ings. These in turn are input variables of the thermal model.

The second simulation model is a thermal steady-state and magnetostatic model of 
the motor spindle using ANSYS®. For reasons of symmetry, only one electrical pole 
of the SynRM is modelled in three dimensions. In order to represent the simulated  
input-output relationship in the best possible way, considering all main effects, and 
to minimize the effort of computer experiments, statistical design of experiments is 
applied after the models are built up. The last step in the methodical process is the 
modelling of the input–output relationship coming from the FEM model using 
machine learning algorithms.

4  Thermal FEM Model of the SynRM Motor Spindle

4.1  Thermal FEM Model in ANSYS®

The thermal steady-state FEM of the motor spindle with SynRM and rigidly 
preloaded angular contact ball bearings is set up following the procedure described in 
Gebert [16] with respect to the explanations taken from Bossmanns and Tu [1]. The 
relevant aspects are presented in greater detail in the following section.

The core and armature winding losses of the SynRM are calculated in a separate 
electromagnetic ANSYS® Maxwell simulation. The eddy current losses are calculated 
based on the specific losses for each region under consideration of the harmonic effect 
according to Steinmetz equation:

Where f  is the supplied frequency of the stator phase current and thus proportional 
the rotational speed of the SynRM. σe1.5 is the specific eddy current loss at f = 50Hz 
and B = 1.5 T, mc is the mass of the core section, kp is the pile factor and kt is the 
sheet metal treatment factor. The hysteresis losses are obtained from:

Where σhys1.5 is the corresponding specific eddy current loss and khys is the fac-
tor considering the harmonic effect. The square of the magnetic flux density B 

(1)Pe = σe1.5

(

f

50Hz

)(

B

1.5 T

)2

mckpkt

(2)Phys = σhys1.5khys

(

f

50Hz

)2(
B

1.5 T

)2

mckpkt



Development of a Temperature Strategy for Motor Spindles with Synchronous    543

is proportional to the square of the stator phase current IS and thus to the electrical 
torque of the SynRM Mel [17]:

where p is the number of pole pairs, Ld and Lq are the inductances of the direct and 
quadrature axis and θ is the current angle. The bearing friction losses are calculated 
according to Gebert [16]. The frictional torque equations due to the lubricant bound-
ary condition (4) and the bearing load (5) are:

where k0z is a bearing dependent coefficient based on experimental studies of Gebert 
[16], f0 and f1 are coefficients with respect to the lubricant and bearing type. ϑ is the 
kinematic viscosity of the lubricant oil. dm is the mean diameter of the bearing. Ql is 
the bearing load. The bearing friction losses are determined by:

Air friction losses are considered for every rotating surface of the shaft and the electri-
cal steel sheet lamination stack.

The heat transfer via forced convection is calculated for every rotating sur-
face of the shaft and the rotor [16]. A heat sink represents the surrounding air. The 
heat transfer is defined by free convection [1] and thermal radiation according to 
 Stefan-Boltzmann-Law. The ambient temperature is constant at 20 °C. The water 
cooling circuit is the second heat sink. Heat is dissipated through forced convection. 
Stationary heat conduction through all parts of the motor spindle is considered. The 
heat transfer in the roller bearings is modelled as described in Gebert [16].

The temperature dependency of the bearing load, the viscosity of the lubricant 
and of the armature winding resistance is considered using iterative simulation steps 
including the mechanical, electrical and thermal simulation. The convergence crite-
rion is defined to be less than 3 °C of the average temperature difference of the motor 
spindle parts from the previous to the current iterative step.

4.2  Design of Computer Experiments

DOE is applied to identify the best input parameter sets for obtaining the main fac-
tor effects on the input-output relationship. Different fractional factorial designs based 
on Box Behnken design (BBD), Taguchi orthogonal array design (OAD) and Monte 
Carlo method (MCM) were investigated using the Maximin criterion [18] and the 
entropy criterion [19] (see Table 1). The aim of the Maximin criterion is to maximise 
the smallest value of eutectic distances between test points. The result is the small-
est possible Maximin value. The higher the entropy of an experimental design, the 
more information it contains. The best fractional factorial design is the OAD. It has 

(3)Mel =
3
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(
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the highest entropy which is more important than the Maximin criterion in terms of 
modelling. It is composed of 25 factor combinations including 5 factor levels for each 
factor shown in Fig. 3. The factors are speed, torque, volume flow and inlet tempera-
ture. Five factor levels are applied to model the second-order terms in the underlying 
model equations with the highest possible accuracy. Regarding the speed levels below 
10,000 rpm, the heat generation is assumed to be equal or less. This marks the area 
of the base speed range with the operation at the current limit. The cooling parameter 
levels are defined by the technical limits of the chiller.

4.3  FEM and MESYS Simulation Results

In Fig. 4, an exemplary presentation of the thermal distribution of the factor combi-
nation with n = 30,000 rpm , M = 10Nm, V̇ = 8 l/min and T0 = 25◦ C is shown. The 
simulation results of the inner and outer bearing ring temperatures for all 25 factor 
combinations are displayed in Fig. 5. The average bearing temperatures in Fig. 5 can 
be specified as the set point value for the temperature control strategy.

Table 1.  Results of the quality criteria of the three experimental designs

Criterion BBD OA MCM

Maximin 19.55 20.94 25.23

Entropy 1.517 1.599 0.792

Fig. 3.  Design of experiment according to Taguchi orthogonal array design showing the four 
factors, its five factor levels and the speed-torque characteristic in blue.

Temperature in °C

Bearing 1 Bearing 2 Bearing 3 Bearing 4

Fig. 4.  Simulation result in ANSYS® showing the temperature distribution in the motor spindle 
at operating point: 30,000 rpm, 10 Nm, 8 l/min, 25 °C.
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The corresponding bearing pressure of the second and third bearing can be seen 
in Fig. 6. The maximum permissible contact pressure of 2000 MPa for the second and 
third bearing is not achieved for any factor level combination. This means that it is 
possible to control the bearing temperature by varying the volume flow and the inlet 
temperature within the factor limits. Nevertheless, extreme combinations of factors 
like number 19,21 and 22 should be avoided in the control system in order to keep the 
risk of a thermally induced preload problem low.
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5  Machine Learning Model of the SynRM Motor Spindle

The complex thermal FEM model is reduced to a model which can be calculated more 
time efficiently by using machine learning algorithms. The thermal multiple linear 
regression model is compared to the thermal neural network model.

5.1  Multiple Linear Regression Model

In a first step the initial model equation system is derived from the analytical Eqs. (1) 
to (6). This results in the following theoretical linear regression model:

with i ∈ {1, . . . ,Ntrain} as index for an observation from the training data set 
where Ntrain = 25. Here the following applies: T i,β0, . . . ,β10, εi ∈ R

1×24 and 
ni,Mi, V̇i, T0,i ∈ R. T i is the vector of the 24 temperature values obtained by the 
thermal FEM model. β0, . . . ,β10 are the regression coefficient vectors and εi is the 
vector of normally distributed errors. The thermal model is developed using the sta-
tistics software R [20], with the specific package leaps [21]. A model selection is per-
formed automatically to find the set of necessary predictors that fits best. To assess 
the goodness of fit of the model the criterion of Mallow’s Cp-statistic is evaluated. 
The final predictive thermal multiple linear regression model consists of the following 
predictors:

with j ∈ {1, . . . , Nval} as index for an observation from the comparison data set. Here 
the following applies: ̂Tj, ̂β0, . . . ,

̂β8 ∈ R
1×24 and nj,Mj, V̇j, T0,j ∈ R. ̂Tj is the vector 

of the predicted temperatures. ̂β0, . . . ,
̂β8 are the estimated regression coefficients. 

This model is compared with respect to the thermal FEM model. The Monte Carlo 
method was used to determine five factor combinations as comparison data set. In line 
with this, the data training ratio is 80%. R2 is 0.9946 and RMSE is 0.9954. A second 
approach to determine the prediction accuracy of the model is used. For this purpose, 
the mean value and standard deviation of the temperature differences of all 24 temper-
ature output values are calculated (see Table 2). The average prediction accuracy of 
the thermal multiple linear regression model of the total 5 times 24 temperature output 
values is �T = −0.15± 0.99 ◦C.

5.2  Neural Network Model

The observations from the thermal FEM model provide 25 simulation results, that 
form the basis for training a resilient backpropagation neural network using R and 
its package neuralnet [22]. To compare the possible neural networks, an automated 
model selection determining the number of hidden layers and neurons depending on 
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the choice of input variables is performed. This comparison shows that the most accu-
rate network is composed of two hidden layers with four and eight neurons. The cor-
responding input variables are n, M, V̇  and T0. The model comparison is carried out 
in analogy to the regression model. R2 is 0.9900 and RMSE is 1.3572. The average 
prediction accuracy of the thermal neural network model is �T = −0.15± 1.36◦C.

6  Conclusion

In this article a thermal multiple linear regression model and a thermal neural net-
work model for a motor spindle with synchronous reluctance motor are developed 
and compared based on simulation results of a thermal FEM model. The use of the 
models as state observers in a temperature control strategy is presented. The aim is 
to enable a rigidly preloaded bearing arrangement as a function of speed, torque and 
the cooling parameters volume flow and inlet temperature. The thermal models can 
predict the temperature distribution in the entire motor spindle with an accuracy of 
�T = −0.15± 0.99 ◦C respectively �T = −0.15± 1.35 ◦C. This means the thermal 
multiple linear regression model is selected for use in the closed loop control. As an 
outlook, the next step will be the experimental validation of the models. Furthermore, 
investigations are carried out to take other disturbance variables into account, such as 
the time-varying ambient temperature and transient heat transfer. The practical indus-
trial implementation of the temperature strategy is carried out at a machining centre in 
a subsequent research project.
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Abstract.  Vibrations have a significant influence on quality and costs in metal 
cutting processes. Existing methods for predicting vibrations in machine tools 
enable an informed choice of process settings, however they rely on costly 
equipment and specialised staff. Therefore, this contribution proposes to reduce 
the modelling effort required by using machine learning based on data gathered 
during production. The approach relies on two sub-models, representing the 
machine structure and machining process respectively. A method is proposed 
for initialising and updating the models in production.

Keywords:  Machine tools · Machining · Vibration · Machine learning

1  Introduction

The performance of machine tools, measured in terms of productivity, availability, 
product quality, and production costs, depends strongly on the choice of process set-
tings for the machining process. Vibrations during the process are an important fac-
tor when defining process settings, as excessive vibrations have a significant effect 
on tool wear and surface quality. In extreme cases they may cause tool breakage and 
damage to the machine. A prediction of these vibrations enables an informed choice 
of settings to achieve the best possible productivity while taking into account quality 
and cost requirements. [1, 2]

This contribution examines existing experimental and numerical methods to char-
acterise and predict machine vibrations. These existing methods have not achieved 
widespread use in industry due to high costs and limited scalability. A new concept is 
proposed to predict vibrations based on a regression model, thus automating the costly 
modelling process (Fig. 1). The enhanced machine tool could then assist its user in 
evaluating settings.
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2  Existing Modelling Methods for Machine Tool Vibrations

In the design process of machine tools, numerical simulation models are required in 
order to predict the behaviour of structures that have not yet been built. With existing 
machines, it is possible to identify vibration properties experimentally. In both cases, 
a model of the machine can be integrated into a simulation of the process-machine 
interaction.

2.1  Numerical Simulation of Machine Vibrations

Vibration properties of mechanical structures, including machine tools, can be simu-
lated using the finite element method (FEM). Once such a model has been built for a 
given machine type, predictions can be made concerning static properties (e.g. stiff-
ness) and dynamic behaviour (natural frequencies and modes) [3]. Before complex 
FEM models can be used to assist in finding suitable process settings, a smaller sur-
rogate model needs to be derived from the original using order reduction methods or 
machine learning, thus reducing the required computing resources [4, 5].

In order to predict the amplitude of vibrations or to increase the accuracy of the 
prediction, the model must contain a high level of detail including accurate damping 
properties. As there are no suitable models to predict damping properties in complex 
machines, these must be determined experimentally and added to the FEM model, 
thus increasing the cost of modelling [3]. The relevant mechanical properties of 
machine components, especially relating to friction and damping, vary widely among 
machines of the same type. Additionally, due to wear, these properties change over 
time for a given machine. Thus a model that was tuned for one particular machine will 
not always be valid for another machine of the same type or a different state of wear  
[6].

Regression  
model

Process 
planning

Proposed 
process settings

Predicted 
vibrations

Machine tool
Selected 
settings

Training data

Planning/Virtual machining
Real machining

Process 
planning Machine tool

Selected 
settings

Experience and 
standard 
settings

Status quo: Conventional process planning Target: Virtual machining with vibration predictions

Fig. 1.  Enhanced process planning using virtual machining
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2.2  Experimental Identification and Data-Driven Approaches

Instead of simulating the structure of a machine tool using the methods described 
above, the vibration behaviour can be determined by performing experiments on a real 
machine. Currently a method known as experimental modal analysis (EMA) is typ-
ically used. This requires the machine structure to be excited by an external force, 
e.g. using an electromagnetic shaker. The transfer function mapping the measured 
excitation force to the resulting vibration is known as the frequency response function 
(FRF). This describes the machine’s dynamic stiffness as a function of the excitation 
frequency [7].

EMA is a costly process requiring specialised equipment and machine downtime, 
therefore it is not usually performed on every machine. Recent research has focused 
on identifying machine properties during operation [8–10]. These approaches aim to 
use cutting forces to replace the external excitation, however they still require targeted 
experimentation and thus a loss of production time.

Other approaches use machine learning and experimental data to map process 
settings directly to machining results related to the machine’s vibration properties. 
Using an artificial neural network (ANN), Karkalos et al. predict surface roughness 
after milling [11]. Several studies focus on predicting the stability of processes, i.e. 
the occurrence of chatter, thus representing a stability lobe diagram (SLD): Cheruruki 
et al. use ANN for chatter prediction in turning [12], Friedrich et al. estimate a stabil-
ity lobe diagram using support vector machines (SVM) and ANN [13], Denkena et al. 
use kernel interpolation [14]. All these approaches model a setup with a single combi-
nation of one machine and one tool. Postel et al. propose a hybrid approach for stabil-
ity prediction relying on ensemble transfer learning, showing potential for deployment 
to a broader range of machines and tools [15]. Denkena et al. propose a process plan-
ning approach that relies on machine learning models to predict surface roughness in 
turning operations [16].

2.3  Simulation of Process-Machine Interactions

Once the machine has been modelled using either an FEM simulation or an exper-
imentally determined FRF, this model must be combined with a physical model of 
the cutting process itself in order to predict the vibrations occurring during oper-
ation. This may be achieved by performing a geometric-physical simulation. In this 
time-domain simulation, the frequency response function of the machine structure is 
approximated by a set of harmonic oscillators. In each time step, the intersection of 
geometric models representing the cutting tool and workpiece is determined. Based 
on this intersection and the cutting speed, empirical cutting force models predict the 
resulting force, which is applied to the oscillators in the structure model to predict the 
machine deformation. For the following time step, the workpiece geometry is updated 
by subtracting the intersection with the tool, and the tool position is updated based on 
the feed rate and deformation [1, 17].

Geometric-physical simulation is conventionally used to assist when planning 
machining processes. Recent studies also aim to simulate in real time, parallel to the 
real machining process. Saadallah et al. train a surrogate model with machine learning 
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using simulation results [18]. Finkeldey et al. use pre-calculated simulations results to 
deliver online predictions, taking into account the effect of tool wear during the pro-
cess, by switching between several process models, each describing a different state 
of tool wear [19].

3  Regression Model of Vibration Amplitudes in Machining

All the methods presented above require significant expert knowledge, costly special-
ised measurement equipment and targeted experiments. To achieve widespread use in 
an industrial setting, an ideal modelling method for machine tools should be entirely 
automated. Instead of costly experiments, the method should rely on data acquired 
during regular operation of the machine tool in production. The approach presented in 
this contribution aims to fulfil these requirements by setting up a regression model to 
map process settings to the corresponding vibrations measured on the main spindle.

3.1  Overall Architecture

Unlike the existing data-driven approaches mentioned above, the scope of this con-
tribution is to predict vibration amplitudes through a regression model rather than 
determine whether a process will be stable. The aim is to deliver predictions for mul-
tiple tools, materials and machines, while taking into account changes over time in 
machine behaviour. The present concept covers stable vibrations resulting from 
 open-loop dynamical behaviour. In future work, the authors plan to add a closed feed-
back loop to the model in order to include the influence of the vibrations on process 
forces, thus aiming to cover self-excited vibrations.

An overview of factors influencing cutting vibrations during machining processes 
is given in Fig. 2 using the example of milling. Additionally, machine tools display 
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Fig. 2.  Cause-and-effect diagram for cutting vibrations in milling [7, 20–22]
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non-cutting vibrations due to other excitations [22]. Given the aim of keeping the 
model up-to-date throughout the lifecycle of machine tools, the relevant time scales 
must be considered (Table 1). Depending on the rate of change over time, different 
strategies are required to take the change into account in the regression model. The 
factors with the highest rate of change over time (cutting conditions, machine pose, 
tool wear) are included in the input data of the model, while factors that change 
slowly are covered by updating the model.

Special consideration is attached to the cutting tool: while properties of the 
machine itself may remain constant over the course of several process steps and 
workpieces, machine tools and especially machining centres are typically used with 
multiple tools. A tool may potentially be used on multiple machines. The tools dif-
fer in their geometry (in particular the number of teeth or blades). Additionally the 
preferred process settings will depend on the tool and the workpiece material. These 
tool-specific properties influence the frequencies at which the machine structure will 
be excited by the process. In order to accurately model the machine structure for a 
wide range of frequencies, the corresponding model should be trained with data from 
several different tools. Therefore it is proposed to separate the model into two parts: a 
model of the cutting process and a model of the machine structure’s dynamic stiffness 
(Fig. 3). The process model maps process settings and conditions to the cutting force, 
which the machine model then maps to the measured vibration. Thus the machine 
model can be trained using all the available data for a given machine, whereas each 
process model is trained using the data gathered for this individual process, poten-
tially spanning multiple machines. A machine model is specific to a machine instance, 
whereas a process model describes a generic combination of a workpiece material 
with a tool type.

Table 1.  Changes in machine behaviour over time.

Approximate time scale Cause of change

Days - years Machine wear and maintenance work

Days Model update

Minutes - seconds Tool wear

Seconds - milliseconds Cutting conditions, machine pose

Process 
model

Machine 
model

Process 
settings

Force 
spectrum

Displacement 
spectrum

One model per 
tool-material 
combination

One model per 
machine

Feedback loop in future extended model

Tool wear 
index

Machine
pose

Fig. 3.  Model architecture
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The effects of workpiece mass and workpiece stiffness on the dynamic behav-
iour of the machine are not considered in the present article, based on the assumption 
of small and stiff workpieces. The effects of the tool mass, stiffness and length are 
also not taken into account, based on the assumption of stiff tools of equal length. 
However, the concept may be extended to consider modifications in dynamic behav-
iour based on the principles of receptance coupling [23].

3.2  Input and Output Formats

Inputs for the process model are the cutting conditions, in the case of milling these are 
the spindle speed  n, feed rate vf , axial depth of cut ap, and tool engagement angle ϕ. 
A wear index for the tool instance, based on the tool’s previous load history, is intro-
duced as an additional input. The output from the process model consists in three 
force signals (one for each direction in space). In accordance with the state of the art, 
excitations and the resulting vibrations are modelled in the time-frequency domain, 
therefore the measured force (if available) and acceleration data are subjected to a 
Fast Fourier Transform (FFT). The FFT is performed with a sliding time window, tak-
ing into account the conflicting aims of time and frequency resolution. In training and 
applying the model, each time step is considered as a separate data point, in combina-
tion with the cutting conditions applying at that point in time. The force spectrum in 
each direction is used directly as a multi-dimensional input and output vector respec-
tively, whereas the measured acceleration spectrum in each direction is integrated 
twice to obtain a displacement spectrum. In order to consider the effect of machine 
pose, the position of the feed axes is used as an additional input to the machine model.

3.3  Implementation of Sub-models

Each sub-model (process model and machine model) constitutes a supervised learn-
ing task. Given the aim of predicting vibration amplitudes within a continuous range, 
regression is required. According to studies on a wide range of tasks, suitable machine 
learning algorithms include random forests, ANN, and SVMs  [24]. The process 
model has a low-dimensional input and high-dimensional output, whereas the inputs 
and outputs of the machine model are both high-dimensional. In this respect, the 
required models show similarities to generative models and autoencoders respectively, 
suggesting a neural network may be suitable. On the other hand, the problem may be 
converted into multiple models with a single output, each corresponding to the ampli-
tude of force or displacement in a given frequency band. An alternative approach 
consists in using the frequency as an additional input, thus representing the entire 
spectrum within a single model with a single output and successively applying the 
model to individual frequency bands. The latter approach has the advantage of allow-
ing a flexible frequency resolution, which may be used to focus on the most relevant 
frequency bands (e.g. frequencies with significant amplitudes in a given process).
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4  Deployment, Transfer and Update of Models

The present approach is designed to be applied to multiple processes and machines, 
and adapt to changes in machine behaviour. Therefore a strategy is required for the 
initial training of models, their transfer to further machines and processes, and model 
updates based on new data.

4.1  Algorithm Selection and Hyperparameter Tuning

As described above, several algorithms appear to be suitable for the implementation 
of the sub-models, and each algorithm provides hyperparameters that must be deter-
mined. To enable generalisation and transfer, these choices should not be made based 
on data from only one machine or one process. A dataset should be constituted that is 
representative for the group of machines and processes to which the approach is to be 
applied (e.g. all machining centres within a factory, or all machining centres produced 
by a particular machine vendor). Ideally, this wide ranging set of data is acquired from 
real production. However, this data isn’t generally available, therefore it may be pref-
erable to train with simulated data based on existing methods and validate with meas-
ured data.

4.2  Initial Training of Sub-models

In general, a dynamic measurement of process forces is impractical in industrial pro-
duction. If a valid machine model is available, this can be used to train the models 
of processes that are performed using this machine. Conversely, if process models 
are available for processes that collectively provide a sufficiently broad excitation 
spectrum, these can be used to train the machine model based on data gathered dur-
ing these processes. If neither sub-model is available, force measurement must be 

Force measurement 
platform Workpiece Tool Spindle

Acceleration 
sensor

Fig. 4.  Experimental setup for initial modelling of cutting processes
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performed for one machine. This may be based on a direct force measurement (Fig. 4) 
or an indirect measurement relying on available signals such as motor currents. After 
this initial effort, further machines may be modelled as described in the next section.

4.3  Transfer of Models and Model Update

Machines of the same type do not present identical vibration behaviour, however the 
similar stiffness and mass distribution lead to similar natural frequencies. In order 
to exploit the similarity between machines of the same type, it is proposed to use 
 pre-trained machine models from similar machines where available, and adapt them 
by continuing training with data from the specific machine, thus achieving a form of 
transfer learning. Likewise, it is proposed to transfer process models from processes 
where the workpiece material and tool type are similar.

During manufacturing operations, the data required for training the models is col-
lected continuously. Periodically, the collected data is reviewed with respect to the 
accuracy of the existing model and the suitability of the data for training (e.g. broad 
excitation spectrum). Based on these criteria, the update of a sub-model may be trig-
gered. In this case, the sub-model in question is trained using the newly collected 
data, while the weights of the other sub-models are frozen. When updating process 
models, data from multiple machines should be used if available.

5  Conclusions

In this contribution, an overall concept is presented for predicting vibrations in 
machine tools, consisting of two sub-models: a process model and a machine model. 
Both the final output (displacement spectrum) and the data transmitted from the pro-
cess model to the machine model (force spectrum) are represented in the frequency 
domain. By relying on data acquired during regular manufacturing operation, the 
approach has the potential to enable a more widespread use of vibration prediction in 
process planning for machining.

Additional data is required to evaluate the models in detail and select optimal 
implementations of the sub-models. Further work may also focus on extending the 
model to consider the influence of self-excited chatter and vibrations not directly 
caused by the cutting force.

References

 1. Altintas, Y., Kersting, P., Biermann, D., Budak, E., Denkena, B., Lazoglu, I.: Virtual pro-
cess systems for part machining operations. CIRP Ann. (2014). https://doi.org/10.1016/j.
cirp.2014.05.007

 2. Brecher, C., Esser, M., Witt, S.: Interaction of manufacturing process and machine tool. 
CIRP Ann. (2009). https://doi.org/10.1016/j.cirp.2009.09.005

 3. Schwarz, S.: Prognosefähigkeit dynamischer Simulationen von 
Werkzeugmaschinenstrukturen. Dissertation. Forschungsberichte IWB, vol. 313 (2015)

http://dx.doi.org/10.1016/j.cirp.2014.05.007
http://dx.doi.org/10.1016/j.cirp.2014.05.007
http://dx.doi.org/10.1016/j.cirp.2009.09.005


Concept for Predicting Vibrations in Machine Tools    557

 4. Bonin, T.: Moderne Ordnungsreduktionsverfahren für die Simulation des dynamischen 
Verhaltens von Werkzeugmaschinen. Dissertation. Forschungsberichte IWB, Band 306 
(2015)

 5. Pfrommer, J., Zimmerling, C., Liu, J., Kärger, L., Henning, F., Beyerer, J.: Optimisation 
of manufacturing process parameters using deep neural networks as surrogate models. 
Procedia CIRP (2018). https://doi.org/10.1016/j.procir.2018.03.046

 6. Reuß, M., Dadalau, A., Verl, A.: Friction variances of linear machine tool axes. Procedia 
CIRP (2012). https://doi.org/10.1016/j.procir.2012.10.021

 7. Brecher, C., Weck, M.: Werkzeugmaschinen, Fertigungssysteme 2. Konstruktion, 
Berechnung und messtechnische Beurteilung, 9th edn. VDI-Buch. Springer Vieweg, Berlin 
(2017)

 8. Berthold, J., Kolouch, M., Wittstock, V., Putz, M.: Broadband excitation of machine tools 
by cutting forces for performing operation modal analysis. MM SJ (2016). https://doi.
org/10.17973/MMSJ.2016_11_2016164

 9. Putz, M., Wittstock, V., Kolouch, M., Berthold, J.: Investigation of the time-invariance 
and causality of a machine tool for performing operational modal analysis. Procedia CIRP 
(2016). https://doi.org/10.1016/j.procir.2016.04.052

 10. Li, B., Cai, H., Mao, X., Huang, J., Luo, B.: Estimation of CNC machine–tool dynamic 
parameters based on random cutting excitation through operational modal analysis. Int. J. 
Mach. Tools Manuf. (2013). https://doi.org/10.1016/j.ijmachtools.2013.04.001

 11. Karkalos, N.E., Galanis, N.I., Markopoulos, A.P.: Surface roughness prediction for the 
milling of Ti–6Al–4V ELI alloy with the use of statistical and soft computing techniques. 
Measurement (2016). https://doi.org/10.1016/j.measurement.2016.04.039

 12. Cherukuri, H., Perez-Bernabeu, E., Selles, M.A., Schmitz, T.L.: A neural network approach 
for chatter prediction in turning. Procedia Manuf. (2019). https://doi.org/10.1016/j.
promfg.2019.06.159

 13. Friedrich, J., Torzewski, J., Verl, A.: Online learning of stability lobe diagrams in milling. 
Procedia CIRP (2018). https://doi.org/10.1016/j.procir.2017.12.213

 14. Denkena, B., Bergmann, B., Reimer, S.: Analysis of different machine learning algo-
rithms to learn stability lobe diagrams. Procedia CIRP (2020). https://doi.org/10.1016/j.
procir.2020.05.049

 15. Postel, M., Bugdayci, B., Wegener, K.: Ensemble transfer learning for refining stability pre-
dictions in milling using experimental stability states. Int. J. Adv. Manuf. Technol. (2020). 
https://doi.org/10.1007/s00170-020-05322-w

 16. Denkena, B., Dittrich, M.-A., Stamm, S.C., Prasanthan, V.: Knowledge-based process plan-
ning for economical re-scheduling in production control. Procedia CIRP (2019). https://doi.
org/10.1016/j.procir.2019.03.238

 17. Wiederkehr, P., Siebrecht, T.: Virtual machining: capabilities and challenges of process 
simulations in the aerospace industry. Procedia Manuf. (2016). https://doi.org/10.1016/j.
promfg.2016.11.011

 18. Saadallah, A., Finkeldey, F., Morik, K., Wiederkehr, P.: Stability prediction in milling pro-
cesses using a simulation-based machine learning approach. Procedia CIRP (2018). https://
doi.org/10.1016/j.procir.2018.03.062

 19. Finkeldey, F., Hess, S., Wiederkehr, P.: Tool wear-dependent process analysis by means of 
a statistical online monitoring system. Prod. Eng. Res. Dev. (2017). https://doi.org/10.1007/
s11740-017-0773-0

 20. Quintana, G., Ciurana, J.: Chatter in machining processes: a review. Int. J. Mach. Tools 
Manuf. (2011). https://doi.org/10.1016/j.ijmachtools.2011.01.001

http://dx.doi.org/10.1016/j.procir.2018.03.046
http://dx.doi.org/10.1016/j.procir.2012.10.021
http://dx.doi.org/10.17973/MMSJ.2016_11_2016164
http://dx.doi.org/10.17973/MMSJ.2016_11_2016164
http://dx.doi.org/10.1016/j.procir.2016.04.052
http://dx.doi.org/10.1016/j.ijmachtools.2013.04.001
http://dx.doi.org/10.1016/j.measurement.2016.04.039
http://dx.doi.org/10.1016/j.promfg.2019.06.159
http://dx.doi.org/10.1016/j.promfg.2019.06.159
http://dx.doi.org/10.1016/j.procir.2017.12.213
http://dx.doi.org/10.1016/j.procir.2020.05.049
http://dx.doi.org/10.1016/j.procir.2020.05.049
http://dx.doi.org/10.1007/s00170-020-05322-w
http://dx.doi.org/10.1016/j.procir.2019.03.238
http://dx.doi.org/10.1016/j.procir.2019.03.238
http://dx.doi.org/10.1016/j.promfg.2016.11.011
http://dx.doi.org/10.1016/j.promfg.2016.11.011
http://dx.doi.org/10.1016/j.procir.2018.03.062
http://dx.doi.org/10.1016/j.procir.2018.03.062
http://dx.doi.org/10.1007/s11740-017-0773-0
http://dx.doi.org/10.1007/s11740-017-0773-0
http://dx.doi.org/10.1016/j.ijmachtools.2011.01.001


558    D. Barton and J. Fleischer

 21. Denkena, B., Hollmann, F. (eds.): Process Machine Interactions. Predicition and 
Manipulation of Interactions between Manufacturing Processes and Machine Tool 
Structures. Lecture Notes in Production Engineering. Springer, Berlin (2013)

 22. Guo, M., Ye, Y., Jiang, X., Wu, C.: Comprehensive effect of multi-parameters on vibra-
tion in high-speed precision milling. Int. J. Adv. Manuf. Technol. (2020). https://doi.
org/10.1007/s00170-020-05441-4

 23. Park, S.S., Altintas, Y., Movahhedy, M.: Receptance coupling for end mills. Int. J. Mach. 
Tools Manuf. (2003). https://doi.org/10.1016/S0890-6955(03)00088-9

 24. Caruana, R., Karampatziakis, N., Yessenalina, A.: An empirical evaluation of supervised 
learning in high dimensions. In: Proceedings of the 25th International Conference on 
Machine Learning, pp. 96–103 (2008)

http://dx.doi.org/10.1007/s00170-020-05441-4
http://dx.doi.org/10.1007/s00170-020-05441-4
http://dx.doi.org/10.1016/S0890-6955(03)00088-9


Automated Profiling of Energy Data 
in Manufacturing

C. Kaymakci1(*) and A. Sauer1,2

1 Fraunhofer Institute for Manufacturing Engineering and Automation IPA, 
Nobelstr. 12, 70569 Stuttgart, Germany

can.kaymakci@ipa.fraunhofer.de
2 Institute for Energy Efficiency in Production, University of Stuttgart, 

Nobelstr. 12, 70569 Stuttgart, Germany

Abstract.  In order to offer energy flexibility in energy markets in short time 
slots a fast and efficient processing and analysis of data from shop floor to pro-
duction planning and control is necessary. To this end and to gain more knowl-
edge, different datasets and sources have to be integrated. This paper proposes 
a conceptual architecture and a method for profiling energy data of manufac-
turing systems. This includes datasets from information systems as well as 
physical sources such as sensors, actuators or machine data. Real-life data 
often come with quality problems like missing and invalid values, outliers or 
duplicates. The key concept is to automatically identify the necessary metadata 
for including the dataset in an environment where further analysis and integra-
tion of datasets can take place. Moreover, a web service for profiling and visu-
alizing data is implemented.

Keywords:  Big data in manufacturing · Data integration · Energy analytics · 
Energy efficiency · Data profiling

1  Introduction

An increasingly important part of Germany’s energy mixture is covered by decentral-
ized power supply based on renewable energies [1]. Since renewable energy sources 
can be volatile, it is necessary to strike a balance between energy supply and demand 
[2]. In today’s industrial sector, the potential for flexibility is already used to increase 
demand-side energy flexibility [3]. To enable energy flexibility in energy markets in 
short time slots the data flowing from shop floor to production planning and control 
need to be processed and analyzed fast and efficiently [2, 4, 5]. Different energy data 
streams or energy datasets from different sources must be aggregated, filtered, trans-
formed and analyzed. The challenge lies primarily in the volume, variety and velocity 
of data from various sources and information systems [6]. One of the main challenges 
is to integrate different data sources, such as sensors, manufacturing execution sys-
tems or external data, e.g. weather forecasts [7].
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The identification and integration of data from different systems or sources are 
the main challenges in machine learning and optimization applications [8]. For that 
reason this paper presents a conceptual data profiling architecture for energy data 
sources from the manufacturing industry, which identifies metadata and important 
features of data sources and datasets. The proposed architecture is not an integra-
tion platform or a new standard but extracts information and knowledge of datasets 
including a descriptive profile (e.g. mean, minimum, maximum, standard deviation) 
derived from the data source. By profiling energy data or other sources from manu-
facturing and analyzing the data structure, the declarative definition of different data 
sources into target systems can be improved. The raw dataset is loaded into a state-
less  two-component view-controller web application. In a first step, a controller for 
processing and detecting metadata handles the dataset. The dataset and the generated 
profile is visualized to get a full data profile afterwards. For ingesting data the inno-
vative data handshake procedure is introduced that analyzes the structure of the data 
by rule-based or unsupervised learning methods before ingesting the dataset into sub-
sequent information systems. Using the proposed architecture, data scientists in the 
manufacturing industry do not need to waste their time on data discovery, data collec-
tion or data preprocessing. Hence, generating knowledge and machine learning mod-
els for insights into manufacturing processes becomes easier for non-programmers.

The next section explains the necessity of analyzing data in manufacturing 
and correspondingly the importance of profiling data sources for further analysis. 
Additionally, it is necessary to evaluate the concept of automated data profiling to get 
an overview of the different approaches for profiling data and its quality metrics. The 
third section will present the proposed conceptual architecture of a web-based data 
profile. The profile operates directly from the data given by a data source. Section four 
presents an implementation of the architecture where real data is processed and pro-
filed. The last section summarizes the conceptual architecture and shows possibilities 
in further work.

2  Related Work

The main goal of analyzing energy data in manufacturing systems as defined by DIN 
EN 50001:2018 [9] is establishing an energy management system to improve energy 
consumption and energy efficiency, which is the ratio of the output of a system and 
its energy consumption. Energy management is also used for managing energy flex-
ibility [10]. Therefore, it is necessary to collect energy data from energy consumers 
with substantial energy consumption. The goal of evaluating energy data is to mon-
itor and understand the energy usage of manufacturing systems [11]. Bränzel et al. 
[11] define the most important elements of energy data evaluation as a calculation of 
energy consumption, time-series analysis, development of energy performance indi-
cators (e.g. specific energy consumption) and the correlation of data from different 
systems. Furthermore, the collected energy data have to be integrated with other data 
sources from manufacturing systems (e.g. throughput, room temperature, etc.), that 
could be correlated to energy consumption [11]. Most of the collected energy data 
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in manufacturing can be considered as a measurement of energy consumption, called 
time series data [11]. A time series is the output of continuously measured observa-
tions of physical objects [12]. Especially in manufacturing systems sensors measure 
attributes such as temperature, position of an object, or energy consumption of physi-
cal objects (e.g. machines or other actuators) [7].

Data profiling minimizes and optimizes both project runtimes and efforts in han-
dling existing data. The term data profiling can, in sum, be characterized as a set of 
tools and methods to gain knowledge about the metadata of a given data source for 
further processing [13]. The task of data profiling can be divided into three subtasks: 
import, profiling by computation and output. The relevant purposes for data profiling 
are data exploration and data integration.

One of the most innovative approaches in profiling data to support data scien-
tists in data exploration and integration can be found in GOODS from Google [14]. 
Termite represents and embeds all rows, columns and entities as points where dis-
tance metrics are used for profiling [15]. KAYAK [16] is a framework supporting data 
scientists in data preparation and profiling. Aurum [8] handles problems of data dis-
covery by profiling datasets to an enterprise knowledge graph called EKG. The EKG 
creates a signature for every dataset for identification purposes. Nevertheless, these 
approaches are more generic for all types of datasets. Google, for example, handles 
over 26 billion datasets with requirements quite different from that of manufacturing 
companies [14].

Gschwandtner et al. [17] present “Know Your Enemy” (KYE) for revealing qual-
ity issues in time series data. KYE automatically detects quality issues and prob-
lems hidden in the dataset. A taxonomy for quality problems in time series data can 
be found in [18]. TimeCleanser [19] uses visual analytics and data cleansing for time 
series data to detect and clean quality issues. Other approaches for profiling time 
series data and its quality metrics exist in [20–22]. Nevertheless the approaches do not 
consist an automated detection of content-based metadata such as physical units or the 
topology of measurements.

3  Data Profile Architecture

In this chapter the more holistic work of [14–16] is combined with the detection of 
quality issues in time series data in [18]. Therefore, an architecture that automatically 
profiles time series data considering data like energy consumption in manufacturing is 
introduced. Additionally a new method called “data handshake” for detecting param-
eters for ingesting structured manufacturing data such as log files or tabular data is 
developed. The architecture can also be extended to unstructured and heterogeneous 
data like images, video or sound. The data profile architecture can be considered as 
the key enabler for further data processing and machine learning applications.

The goal of software architecture is to describe and organize a system by defin-
ing the different components, their modules and relations. It can be considered 
as a plan for implementing a software system [23]. The proposed architecture is 
 function-oriented and describes the functional components and their relations in terms 
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of data and information flows. Technological aspects such as programming language 
or software tools are abstracted to generate a concept for different implementation 
strategies. The main goal of the proposed architecture is to detect the structure and 
metadata of a dataset by visualizing the data profile. Data scientists as well as energy 
managers in manufacturing companies may use the architecture for machine learn-
ing and optimization. It is considered as an enabler to start the analytical process by 
profiling the data. The general outcome of the metadata and profiling process is a 
data structure called Data Profile Table. The Data Profile Table creates a repository 
of metadata that is visualized in a data profile to get more information out of the data 
when using it for machine learning in manufacturing or other applications.

The energy profile architecture is divided into two main components to be seen 
in Fig. 1: a controller to handle incoming and unknown data as well as a profile dash-
board showing the profiling results.

The controller consists of three different modules called Data Identification, 
Data Integration and Meta Processing. After processing the raw energy data into a 
data profile, it is pushed to the profile dashboard. The data profile can be visualized on 
a Profile Table and an Interactive Profile Board to explore the data in different time 
dimensions. The next paragraph describes the different modules of the components.

To integrate data into subsequent tools and applications, it is necessary to detect 
the separator, the format of values (e.g. decimal sign), and the format of the time 
stamp (technical metadata). The Data Identification module is the key module. It 
identifies the technical metadata responsible for ingesting and integrating the data-
set. When the metadata are detected, the Data Integration module integrates the data 
into a format, which can be processed and analyzed from other modules. The main 
functionality of the Meta Processing module is the calculation of quality metrics and 
other metadata such as the memory usage. This includes visualization data (e.g. resa-
mpled versions) or other features derived from the original data.

After identifying, integrating and processing the data, the metadata can be pre-
sented in the profile page component. First of all, a Profile Table presents all defined 
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Fig. 1.  Conceptual architecture of the data profile dashboard
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quality metrics in a tabular format, where each source is defined as a row and the 
quality metrics as columns. Consequently, the user gets a graphical overview of the 
metrics for inspecting quality issues such as missing values. The Profile Table also 
shows a small sample of the data to explore the dataset. Visualizations are shown in 
the Interactive Profile Board, where the settings can be adjusted according to the 
selection of different views and sampling methods. Furthermore, it is possible to 
switch between different sources. The Interactive Profile Board includes functions 
as zoom in/out or image downloads.

Automatically profiling technical metadata for ingesting and integrating raw data 
into subsequent systems makes Data Identification the most important module of the 
proposed architecture. The Data Identification module can be described as the inges-
tion layer of the architecture identifying the format of the data. This requires different 
services.

The DataStructureIdentifier service detects the underlying structure of data by 
analyzing the incoming raw data. The detection algorithm is able to identify common 
data formats. These are converted into a readable tabular data format. The conver-
sion into a widely used data format is a key aspect of the DataStructureIdentifier. It 
is handled by the “Data Handshake” method (see Fig. 2). The Data Handshake can 
be compared to handshakes from TCP/IP connections, where two participants agree 
to communicate with each other by exchanging information to create a connection 
for transferring data. A Data Handshake is defined as a list of objects in a dataset, 
where the general structure can be determined. To transform the incoming data into 
a  table-like structure the columns must be discovered. A key pain point while ingest-
ing data from different data sources are the different input parameters to be detected 
before importing data. (1) In a first step, the controller requests and receives a small 
slice of data as a pure string. (2) Afterwards, the sample data is analyzed by rule-
based methods and natural language processing. The outcome of this step is the 
actual format and structure of the dataset. (3) The last step of the Data Handshake 
is to ingest the full dataset. The complete dataset is parsed from the ingestion engine 
by requesting the raw data from the source. For that purpose, the tabular data format  

Data Source Controller

Subset of  Raw  Data

DataStructureIdentif i
er

TimeStampIdent if ier

ImportParameter

Data Integrat ion

Raw  Data

Data Identif icat ion

Data Format :

{‚measurement_id': 38421212541,

'sensor_id': 12944473,

'value': '6852.426',

'date' : '2015-02-05‘}

1

2

3

Fig. 2.  Data handshake process
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(e.g. DataFrame or DataTable) is used which enables high interoperability between 
different data science tools such as Pandas or R.

Another important service of the Data Identification module is called 
TimeStampIdentifier. The TimeStampIdentifier service handles the right ingestion 
of the timestamp column. One of the main problems in ingesting time-series data 
sources into other systems is the lack of interoperability in terms of timestamp data 
types varying dependent on different regions or software tools. Thus, the module 
detects the right timestamp format and converts it to the UNIX data type for time. The 
TimeStampIdentifier works on two levels. First, it checks the patterns and the techni-
cal metadata of the columns by using rule-based or unsupervised machine learning 
methods. Afterwards the timestamp column is parsed to detect the right format of the 
given timestamp. Nevertheless, there is a chance that the right timestamp column or 
the format cannot be detected. Therefore, an expert system does not throw an error but 
interacts with the user, indicating timestamp formats. The right format is chosen from 
the suggestions of the expert system. In addition, the expert system can actively learn 
from user feedback.

4  Exemplary Implementation Based on Energy Data

A prototype for importing and profiling historical energy consumption data in differ-
ent data formats such as CSV, JSON or XML is implemented as a service-oriented 
web application. The application is programmed as an easily accessible web service 
for detecting quality issues in the dataset. The prototype contains the Profile Table and 
the Interactive Profile Dashboard in the frontend and the controller functionalities in 
the backend where data is processed for the Profile Table and the Interactive Profile 
Dashboard. Above all, the data handshake represents the backbone and key innova-
tion of processing, detecting all important metadata by using just a small sample of 
the data source. Using only a small sample means efficient time and memory usage. 
When considering a CSV file, it is important to detect the delimiter/separator, the 
timestamp column, and the data types. After deriving this information from the data 
source, it is possible to import the whole dataset and the profiling can be continued.

An example for the profile table of energy consumption data from a transformer 
can be found in Fig. 3. The data is measured from a production hall and imported by 
a REST API or a CSV file. The Profile Table consists of different profile and quality 
metrics as columns. In this example, it is possible to see data types, the memory usage 
of the columns, the amount of null values, the descriptive statistics (mean, min, max, 
standard deviation, etc.) and the amount of unique values. This table can be extended 
in a modular way by implementing new metrics into the backend of the system. By 
investigating the quality metrics of data (e.g. missing data) the production or energy 
manager can see the value of data for further processing.
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The Interactive Profile Dashboard is implemented as a visualization service. From 
different sources and plots, the service can ingest data as a standardized visualization. 
One of the key advantages is the visual analysis and comparison of energy consump-
tion between different sources. In the developed implementation different sampling 
methods are applied for profiling different time intervals on a daily, monthly or yearly 
basis. Furthermore, it is possible to get the mean or the sum of a defined interval. The 
interactivity feature consists of zoom-in/out functions, auto-zoom or saving function-
alities. Figure 4 shows an example of visualizing a machine in a defined time slot. The 
configuration of the time slot can be done without any programming. It is possible to 
adjust the resampling method of the data by interactively adjusting the profile. In data-
sets with multiple sources, the user can switch between different sources to explore 
differences in the consumption of energy (e.g. different days, weekdays/weekends).

The implementation allows to automatically create a data profile by its quality 
metrics and its data. To this end, the controller processes incoming raw data of dif-
ferent formats and interfaces in an efficient way without using the whole dataset. The 
profile of the energy consumption data can be used for exploration and further pro-
cessing. Additionally, the data profile is the starting point for machine learning appli-
cations or other optimization methods.

Fig. 3.  The profile table of energy data

Fig. 4.  Weekly resampled energy data from a machine



566    C. Kaymakci and A. Sauer

5  Conclusion and Future Work

Different sources, formats, types and communication protocols complicate the inges-
tion and integration of multiple data sources. In this paper, a conceptual architecture 
for Automated Data Profiling of energy data is presented by considering time-oriented 
energy consumption data in manufacturing. The architecture is designed for energy 
data but also other data with temporal dependencies such as machine data or process 
data. The concept of the data profile is divided into two modules. The processing and 
calculation of technical metadata as well as the visual analysis or profiling of the data. 
These modules of the data profile are presented in the profile dashboard and can be 
explored by the user to derive the next steps. The presented data profile can be used as 
key information source for applying methods of machine learning or other time series 
analysis. The architecture has been developed and implemented for energy consump-
tion data. An application of the profile dashboard could be the forecast of energy con-
sumption by ingesting data from the shop floor level. Another example of using the 
data profile as a data exploration platform could be the control of process parameter 
dependent on the energy supply.

Further work will be done on integrating streaming data into the architecture by 
extending it to a real-time profile. Furthermore, it is planned to build a qualitative 
extension of the data profile described by a domain expert. Combining the processed 
profile data and the described profile data in a complete data profile will enable data 
scientists or domain experts in a manufacturing company to search, query, and ana-
lyze different datasets and data sources. One key concept could be to realize a data 
profile network as a connection between data sources. A data discovery tool and cat-
alogue as in [14] can be implemented to further support data science and machine 
learning in manufacturing industries.
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Abstract.  Especially in the context of Artificial Intelligence (AI) applications 
and increasing Overall Equipment Effectiveness (OEE) requirements, the use 
of data in production is gaining in importance. Applications in the field of pro-
cess or condition monitoring use, for example, machine component parameters 
such as motor currents, travel speeds and position information. However, as the 
data is usually only accessible in the machine control systems in non-standard 
structures and semantics, while having a large number of potential variables, 
the identification and use of these parameters and data sources represents a sig-
nificant challenge. This paper therefore presents an approach to automatically 
identify and assign machine parameters on the basis of time series data. For 
the identification, feature- and deep learning-based classification approaches 
are used and compared. Classification results show a general usability of the 
approaches for the identification of machine parameters.

Keywords:  Digital manufacturing system · Identification · Machine tool

1  Introduction

Process and condition monitoring in machines and production systems is becoming 
increasingly important due to growing requirements on indicators such as Overall 
Equipment Effectiveness (OEE). Successful approaches in this area, for example for 
anomaly detection, are based on data from the machine’s control system using param-
eters such as motor currents, travel speeds and position data [1].

In many systems, this control data is already available or accessible to the user, for 
example via OPC UA. However, the structuring and semantics of the provided data do 
not follow any standardization and are in most cases machine-specific. Identification 
and mapping of the data for further use must therefore be done manually. With an 
increasing number of parameters, which for many OPC UA servers of machines is in 
the range of several tens of thousands to over one hundred thousand nodes, this poses 
a great challenge even for experts. In order to facilitate the identification and mapping 
of these parameters, this paper presents an approach for the automated identification 
using Machine Learning (ML) as part of a holistic user assistance system.
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2  State of the Art and Objectives

2.1  Universal Machine Technology Interface

In order to standardize machine tool information models and therefore facilitate the 
identification of parameters, the universal machine technology interface (umati) has 
been developed [2]. Umati provides a specification for the structure and semantics of 
certain parameters but does not include drive data such as motor currents or position 
data, which are decisive for central approaches in the area of predictive maintenance 
and therefore for increasing OEE [1]. Furthermore, umati is limited to OPC UA and 
therefore does not provide a solution for non-OPC capable machines.

2.2  Rule-based Identification

An existing approach on automated parameter identification comprises five rules with 
which data can be examined for plausibility and, in the event of a match, assigned to 
parameters. The rules include comparisons on G-code, range, gradients, correlations 
and naming of nodes. However, the tool requires a large amount of domain knowl-
edge, which additionally has to be made available, leading to limitations regarding a 
comprehensive holistic assistance system [3].

2.3  Time Series Classification

Due to the diversity of signals of machine tools, purely rule-based approaches require 
immense domain knowledge and implementation effort. In order to achieve a univer-
sal approach for identification, ML-based classification approaches have proven to be 
suitable. There are many different approaches to time series classification using ML, 
e.g. dynamic time warping (DTW) [4], feature-based approaches [5] and deep learn-
ing approaches [6]. Deep learning describes Artificial Neural Networks (ANN) with 
a number of hidden layers [7]. One possibility of a deep neural network is the fully 
convolutional network (FCN) [6]. An FCN is a Deep Convolutional Neural Networks 
(CNN) consisting of five parts. The input layer takes the time series into the network 
and passes it into the second part. Part two to four each consist of one convolutional 
layer. After each convolutional layer a batch normalization [8] and a Rectifier Linear 
Unit (ReLU) [9] are applied. The result of the ReLU is passed on to the next layer. 
The output layer gets its input from part four. It consists of a global average pooling 
layer [10] and a softmax layer. The softmax layer normalizes the sum of the inputs to 
one. This produces a probability distribution of the membership probability for each 
class [6].

As there is no comprehensive suitable solution for the automated identification of 
key parameters in control systems of machine tools yet, such as motor currents and 
position data, the objective of the approach presented in this paper is to develop a 
strategy to identify these parameters by means of ML and rules. This aims to increase 
the fundamental availability of data in production for improved transparency, data 
evaluation and consequently also to increase OEE.
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3  Approach for the Identification of Control System Data

3.1  Experimental Setup

This paper obtains the data used from a machine tool test bed used at wbk. The 
machine tool has one vertical and two horizontal linear axes. For each axis the set-
point and the actual position are available as well as the torque generating current 
and the control difference of each axis. In addition, for the spindle the current and 
torque are given. The cycle parameter, which increases by 1 with each timestep, and 
a binary control parameter are also specified. In total there are 16 target parameters in 
the dataset.

Two different processes on the machine tool are used to train and evaluate the 
identification approach. Both processes represent different processing steps of milling 
an aluminum workpiece. The first one is a small data set with 12 sections. The second 
is a large data set with 25 sets. Process 2 is also more than 10 times longer than pro-
cess 1. The data captured from the machine tool is sampled with 500 Hz. To obtain 
training and test data sets from the process data, signals from the process data are sep-
arated into windows of the same length. The examined signal lengths are 5000 (10 s), 
1000 (2 s) and 200 (0.4 s) data points. In addition, z-normalization [11] is applied to 
each input signal. This is necessary to represent the signals without units and offsets. 
Every time series has the condition that the standard deviation is not equal to zero, 
otherwise the z-normalization is not applicable.

The identification process is divided in three stages. The first stage consists of 
one of the ML approaches classifying the signals. To improve the accuracy of the first 
stage, classification can be performed multiple times. A feature-based approach was 
chosen as they have proven to be faster than other approaches [5]. The feature-based 
approach with the best performance investigated was Random Forests [12]. A deep 
neural network was also investigated. The structure used here is a CNN. CNNs are 
the most popular deep neural networks for time series classification [13]. The FCN 
as a CNN was chosen because of its excellent performance compared to other 
approaches in time series classification with the manageable depth of the network and 
the necessary preprocessing [6]. The second stage divides existing classes again into 

Fig. 1.  Identification process of machine tools
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subclasses. Stage 3 establishes the connection between the classes in order to detect 
signals of the same axis. The identification process is illustrated in Fig. 1.

The goal is to classify relevant signals in stage 1 with the shortest possible sig-
nal length, whereas in stage 2 and 3 the focus is on the detection of the correlation. 
Independently of the experimental setup examined here, the strategy can be trans-
ferred to other types of machine tools, for example with more linear axes. However, 
only those signals can be identified that can be classified into the parameter classes 
under investigation. With additional knowledge such as the number of axes, the 
robustness of the identification process could be improved.

3.2  Setup of Feature-Based Approach

The first of two ML approaches representing the first stage in the identification pro-
cess is feature-based. The data set is divided into five classes of parameters: binary 
parameters (Binary), control differences (CTRL_DIFF), currents and torques (CUR/
TOR), cycle (CYC) and positions (POS).

In addition to the z-normalization, 40 features are extracted from every time series 
during data preprocessing. These features include different parameters of signal pro-
cessing, electrical engineering and statistics. The most important feature for all signal 
lengths is the maximum of the second derivative. Other important features include the 
waveform length, the median frequency and the median. A random forest classifier 
with 20 learners is trained with the training data set consisting of the extracted fea-
tures. 20 learners showed an appropriate tradeoff between complexity and accuracy of 
the models. The splitting criteria of the trees is the Gini’s index [14]. The maximum 
number of splits of the trees is limited by the number of observations n in the data set, 
so the maximum number of splits is n-1. Splits take place until the nodes are pure, i.e. 
the observations of a node belong to the same class. The feature-based approach with 
the second stage is shown in Fig. 2.

Fig. 2.  Feature-based approach including stage 2.
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3.3  Setup of Deep Learning Approach

The second ML approach uses deep learning. In contrast to the feature-based 
approach, this approach covers four classes: binary parameters (Binary), control dif-
ferences (CTRL_DIFF), currents and torques (CUR/TOR) and positions and cycle 
(POS/CYC).

The combination of class cycle and positions results from the fact that the nets 
trained here, which use the class division of the feature-based approach, have all 
cycle signals assigned to the class positions. The ANN architecture shown here is the 
architecture of an FCN. The FCNs used here correspond to the structure from [12]. 
The nets are trained with the optimization algorithm Adam [15]. The loss function is 
the cross entropy. The nets are trained for 1000 epochs. The batch sizes for the mod-
els are 1500 for the signals with a signal length of 200, 1000 for a signal length of 
1000 and 300 for a signal length of 5000. The learning rate is 0.001. Apart from the 
 z-normalization of each individual time series, no data preprocessing is executed. 
After determining the membership probabilities as a result of the networks, a plausi-
bility check is performed. The plausibility check only accepts the class if the score is 
greater equal 0.8. Otherwise, a new signal from the same data source is classified. The 
limit of 0.8 was chosen in order to compensate for the lack of subdivision of the cycle 
and position class of the deep learning approaches. The deep learning approach with 
the second stage is shown in Fig. 3.

Since the described methods of ML do not allow a further classification of the 16 
target parameters with adequate accuracy, rules are used to relate the signals to each 
other.

3.4  Setup of Stage 2: Rule-Based Assignment

In the second stage of the parameter identification, the classes’ currents and torques 
as well as positions are subdivided again, see Fig. 2. The class currents and torques 

Fig. 3.  Deep learning-based approach including stage 2.
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is divided into the subclasses spindle and axes. To achieve this separation, the corre-
lations between all signals of the class are determined. This requires simultaneously 
recorded signals. To calculate the correlation, the Pearson correlation coefficient is 
used. For each correlation calculation, simultaneously recorded signals are required. 
The signals of torque and current of the spindle form a pair with increased correlation 
due to their direct relation, which is assigned to the subclass spindle. The other signals 
are the axis current signals which are assigned to axis class. To avoid misalignments, 
it is advisable to carry out a plausibility check to verify the hypothesis. The limit here 
was set to 0.8, which is derived from the available data sets. A prerequisite for the 
plausibility check is that the standard deviation is not equal to zero for all signals to 
be compared. A further subdivision is made in the axis class to detect the horizontal 
and vertical axis currents. For this, the signals are considered without z-normalization. 
The characteristic used here is the magnitude of the mean value of the signals. The 
value of the vertical axis must be greater than the value of the horizontal axis, because 
the vertical axis counteracts the acceleration due to gravity. Unlike the previous sub-
division, this subdivision does not require signals that were recorded at the same time. 
Offsets for the current signal are untypical, therefore no normalization is necessary.

Before the subclassification of the position class is determined, the posi-
tion signals from the class cycle and positions of the deep learning approach are 
required. Therefore, every signal of the class is considered to be mean-free, but not 
 z-normalized. Next, the difference between the successive data points of the signal 
is formed. If the maximum and minimum of the differences is 1, the signal is a cycle 
signal. The others are assigned to the position group, see Fig. 3. The position class 
of both approaches is divided into two subclasses: setpoint and actual position. By 
calculating the correlations between all signals in the position class, pairs are formed 
that have a high correlation. These are setpoint and actual position of one axis. To ver-
ify the hypothesis, a plausibility check is also performed here. Since the correlations 
between the associated setpoint and actual position signals are greater, the limit here 
is 0.95. By checking the position of the minima and maxima at the same time interval, 
it can be determined which of the two signals is the setpoint and actual position due to 
the setpoint signal being ahead of the actual position.

3.5  Setup of Stage 3: Axes Assignment

The third stage of identification relates a part of the classes, in this case the assign-
ment of the control differences, current, setpoint and actual position signals of the 
axes, to each other, see Fig. 4. For this purpose, the correlation is used. The Pearson 
correlation coefficient is also used here for correlation calculations. In this stage the 
correlations should also be verified by a plausibility check. The limits defined here 
result from the available data in order to avoid misalignments. In this way the correla-
tion between the classes of control difference and current axis signals is formed. The 
pairs with the highest correlation to each other are assigned to an axis. In addition, the 
correlations of the current signals are calculated with the first and second derivative 
of the position signals. If one of the two correlations are higher than 0.8 the signals 
pairs with the highest correlation are assigned to an axis. The limits of the plausibility 
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checks are again based on the available data to prevent misclassifications. To achieve 
an even higher correlation for the two assignments, it is possible to take only those 
parts of the control differences or position signals in which a change in value occurs. 
The ranges in which this does not happen are removed from the control difference/
position signal and the current signals. The signal with the most movement is first 
used to calculate all correlations with the current signals. The maximum correlation 
after a plausibility check of 0.8 is matched. Next, the signal with the second largest 
movement is used and the correlations with the current signals are calculated. After 
the plausibility check the signal is reassigned. This goes on until the last signal was 
processed. If the plausibility check is not successful or a signal has a higher corre-
lation to an already assigned signal, new time series must be recorded. The already 
assigned pairs can then be verified again. Alternatively, the correlation between the 
first derivative of the difference between setpoint and actual position and control dif-
ference can be calculated. Afterwards a plausibility check of 0.8 is performed to ver-
ify the result.

4  Results and discussion

4.1  Stage 1: Parameter Identification Using ML

Before the ML approaches are applied, the standard deviations of the signals are cal-
culated. If they equal zero, new signals must be used. In the first stage the classifiers 
are trained with one of the two process data sets of the machine tool test bed. The data 
set of the other process is then used to evaluate the two classifiers.

If the classifiers are trained with the small data set from process 1, an increase in 
the accuracy of the FCN can be seen when the signal length decreases (Table 1). In 
addition, the random forests are superior to the FCNs for the signal lengths of 1000 
and 5000. The influence of the signal length on the random forests compared to the 
FCNs is small. The accuracy with a length of 200 is comparable for both classifiers.

Fig. 4.  Axes assignment of stage 3.
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Table 1.  Accuracy of the classifier trained with process 1 and validated with process 2.

Signal Length 5000 1000 200%

Random Forest 84.36% 84.78% 85.74%

FCN 72.35% 82.10% 85.86%

If the two classifiers are trained with the large data set from process 2 and are 
evaluated with process 1, the overall results of the classifiers are closer, although the 
networks have an additional plausibility check (Table 2). An increase in accuracy with 
decreasing signal length can be observed for both approaches. This observation is 
greater for the deep learning approach than for the feature-based approach.

The results of the two processes show that the feature-based approach has a better 
performance for the longest signal length compared to the deep learning approach. 
The difference in accuracy between the signal length 5000 and 1000 is close in both 
evaluations. The result of the deep learning approach shows that a shorter signal 
length leads to a higher accuracy. Reasons for this increase may be the increase in 
data for shorter signal lengths and the fact that smaller signal segments occur more 
often in a similar form in other processes than larger segments. This observation can 
be shown most strongly with the FCN with a difference of more than 10% for differ-
ent signal lengths for process 1. Compared to the deep learning approach, the fea-
ture-based approach has the advantage that it recognizes the cycle signal already in 
the first stage of identification. However, data preprocessing must take place for the 
feature extraction. The FCN on the other hand has the advantage that no data pre-
processing is needed except for the z-normalization. The proportion of cycle signals 
increases in the data set with a shorter signal length. If this is considered, the classi-
fication of the signals from the present data set shows a tendency towards better clas-
sification for the shorter signal lengths 1000 and 200. Usually, the classification of 
binary signals achieves the highest accuracy for the models. In contrast, the signals of 
the control differences have the lowest accuracy.

4.2  Stage 2: Rule-Based Assignment

For a better comparability of the results, the complete processes are considered for 
stage 2 and 3. If correlations are calculated for all current and torque signals in both 
processes and the plausibility check is carried out, the correlation between the cur-
rent and torque of the spindle is recognized in 97.3% of cases. The correlations in the 
process in which the signals could not be clearly assigned are not large enough to be 
accepted by the plausibility check. In this case a new time series is needed.

Table 2.  Accuracy of the classifier trained with process 2 and validated with process 1.

Signal Length 5000 1000 200

Random Forest 86.17% 86.46% 88.64%

FCN 84.32% 88.88% 89,66%
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For the division of the current axis class into vertical and horizontal axis, the 
amount of the mean value is used as described in Sect. 3.5. In the present data set, the 
value of the vertical axis of the complete process is at least four times greater than the 
value of the horizontal axis in all 37 cases.

With the subdivision of the position class, all pairs of setpoint and actual positions 
signals belonging together are recognized by forming the correlation. When determin-
ing the class affiliation to setpoint and actual positions signal, the signals are always 
recognized by at least one of the two criteria, the position of the minimum and maxi-
mum. Short signal lengths are particularly suitable for this detection, as this prevents 
similar points in the signal path from being approached and thus the minima and max-
ima of the setpoint and actual position signals do not refer to the same points.

Starting the second stage with the order of the setpoint and the actual position 
signals, the correlation is the highest compared to all other plausibility checks in the 
second stage. Furthermore, the number of parameters in this class must be even. All 
parameters that do not have such a high correlation to a class member are reclassified.

4.3  Stage 3: Axes Assignment

The assignment between all current signals and all second derivative of the setpoint 
position signals is possible for process 2 and so in 25 of 37 cases. The setpoint signal 
is better suited for stage 3 than the actual position signal, as the values of the correla-

tion calculations are usually greater there. If now only the moving parts of the signals 
are used, all signals from process 2 are still detected.

The results of the assignment of the first derivation of the setpoint position signals 
and the current signals for process 1 are shown in Table 3. Thus, the assignment of 
axis 2 can be significantly increased if only the moving parts of the signals are taken 
into account. One assignment of axis 3 can also be made. The setpoint position signal 
of the third axis has a high correlation to the current signal of the first axis in process 
1 when third axis is in motion but is never assigned incorrectly because of the previ-
ously assigning of the longest signal. This is because both axes move in the short time 
that axis 3 is moving. The assignment of the control difference to the current signals is 
also only possible for process 2. In process 1 the level of correlation is not sufficient.

Alternatively, the signals of control difference and difference of setpoint and 
actual position signals can be determined for process 2. If the correlation is not high 
enough, new signals must be recorded. The already assigned signals can then be vali-
dated with the new data.

Table 3.  Axis assignments process 1 first derivative of setpoint position and current signals

Axis 1 Axis 2 Axis 3

Entire signal 11/12 0/12 0/12

Moving parts of the signal 11/12 11/12 1/12
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5  Conclusion and Outlook

The use of control data for process and condition monitoring of machines is becom-
ing increasingly important. However, the identification and mapping of the required 
parameters is in many cases a very complex manual process. This paper presents an 
approach how machine parameters can be identified automatically using ML.

Future research will focus on validating and expanding the detection strategy with 
further types of workpieces, tools and machines. Validation will focus on the ML 
approaches of the identification strategy. Among other things, the influence of a man-
ual preselection of the machine type, for example with regard to the number of axes, 
will be analyzed. There is also a need for research in handling of unknown parame-
ters, of which the data could be clustered, for instance. In addition, the parameter list 
will be extended and the identification approach embedded in a holistic user assis-
tance system.
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Abstract.  In times of competitive market environments, offering custom-
ized products becomes a crucial success factor for manufacturing compa-
nies. High variance in the product portfolio leads to expanding costs along 
the value chain. These costs are not allocated cause-related, which results in 
 cross-subsidization and competitive disadvantage. Process-oriented approaches 
proved high potential to improve cost allocation. The determination effort often 
is uneconomically high and results are arbitrarily imprecise. That might result 
in wrong decisions according the product portfolio and production system. The 
increasing execution of activities in information systems allows reductions in 
costs and time as well as increasing quality in process-oriented cost account-
ing. The aim of this paper is to develop a methodology that uses event data 
gathered in information systems to determine variant-specific process costs 
using Process Data Mining.

Keywords:  Production system · Product portfolio management · Process cost 
accounting · Process data mining

1  Introduction

Manufacturing companies in high-wage countries are facing an increasingly dynamic 
competitive situation [1, 2], which in the globalized world often leads to a growing 
number of product variants [3]. The increase of external variety is accompanied by 
expanding internal variety [4], which leads to additional product elements. To man-
ufacture a broad variety of parts, special effort in the production system, e.g. by new 
machinery, new production processes, additional jigs and tools etc., become necessary 
[5]. Thus, focusing on the most profitable product variants decrease costs and increase 
efficiency, effectivity and productivity along the value chain. The main difficulty is 
the profitability evaluation of a specific product variant, as the corresponding costs 
are often unknown [6]. The main reason therefore lies in increasing overhead costs 
[7, 8]. Conventional cost accounting methods allocate overhead costs in proportion to 
direct costs, which leads to an inaccurate evaluation of profitability, because products 
with high direct costs do not automatically cause high effort for realization [9]. As a 
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result, products with low degree of standardization are cross-subsidized by standard-
ized products, which leads to competitive disadvantage compared to companies with a 
more standardized product portfolio [5].

To address these deficits, process-oriented methods such as Activity-based 
Costing [10], process cost accounting [11] and Time-driven Activity-based Costing 
[12] were developed. These methods focus on activities and processes performed 
for variant realization and determine the corresponding costs by resource consump-
tion [12, 13], which leads to significantly higher cost transparency [14]. Nevertheless, 
 process-oriented cost accounting is rarely applied. Process-oriented cost accounting is 
based on interviews, which means that the effort for cost estimation is extremely high 
while the accuracy and reliability are very low [8]. Furthermore, processes in compa-
nies are so complex that they can no longer be understood and retraced manually [15]. 
As a result, the determined costs are arbitrarily imprecise.

Digitization and the execution of activities in information systems offer enor-
mous potential for data-based retracing of processes [16]. Using event data from 
information systems, Process Mining (PM) aims for the identification of actually exe-
cuted processes [15]. While Process Mining aims for the identification of processes, 
the aim of this paper is to determine process costs by analyzing large sets of event 
data. Thereby, accuracy, trustworthiness and timeliness for the determination of pro-
cess costs are increased while the effort is dramatically decreased. The calculation of 
process costs is performed by the development of Process Data Mining (PDM). This 
allows an efficient evaluation of product variant profitability and thus a trustworthy 
basis for decisions according the strategic alignment of the production system and the 
product portfolio.

Therefore, basic definitions and terminology are explained at first to provide an 
overall understanding of the current challenges in cost accounting as well as trends 
in digitization. The necessity for the research provided in this paper is derived by the 
introduction and discussion of existing approaches with the aim of data-based cost 
accounting in a second step. Based on that, the concept for process cost determination 
using PDM is presented in a fourth step. Finally, a critical reflection of the methodol-
ogy, a conclusion and the need for further research is stated.

2  Definitions and Terminology

In this chapter, definitions and terminologies are presented in order to provide a com-
mon understanding in the context of this paper.

The product portfolio comprises all services, products and product variants of a 
company [17]. Product variants are characterized as products of similar shape and/
or function with a high proportion of identical assemblies or parts [4]. Customers can 
configure product variants, whereas configuration means the combination of standard-
ized components, taking into account configuration rules [18]. In this paper, mecha-
tronic products, represented by configurable assemblies and parts [5] are focused.

Conventional cost accounting methods allocate overhead costs in proportion 
of direct costs to product variants [14]. Process-oriented cost accounting methods 



Process Cost Calculation Using Process Data Mining    583

consider the resources consumed along a product realization process [8], which leads 
to better cost results [19]. In the context of this paper, process costs are determined by 
resource consumption for product realization to support decisions according product 
portfolio and production management.

Data mining is used to identify human-understandable structures and forecast 
future behavior of systems [20, 21]. Therefore, six main fields of algorithms can be 
differentiated: classification, regression, clustering, dependency modeling, summa-
rization and deviation detection [22, 23]. In the context of this paper, data mining 
methods are used to discover process-oriented costs in large sets of event data. As pro-
cesses become ever more complex, it is almost impossible for companies to retrace 
the processes actually executed [15]. To gain transparency over processes,

Process Mining aims for discovering processes based on event data, which 
is gathered automatically in information systems [15, 24]. Therefore, the applica-
tion fields discovery, conformance and enhancement can be differentiated. To ena-
ble PM, a minimum set of event-related information (case id, activity, timestamp) is 
defined and has to be tracked by process-aware information systems. This paper uses 
event data and the possibility to gain process-related data automatically from infor-
mation systems to increase efficiency and trustworthiness of process-oriented costs 
determination.

Process Data Mining is a so far not established discipline in data science. The 
aim is to discover knowledge about processes and related disciplines in event data, i.e. 
process data, using data mining. In the context of this paper, PDM is used to deter-
mine variant-specific process costs based on large sets of event data.

3  State of the Art

Existing approaches already focus on the determination and cause-related allocation 
of variant-induced process costs. Further approaches integrate data science methods 
in cost accounting to reduce effort and increase accuracy. The state of the art and the 
need for the research provided in this paper is explained in this section by describing 
these approaches and analyzing them according the suitability to address the stated 
issue.

In 1989, Kaplan & Cooper observed increasing overhead costs and identified 
the need to change methodology in cost accounting. As a result, they developed 
Activity-based Costing (ABC) [9]. Building on these ideas, Process Cost Accounting 
was developed by Horváth & Mayer [11] which was further extended by the 
 Resource-Oriented Process Cost Accounting due to Schuh [6, 25]. The aim of these 
methods is to determine costs for resource consumption of product variants along the 
complete value chain. The determination of process-oriented costs with these methods 
caused extremely high effort [8, 14]. To reduce determination and maintenance effort 
of  process-oriented cost models, Time-driven Activity-based Costing (TDABC) was 
developed by Kaplan & Anderson [12], which mainly solved the issue of multi-vari-
ate cost drivers. At the same time, Resource Consumption Accounting was developed 
by Keys & van der Merwe [26], which focused on product-specific cost determination 
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by resource consumption. Although these methods led to considerable improvements 
in profitability evaluation, they are rarely used in practice due to the high effort and 
low reliability [14]. Modern cost accounting frameworks address these deficits by 
relying on methods from data science.

Using data-based methods is a frequently mentioned way to reduce effort and 
increase accuracy in process-oriented cost accounting [8, 11, 14, 25]. Rising comput-
ing power is fueling the implementation of data science over the last years. Kostakis 
et al. [27] used data mining to identify associations between cost-drivers. Based 
on quantified associations, cost drivers, which cause high determination effort, are 
quantified based on those with low determination effort. Yeh & Dang [28] as well as 
Chang et al. [29] applied data mining in product costing for the estimation of prod-
uct life-cycle costs and for predicting product unit costs, respectively. Ostadi et al. 
[30] used fuzzy logic to lower uncertainty and ambiguity in the input parameters for 
TDABC with the aim to improve reliability of results. While these approaches focus 
on noise reduction of input data and on improvement of reliability and accuracy, the 
underlying data is still based on interviews or observations. To overcome these defi-
cits and use automatically gathered and realistic data, Wynn et al. [31] adapted PM 
to calculate process costs based on resource consumption for activity execution. This 
approach seems promising to solve the conflicting goals of time, cost and quality in 
process-oriented cost accounting. Nevertheless, product costing is not regarded and 
the stated simplifications are not applicable for product cost accounting. In this paper, 
elements of the described approaches are combined to determine process costs based 
on event data using PDM.

4  Methodology

In the following, the challenges in process cost determination using existing methods 
are described more detailed. Based on the identified deficits, a solution is derived by 
the development and implementation of PDM. Process costs are the sum of activity 
costs of all activities within the respective process [32].

Therefore, the activities and their respective resource consumption for the 
regarded process are required. Wynn et al. [31] calculate the process costs for the 
execution of a process variant, discovered with PM, of a specific case id. This requires 
knowledge about the case id-specific process variant, which can be determined using 
PM if a case id runs through the processes once and can be used as criteria for pro-
cess variant differentiation. In manufacturing companies, unique process variants 
cannot be retraced for a specific case id, because same case ids could proceed multi-
ple process variants. Figure 1 exemplarily shows the activities and the real processes 
with five process variants ((1)–(5)) executed for a specific case id. Each process var-
iant has its process costs, which are equal to the sum of the respective activity costs. 
Furthermore, some activities are performed with relevance to quantity (e.g. purchase); 
others aren’t (e.g. design).
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Using PM, it is not possible to discover process variants, as the differentiation 
criteria (different case ids) is missing [15]. Due to product and process standardiza-
tion, it is furthermore not possible to use a specific product variant, customer order or 
anything else as differentiation criteria [5]. Consequently, the calculation of the costs 
for a single process run of the regarded case id is not possible, because the process 
processed is unknown. To solve this issue, PDM is developed to statistically evaluate 
large sets of event data in order to discover knowledge in event data generally and to 
determine variant-specific process costs specifically. The following sections, the rel-
evant preconditions and the methodology of process costs determination using PDM 
are described.

4.1  Preconditions for Process Cost Determination Using PDM

For the calculation of process costs of product elements, the preconditions according 
to the relevant data and information have to be defined.

For the calculation of variant-specific process costs, the product portfolio and 
the product variants are represented by the elements within the product structure, e.g. 
parts, assemblies etc. The product elements or their identifiers are used as case ids, so 
that the corresponding process costs are determined for each product element and will 
be allocated to the variants they are used in. Therefore, it is necessary to split the pro-
cess costs in dependency of the production volume of the product element. A unique 
identifier and it’s time-related cost rate represent the resources consumed by product 
elements. Whereas product and resource build the basis for process cost determina-
tion, the process or event data gathered in process-aware information systems form 
the backbone of the process cost calculation. For each event, the respective process 
element identifier (for cost assignment), the activity (for cost gathering), its start and 
end timestamp (for duration), the processed quantity of pieces (for cost distribution) 
and the resources which executed the activity (for event cost calculation) need to be 
specified. As basis for the calculation, the variables and their sets are defined. So let

• E = {ei|i = 1, . . . ,m} be the set of events with m the amount of events,
• A =

{

aj|j = 1, . . . , n
}

 be the set of activities with n the amount of activities,
• R = {rk|k = 1, . . . , o} be the set of resources,
• Rc =

{

rck |k = 1, . . . , o
}

 be the set of resource costs with o the amount of resources,
• ts be the start and te be the end timestamp,
• d be the duration, c be the costs and q be the processed quantity of pieces.

Legend

Duration Resource Quantity
2,5 h R7856 2000
3,0 h E2375 450

(1)

(5)

(2)

(3)

(4)
Release Purchase Test Store Plan

Duration Resource Quantity
0,5 h R7589 -
6,0 h E6854 -

Activity Process (x) Process variant

(1)Design Rework

Fig. 1.  Real process of a single case id in manufacturing companies
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4.2  Determination of Process Costs Using Process Data Mining

As stated earlier, process variant discovery is not possible for equal case ids. 
Nevertheless, through the development of PDM, the analysis of large event data sets 
is used to calculate the process costs. In the following, process cost calculation is 
described exemplary for a product element (see Fig. 2).

First, the cost of event i is calculated by ci =
(

te,i − ts,i
)

∗ rck,i, with rck,i the cost 
rate of the resource rk consumed in event i.

For further calculation, the assignability of costs to a processed quantity of prod-
uct elements becomes relevant. Either, an activity is performed for a specific quantity 
(case a, qr), which means that its costs can be divided by the processed quantity of 
pieces, or it is not (case b, nqr), which means, that the corresponding costs have to 
allocated to the total amount of processed pieces (qtot). qtot defines the reference quan-
tity of the regarded product element.

Case a. As costs arise without regard to processed quantity (e.g. Fig. 1, design), 
the cost of activity j is calculated by the event costs of the respective activity: 
cnqr(j) =

∑

i ci.
Case b. As costs arise with regard to a specific processed quantity, the cost of pro-

cessing a single piece of the regarded product element through activity j is calculated 
based on evaluation of event-specific unit costs using PDM. Therefore, event costs 
are normalized by cni = ci/qi at first to gain the costs of processing one piece through 
event i. The distribution of cni  might be skewed and show outliers due to inconsistent 
data. The cost of activity j is determined by the median c̃qrj  of the normalized event 
costs cni . The median is less efficient, but more robust against outliers compared to the 
mean and delivers better and more reliable results for data not distributed normally 
[33].

Furthermore, the likelihood p(j) =
∑

i qi/qtot for execution of activity j is deter-
mined as quotient of the total quantity of pieces processed by the respective activity 
(
∑

i qi) and the total output quantity qtot of the regarded product element. If activity 

Event data

Product data

0
1
0
1
0

0
1

0
1

0
1

0

0
1

0
1
0
0
0
1

0
1
1

0
1
0
0

0
1

0
1

0
1

01
0
01

011
10

01
01
01

01

0

0
11
0

01

01

01

01

0

0
1

0
11

1
0

01
01
1

0
1
0
0

0
1

0
1

0
1

01

0

0
1

0
11

1
0

01
01
1

Activity 1 Activity Activity … …

Process Data
Mining

Ressource data

Events

Product elementsProduct elements

Resource cost rateResource cost rate

Fig. 2.  Determination of variant-specific process costs using Process Data Mining.
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j is executed exactly once for processing the total amount of product elements (i.e. is 
processed in each process variant), the probability for activity execution p(j) = 1 (e.g. 
Fig. 1, process variant (1)). If an activity is conducted multiple times (e.g. Fig. 1, pro-
cess variant (2), (3), (5)), p(j) > 1; if an activity is skipped (e.g. Fig. 1, process variant 
(4)), p(j) < 1. The latter apply if an activity in a process variant is run several times or 
not every time, respectively. Finally, the process costs ctot are calculated for one unit 
of the regarded product element:

An immediate property of the proposed procedure is that the approximation improves 
the more event data is available. It is therefore to be expected that its usability will 
only increase as data collection techniques improve as a result of digitalization.

4.3  Practical Example and Validation

The described methodology is applied to an exemplary case and the results are com-
pared to conventional cost accounting methods. For simplification, two product ele-
ments A and B are regarded with a sample set of relevant data summarized in Fig. 3.

With conventional cost accounting, the overhead cost charge is calculated in pro-
portion to the relative share of direct costs. This would result in:

In comparison to that, process cost accounting leads to better cause-related cost allo-
cation. It is obvious that for A the activities “release” and “test” are processed mul-
tiple times (p(j) > 1), whereas the activity “test” is not processed by each product 
element unit (p(j) < 1). While the stated example is based on a small set of data, 
Process Data Mining unleashes its potential when analyzing large sets of data.

ctot =
c
nqr
j

qtot
+

n
∑

j= 1

c̃
qr
j pj

A : cA =
3,500$

3,500$+ 500$

∗ 15,000$ = 13,125$; B : cB =
500$

3,500$+ 500$

∗ 15,000$ = 1,875$

Product element A
Overhead costs 5,000 $

Product element B
Direct costs 3,500 $

600
Direct costs 500 $

1,600
(1)Design Release Test PlanA

Design Release PlanB Test

1,500$ 300$
- -

450$ 100$ 600$
200 400 200

900$ 900$ 400$
200 400 200

300$ 800$
400 200

450$ 900$ 100$
900 400 300

100$
900

100$ 700$
900 700

2,500$
-

Fig. 3.  Data for process cost calculation and cost accounting comparison
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The results of the calculation are summarized and compared in Table 1. The pro-
cess costs are not equal to the total overhead costs. To allocate all overheads, the 
remaining overhead costs are allocated in proportion to the relative share of direct 
costs [14].

The comparison shows tremendous differences between conventional and 
 process-oriented cost calculation. By using conventional cost accounting, product ele-
ment A would have been too expensive and product element B way too cheap.

5  Conclusion and Further Research

With expanding variance in the product portfolio, the knowledge about the profita-
bility of each product variant is extremely important for producing companies. False 
evaluations could lead to wrong decisions in portfolio management and cause com-
petitive disadvantage. Furthermore, the production system is aligned according to the 
variants to be produced. Setting up the production system for unsold products causes 
extremely high costs and effort, which further exacerbates the situation. Cost account-
ing methods that focus on the determination and cause-related allocation of costs 
actually incurred are extremely time-consuming, costly and at the same time inaccu-
rate. Digitization shows enormous potential to determine and analyze activities exe-
cuted for variant realization as well as the corresponding process costs. In order to 
evaluate big sets of event data to calculate process costs, an algorithm using Process 
Data Mining was developed in this paper.

The presented algorithm calculates process data without the need for activity 
sequencing, which is a huge advantage compared to Process Mining. Further research 
could focus on the implementation of the described algorithm as well as on the 
cause-related allocation of process costs to corresponding product variants.

Acknowledgements.  „Funded by the Deutsche Forschungsgemeinschaft (DFG, German 
Research Foundation) under Germany’s Excellence Strategy – EXC-2023 Internet of 
Production – 390621612“.

Table 1.  Comparison of conventional and process-oriented overhead cost charge

Product element Conventional over-
head cost charge

Process costs ($) Process-oriented 
overhead cost 

charge ($)

Deviation

A 13,125 $ (87.5%) 6,825 2,177 −31.4%

B 1,875 $ (12.5%) 5,687 311 +219.9%
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Abstract.  A Circulation Factory is a concept for a future closed-loop produc-
tion system that combines product manufacturing with remanufacturing and 
recycling into one hybrid system for increased environmental and economic 
performance. So far, Circulation Factories have remained a vision. In the 
present paper, the initial framework for Circulation Factories is revisited and 
refined by analyzing real world production systems, which are already clos-
ing the loop partially. This way, a classification scheme for closed-loop pro-
duction integration, and a list of product and factory features, which support 
 closed-loop integration, are derived. The feature list is used to analyze if under 
current conditions the high impact case of Li-Ion batteries is a suitable scope of 
application for Circulation Factories.

Keywords:  Circulation Factory · Closed-loop production · Circular Economy

1  Introduction

Manufacturing creates value, and is directly or indirectly responsible for s signifi-
cant share of the local and global impacts on the environment. Through products and 
jobs, manufacturing contributes to high standards of living and prosperity. However, 
manufacturing and related upstream chains also require substantial amounts of  (non-)
renewable materials and energy, and releases emissions into air, water and soil. 
Therefore, manufacturing is indispensable on the one hand, but also poses substantial 
risk to the environment and human health on the other hand [1].

The demand for products and thus manufacturing is growing due to a rising 
global population, increasing global standards of affluence, and is still impelled by 
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linear economies, which mainly follow the principle of ‘take-make-dispose’ [2]. 
Consequently, future manufacturing needs to decrease its detrimental environmental 
impacts. Thus, sustainability in manufacturing has become more important, and has 
led to various research, which strives towards that ‘products are designed, produced, 
distributed, used and disposed with minimal (or none) environmental and occupa-
tional health damages, and with minimal use of resources’ [3]. This is in line with 
the Circular Economy (CE) paradigm, which comprises end-of-life management 
options, to cascade either complete products, or components or materials into addi-
tional life cycles. The aim of CE is to organize, engineer and control the activities, 
which enable the conservation of the residual economic and environmental value of 
unwanted or unsuitable (End-of-Use, EoU), and degraded or inoperable  (End-of-Life, 
EoL) products [4]. The cascading options have the potential to mitigate environmen-
tal consequences related with product manufacturing by ‘closing the loop’: harmful 
waste disposal practices like landfilling are avoided, and the demand for primary 
components and materials is decreased by providing secondary components and 
materials with a lower environmental impact [5]. In general, smaller loops (re-use or 
re-manufacture products or components) are considered preferable, as they are usu-
ally associated with less environmental impacts in comparison to wider loops (mate-
rial recycling). The protopia of a Circulation Factory (CF) closes the loops and keeps 
them as small as possible by integrating product manufacturing as well as remanufac-
turing and recycling into one hybrid system under the same roof [6].

The present paper refines the initial CF framework [6] by analyzing real world 
closed-loop production systems and deriving a classification scheme for  closed-loop 
production integration, as well as product and factory features, which support 
 closed-loop production integration. These features are used to analyze if the high 
impact case of Li-Ion batteries (LIBs) is a suitable scope of application for a CF.

2  Refining the Circulation Factory Framework

2.1  State of the Art on Circulation Factories

In the following, the CF foundations are compiled and illustrated with a conceptual 
framework. The CF concept combines manufacturing, versatile (dis-)assembly, qual-
ity inspection, material recycling and remanufacturing capabilities (Fig. 1). A CF may 
be organized as a flexible matrix system, in which versatile working units (worksta-
tions or production machines) can perform manufacturing and assembly, as well as 
disassembly and remanufacturing tasks. The individual working units are linked 
through a flexible material transport with an intelligent decentralized control logic, 
which assigns workpieces and allows for a cycle-independent flow [7]. Consequently, 
workpieces may choose different paths through the CF depending on their properties, 
subsequent tasks to be performed, and the availability of the working units, or depend-
ing on an overarching factory strategy, i.e. prioritizing output or resource efficiency. 
The importance of a digital factory control, i.e. continuously monitoring, mirroring 
and optimizing resource flows, is stressed in the defining framework.



Refining Circulation Factories    593

The CF framework offers a number of potentials and challenges. According to [8] 
a main problem for remanufacturing is the limited availability of spare parts, whereas 
this is not a problem within a CF, in which spare parts can be manufactured. Essential 
remanufacturing/recycling information is also available, as a CF would treat its ‘own’ 
products. The CF approach promises increased environmental and economic per-
formance by utilizing secondary materials and components with lower environmen-
tal impacts on the one hand, and by coupling and sharing technical building services 
(TBS) for production and retro-production on the other.

Challenging remains the absence of the highly flexible (retro-)production and mate-
rial transport systems. Problematic is also the time offset between the start of the pro-
duction and retro-production sections within a CF, as ramping up remanufacturing and 
recycling capacities is only feasible when significant amounts of EoU/EoL products 
are flowing back. Consequently, one of the main challenges for real world implemen-
tation of CFs are the fluctuations regarding returning products, and materials in terms 
of quantity and quality. While there are numerous publications dealing with economic 
aspects of closed-loop production such as such as production planning and coordina-
tion [9–11], the engineering has remained immature and Circulation Factories a vision.
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594    J. Rickert et al.

2.2  Closed-loop production in practice

In the following, existing approaches for closed-loop production systems are pre-
sented and analysed. Tang and Teunter [12] present a case study of a company, which 
produces and remanufactures water pumps for diesel engines. Around 120,000 water 
pumps are put out, and approx. 20% are remanufactured, either for new engine assem-
bly or as a spare part. Although there are around 100 different water pump models, 
many of them differ only slightly, making a grouping in five product families pos-
sible. Assembly for all product families is performed on the same production line, 
regardless of whether the components are newly manufactured or remanufactured. 
Van der Laan et al. [13] introduce the case of a Dutch manufacturer of photocopiers, 
which have a modular, easy-to-disassemble structure. Modules, which satisfy qual-
ity requirements are remanufactured, and assembled with newly manufactured mod-
ules to obtain a copier, that is sold as a new product. Schmidt et al. [14] present the 
case study of Lorenz GmbH, which produces and remanufactures water meters. The 
company takes advantage of the fact, that water meters need to be replaced periodi-
cally by law, but the brass hydraulic components of the meters do not deteriorate in 
the same time. Upon return, the products are disassembled and suitable components 
are supplied to the assembly of new meters. Approx. 25% of outbound products use 
remanufactured components. Another example is an eyeglass frame producer from 
Sydney. The self-designed frame system is offered in multiple sizes and numerous 
colours and comprises interchangeable parts for the main frame as well as for the tem-
ples and connecting pins. The company offers a special product family, for which they 
source approx. 75% of the material by recycling waste plastic from the urban vicinity 
of central Sydney. The manufacturing chain for the special product family includes 
sorting and shredding of waste (beer keg lids from nearby bars and breweries, used 
fishing nets or milk bottle tops from cafés), injection moulding, cutting of the lenses 
and assembly of the frame. The complete closed-loop production is set up in a single 
specialised store.

2.3  Classification of closed-loop production integration

While the visionary concept is a fully integrated system of product manufacturing as 
well as remanufacturing and recycling, it is possible to identify manifestations of par-
tial integration as previously shown in Sect. 2.2. In the following, the presented cases 
are analysed with the question in mind of how much they resemble a fully integrated 
CF to derive a classification scheme of closed-loop production integration as shown in 
Table 1.

The degree of closed-loop production or CF integration can vary in different 
dimensions. For example, the depth of closed-loop integration, which can range from 
no integration (only forward production) to the fully integrated system as described in 
Sect.  2.1  and Fig 1. In between intermediate forms exist, e.g. ranging from the supply  
of materials through recycling, to providing components, or the final product itself 
through remanufacturing as shown by the examples of Sect. 2.2. The lines between 
the intermediate forms are also blurry, as further combinations, e.g. production and 
component remanufacturing and material recycling, are possible as well. Possibly, the 
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CF concept can go even further in this regard and incorporate servicing mobile, in-use 
products. Other dimensions include:

• Product variety (e.g. a CF system which is able to valorise a range of products 
through disassembly and material recycling, whereas the forward-oriented manu-
facturing and assembly could only be able to produce a single product);

• Material sourcing (ranging from primary resources only to different combinations 
of primary and secondary material sources);

• Spatial dimension (e.g. separated, or separated, but coordinated facilities or CF 
‘under one roof’).

All examples from Sect. 2.2 represent intermediate forms on the CF classification 
scheme. Regarding closed-loop integration depth, the case of eyeglass frames inte-
grates material recycling, the photocopier manufacturer integrates production and 
component remanufacturing, and finally the water pumps and water meters examples 
integrate product remanufacturing. In terms of product diversity, the material recy-
cling case has the greatest spectrum of products, which gets recovered for production. 
The companies from the photocopier, water pump and water meter remanufactur-
ing examples concentrate on a narrow set of own products. Information concerning 
the material sourcing relationships from the presented examples are vague. Only in 
the water meter case a post-consumer material sourcing seems likely. All presented 
approaches are integrated ‘under one roof’. Finally, all examples report improved eco-
nomic and environmental performance through the closed-loop production integration.

2.4  Supporting Product and Factory Features

The presented examples from Sect. 2.2 show the feasibility of closed-loop production 
integration, but also show that the success of closed-loop production integration largely 
depends on product and factory features. Therefore, in the following  sub-chapter, a list 
of supporting product and factory features is assembled and expanded.

Table 1.  Classification scheme of closed-loop production integration

Degree of 
integration

No Intermediate Full

Depth Only  
production

+ material 
recycling

+ component  
reman.

+ product  
reman.

+ service All

Product  
variety

Production  
of one product

Combinations of the production of one/
multiple products, and the recovery  
of one/multiple products

Production +  
recovery 
of multiple 
products

Material  
sourcing

Primary  
resources only

Primary + secondary  
resources of high quality
(e.g. post-industrial)

Primary + second-
ary resources of  
uncertain source
(e.g. post-consumer)

All; focus on  
secondary 
sources

Spatial Separated 
facilities

Separated, but coordinated facilities ‘under one roof’
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The following product features stand out from the remanufacturing cases: high 
modularity, easy to disassemble joints, durability, and high residual economic value in 
relation to remanufacturing effort. Other features, such as a high number of reusable 
components, or the ability of the product to be identified are taken from publications 
concerning design for recycling or remanufacturing such as [15, 16].

Flexible (manufacturing) equipment can be identified as supporting factory feature 
from the water pump and water meter case, as it enables the assembly regardless of 
whether the components are newly manufactured or remanufactured. This desirable 
feature is extended to changeability according to [17] and applies to other factory ele-
ments such as the building shell and especially TBS as well. Factory systems become 
changeable, if their constituent elements adhere to the principles of universality, scal-
ability, modularity, mobility and compatibility [17]. Scalable and modular TBS with 
the correct capacity for the joint supply of production and retro-production can lift 
economic and environmental efficiency. Current systems e.g. for heating, ventilation, 
and air conditioning (HVAC), or for the supply of compressed air are often oversized, 
inefficiently controlled and can account for up to 40% of factory energy demand [18]. 
Coupling waste heat flows e.g. from compressed air generation with demand from 
HVAC systems, or manufacturing and recycling processes can also be promising. A 
precondition for this coupling is the metering of resource flows and demands, which 
can be achieved by a wide application of sensors, and the collection, consolidation 
and processing of the sensor data, or in other words through digitalization. The full 
list of supporting product and factory features can be found in Table 2.
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Table 2.  List of supporting product and factory features

Product feature Description (desirable feature manifestation)

Handleability Workable dimensions regarding mass or size (low),
Material hazardousness/toxicity (none, low),

Legal constraints Restrictions e.g. regarding specialised storing or 
transport; or regarding legally limited service life, e.g. 
operating hours or number of use cycles (none, low); 
prescribed periodical exchange or calibration (high)

Complexity Product complexity can be described through following 
sub-features:
If considered for remanufacturing: Modularity (high), 
Number of reusable components (high), Use of stand-
ardized components (high), Use of standardized, easy to 
disassemble joining technologies (high)
If considered for recycling: Recyclability of materials 
(high), Number of materials (low), Material dilution 
(low)

Durability Wear resistance or ability to withstand multiple life 
cycles (high)

Diversity E.g. in regards to product variants (low)

Back-/Forward compatibility Ability of evolved components to be used in earlier 
product variants, and upgradeability of the whole product 
(high)

Demand cycle Period of product demand (long)

Residual value Residual value, either economic as residual component 
or material value (high), or environmental e.g. expressed 
as embodied energy, or in regard to criticality (high)

Availability of product information E.g. in regards to above mentioned features like material 
composition; but also as the ability of the product to 
be identified, for example through product information 
carriers such as labels, bar codes or RFID tags (high)

Factory feature
Changeability Flexibility as the ability of a manufacturing system to 

switch with reasonable effort to a new, although similar 
product (high), Transformability as the ability of an 
entire factory to switch to another product (high); ena-
bled by factory elements, which adhere to the principles 
of universality, scalability, modularity, mobility and 
compatibility [17].

Digitalization Digitalization as the basis for decentralized, autonomous 
control of flexible material transport systems, and as the 
foundation for continuous monitoring and databased 
optimization of resource flows (high).
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Product and factory features are have strong interdependencies. On the one hand, 
there are product design guidelines, which increase the producibility, on the other 
hand production and retro-production systems are usually designed to serve product 
characteristics. However, both, product and factory features, also have a strong influ-
ence on where a specific closed-loop production system can be placed on the classifi-
cation scheme (Table 1).

The product features make closed-loop production feasible in the first place. In 
terms of closed-loop integration depth, only durable parts and products can be used 
for remanufacturing. The same is true concerning joining technologies: only if 
non-destructive disassembly is possible, the product or component can be consid-
ered for remanufacturing. Regarding spatial integration, the handleability has signifi-
cant influence, as transport between facilities may be cumbersome in regards to large, 
heavy or hazardous products and parts. Finally, only if the residual product, compo-
nent or material value or related savings potential is high enough, a closed-loop pro-
duction may be considered by companies. Together with adequate factory features, 
such as digitally supported and changeable factory elements, a closed-loop production 
can be achieved. This is illustrated by the fact, that only a closed-loop production sys-
tem with flexible equipment can serve a broad product variety, while being spatially 
concentrated. Modularity can enable a step-wise integration in terms of depth. For 
example, starting with a forward-production only, the capacities could be gradually 
expanded to remanufacturing, while making sure that the product, material and infor-
mation flow is kept operational through compatible systems.

3  Application Towards Li-Ion Batteries

Li-Ion batteries are the essential component of battery electric vehicles from an eco-
nomic and environmental perspective and thus represent a cornerstone for the societal 
pursuit towards sustainable mobility. Remanufacturing and recycling LIBs, and thus 
re-circulating the valuable electrode materials (e.g. NMC: Ni, Mn, Co & Li), is con-
sidered pivotal for improving the environmental outlook of electric mobility [19], and 
due to a demanding supply situation. Different approaches for recycling have been 
developed and are scaled up, without consensus on which process chain is economi-
cally or environmentally optimal [20].

The list of previously identified, supporting product and factory features (Table 2) 
is used to analyse if the high impact case of LIBs is a suitable scope of application for 
implementing a CF. An overview is given in Table 3, but not all features are addressed 
due to missing information.



Refining Circulation Factories    599

Although LIBs and their materials represent high added value, future reman-
ufacturing and recycling economics may decrease instead of improve. The reason 
being, that future product generations will be more cost effective, and that the most 
valuable metals such as Co and Ni are substituted in future generations, which also 
affects the environmental value. This requires significant efficiency improvements. 
Remanufacturing is currently immature and obstructed by LIBs being safety-crit-
ical therefore calling for high quality standards of remanufactured products, but 

Table 3.  List of supporting product and factory features applied to LIBs

Product feature Description

Handleability LIBs are heavy and bulky, and some have odd shaped housings for 
fitting into converted combustion engine cars. LIBs pose electrical, 
fire and explosion, and chemical hazard and thus need specialised 
transport, storage and processing.

Legal constraints Spent LIBs require specialised storing and transport by law. Transport 
boxes or - if the LIB has been damaged - leak proof containers are 
mandatory for transportation. Storing LIBs has legal constraints as 
they contain toxic electrolytes.

Complexity LIBs are complex: high modularity is contrasted by being safety-crit-
ical, and permanent joining technologies such as gluing and welding. 
For recycling, the number of materials and material dilution are 
obstructive.

Diversity LIBs are comparatively new products, without industry-wide stand-
ards as of yet [19]. Product development is still ongoing, resulting in 
a large variety of material combinations, formats, sizes and joining 
technologies.

Residual value Not all spent LIBs can be used for 2nd life, but material value is still 
high.

Availability of product
information

Data on the state of health may be acquired through the battery 
management system (BMS) and can be used for deciding on the fate 
of the used battery (2nd life or recycling). Product information on 
systems level such as detailed material composition is scarce, which 
is challenging for recycling companies, forcing them to build up 
experience.

Factory feature
Changeability [21] suggests, that current NMC LIB manufacturing systems contain 

all necessary processes, ambient conditions and production equip-
ment for future cathode production e.g. of lithium sulphur batteries. 
However, the necessary change for the production of coming battery 
generations, such as all-solid-state batteries, requires far-reaching 
exchange of equipment.
Manufacturing takes place on Gigafactory scale, ramping up reman-
ufacturing and recycling capacities will only be feasible when sig-
nificant amounts of spent LIBs are returning in 5–10 years. Flexible 
equipment for the automated disassembly of diverse products is not 
available yet.
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using permanent joints at the same time, making non-destructive disassembly hard. 
Regardless of whether remanufacturing or recycling is the goal, and due to forthcom-
ing high product quantities, automated disassembly to module level will be necessary 
in the future. Unfortunately, using conventional automation approaches is not suffi-
cient, as this would again result in an inflexible set up. This can be observed for exam-
ple at Apple’s automated iPhone disassembly [22] and is opposing the requirement of 
a changeable CF.

Current (technical) product features, make present-day LIBs not well suited for 
closed-loop production. As product development is still ongoing and new versatile 
equipment for automated disassembly is developed, there is yet an opportunity: if LIB 
manufacturers adhere to the identified features such as standardization, low diversity 
and back-/forward compatibility there is potential for LIB closed-loop production.

4  Summary and Outlook

The present paper refines the initial CF framework by developing a classification 
scheme for closed-loop production integration, and analyzing and classifying real 
world closed-loop production systems accordingly. The presented examples out-
line CF feasibility, and a positive impact on economic and environmental indicators. 
Product and factory features, which support closed-loop integration are derived, are 
used to analyze if the high impact case of Li-Ion batteries is a suitable scope of appli-
cation for a CF. Currently, unfavourable, technical product features, and a lack of 
changeable (retro–)production equipment impedes CF implementation for LIBs.

Looking in to the future, closed-loop production systems, which fulfil at least 
partly the CF vision, will be necessary for companies, industries and countries to 
adhere to sustainability objectives. However, the planning of CFs systems will be 
complex due to the inherent complexity of such integrated systems. Thus, the devel-
oped scheme and the identified product and factory features can support initial CF 
conceptualization, e.g. by using the scheme as morphological model for finding viable 
combinations.
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Abstract.  In product development projects, companies try to meet more indi-
vidual customer requirements by increasing the number of product variants. 
The product variants are no longer solely created physically, but also through 
different configurations of software, digital services and platforms. This exten-
sion of a physical system is called cyber-physical system (CPS). The devel-
opment towards ‘System of Systems’ creates products, which fulfil required 
functions through the interaction of systems. The combination of physical and 
virtual objects makes cyber-physical systems significantly more complex than 
purely mechatronic products. The overall goal is to improve the  cost-benefit 
ratio of cyber-physical systems. Therefore, system complexity is exam-
ined, in order to improve the design of CPS. In this paper a first step towards 
this goal is presented, the analysis and synthesis of description features of 
 cyber-physical systems, which are capable to describe any CPS in a standard-
ized logic and include all relevant dimensions that cause complexity.

Keywords:  Cyber-physical systems · Complexity management · System of 
systems

1  Introduction

1.1  Motivation

Given the global trend towards more individual customer requirements combined 
with the desire to address more and more market segments, companies increase 
their number of product variants and expand their portfolio to the marginal areas of 
market demand [1]. Customers not only require individual products but also highly 
innovative and functional products which leads to further integration of mechanical, 
electronic and information-technology (IT) based components [2]. Furthermore, prod-
uct variants are no longer solely created by different physical components but also 
by different software features and through individual communication between sys-
tems [3]. This expansion of physical products is called cyber-physical system (CPS). 
CPS are characterized by the fact that they connect physical objects and processes 
with  information-processing objects and processes using IT networks [4]. This 
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combination results in a higher fulfilment of required functions but it also leads to 
significantly more complex systems. In order to capture the complexity of CPS, tra-
ditional complexity drivers like product range, component variety or interface density 
need to be extended. These new complexity drivers have to consider characteristics of 
CPSs like real-time capabilities, self-optimizing capabilities and the possibility that 
different parts of the system may be spread across different physical locations, hard-
ware platforms and communication networks [1, 5, 6]. Current design approaches do 
not consider these aspects sufficiently. Given the increased complexity of CPS, which 
has not yet been adequately addressed in previous design approaches, the overall 
goal is to develop a design approach that enables a cost-benefit-optimized design of 
cyber-physical systems. To achieve this goal, the system complexity, which has a sig-
nificant influence on the costs and benefits of a system, is used as a central measured 
and regulating variable. The first step towards the overall goal is to develop a stand-
ardized description of CPS under consideration of complexity causing dimensions.

The paper is structured as follows. After the introduction, Sect. 1 continues with 
a description of the relevant terminology. Section 2 analyzes related research of 
descriptions of CPS and models to capture the complexity of CPS. Section 3 provides 
an overview of the research approach. Afterwards the results of the research are pre-
sented in Sect. 4. The last section draws a conclusion and gives an impulse for further 
research.

1.2  Definitions

In this section, a short definition of the terms “cyber-physical system” and “system 
complexity” is given to establish a common understanding.

Cyber-physical system. Cyber-physical systems combine systems that interact 
with other systems in a limited environment, so-called “embedded systems”, with the 
ubiquitous networking of objects through global IT networks, often referred to as the 
“Internet of Things” [3]. While purely mechatronic systems focus on the combina-
tion of mechanical systems and its embedded control systems in a fixed centralized 
structure [7]. CPS can be considered as the next evolutionary step as they combine 
elements of virtual and physical dimensions to a network of decentralized adaptive 
systems [7]. A mechatronic system can thereby be a subsystem of a cyber-physical 
system. CPS are an important driver of progress towards “Industrie 4.0”, since they 
allow higher degrees of production process automation and increase the exchange 
of digital information [8]. Individual machines communicate with each other in real 
time enabling a constant flow of information about orders, production rates, materi-
als and other resources [9]. The increasing spread of CPS increases their share of the 
expenses in companies. An optimized design of CPS can help to keep the costs low 
and increase the benefits. Complexity plays a significant role in such systems, which 
is why an introduction to system complexity is given below.

System complexity. The complexity of a system in general depends on the vari-
ety and number of system elements as well as the variety and number of connections 
between these elements [10]. In addition, the complexity of a system is determined by 
the number of different system states that the system can have over time [11]. Vemuri 
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specifies the concept of the complex system with the following four characteristic 
properties [12]:

– Attributes necessary to describe the system are so numerous that a complete or 
exact description is not possible

– Relations in these systems are of a statistical nature
– Complex systems are not static, but change over time
– The decision-making and action behavior is characterized by contradictory goals

Schuh and Riesener summarize the complexity of a system by the number and variety 
of elements and relation that occur in this system as well as the variability over time, 
which itself is determined by the variety of possible states of the elements and rela-
tions between elements [1].

After defining the most relevant terms the next section of the paper will analyze 
related work in the field of complexity-oriented description of CPS.

2  Related Work

The analysis of related work has shown that there is numerous scientific work describ-
ing features of CPS, each dealing with different questions. An important differentiat-
ing feature is, besides the concrete area of consideration, the level of abstraction of 
the observation. In the context of this paper, those approaches are particularly relevant 
that deal with overarching questions regarding CPS as a whole and the interactions of 
the individual elements.

“Model for the description of cyber-physical systems” by Döbrich and Heidel 
(2013) [4]: In this approach a system is represented through assets and every asset is 
represented through a list of property types without specific values assigned to it. The 
method is called property principle and it classifies property types into the five basic 
elements business, construction, function, location, and performance. Even though 
this approach is able to describe a whole system in a detailed manner it is insufficient 
in mapping the dynamic behavior of CPS and the interaction with other systems.

“Review on Cyber-physical Systems” by Liu et al. (2017) [13]: The work of Liu 
et al. analyzes the current state of research in the field of CPS. Among other topics, 
the focus is on the architecture of CPS, which consists of six main elements within 
three layers. The three layers are the user layer, the information layer and the physi-
cal system layer. The six elements include sensor networks, next generation network 
systems, data center, control center, actuator networks, and system user. Every of 
these elements is further described by its functions and characteristics. The presented 
architecture addresses many complexity driving aspects like system interactions or 
 real-time capabilities. However, it only presents an ideal solution of a CPS architec-
ture and does not include a method to represent an actual CPS within the logic of that 
architecture.

Only very few publications specifically address the dimensions of complexity 
mentioned in Sect. 1.2. Two examples are presented hereafter:
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“Structural complexity and its implications for design of cyber-physical sys-
tems” by Sinha (2014) [14]: Sinha measures complexity of cyber-physical systems 
with a mathematical model consisting of the three factors C1, C2 and C3. The fac-
tor C1 evaluates the complexity of each individual component of the system or prod-
uct. C2 describes the number and complexity of the pairwise interactions between the 
components. The total complexity of the system topology is represented by C3. The 
factors are calculated on the basis of algorithms used for design structure matrices. In 
principle, the formula can be applied to all elements and relations in CPS. The spe-
cific properties of CPS and representation of CPS in a standardized description are not 
addressed.

“Complexity Challenges in Development of Cyber-Physical Systems” by 
Törngren and Sellgren (2018) [15]: The goal of this work is to investigate the suit-
ability of different development approaches for the development of complex CPS. 
In order to do so, a detailed description of facets of complexity in CPS is given (for 
example heterogeneity or uncertainty and change). In addition, there is an in-depth 
analysis of the interrelations of components of CPS. This work shows the different 
forms of complexity in CPS very well and describes them by the aid of examples. 
However, a standardized description for the representation of different CPS is not 
created.

The four exemplary approaches presented above as well as further analyzed 
approaches show, that the focus lies either on the detailed description of CPS or on the 
investigation of complexity in CPS. An approach, which examines both in depth was 
not identified. Therefore, this paper will combine both and derive characteristics of 
CPS, which have to be considered when assessing its complexity.

3  Research Approach

The goal of this paper is to derive description features of CPS with particular attention 
to the system’s complexity. According to Kubicek [16], it is recommended to define 
a core research question for a target-oriented research. Based on the challenges pre-
sented, the core research question is the following:s 

“How can cyber-physical systems be systematically described under considera-
tion of the complexity causing dimensions?”

Requirements for the description features are derived from the research ques-
tion and the overall objectives. The first requirement is that the description features 
must be able to represent every actual CPS, which has the consequence that a holistic 
approach must be chosen. This must be combined with the objective that the dimen-
sions causing complexity must be adequately represented. According to systems the-
ory, a model is defined as a simplified and abstracted representation of a real situation, 
whose primary goal is the prediction of the behavior of the real system [10]. In order 
to develop a model as an abstract representation of reality, it is essential to determine 
a suitable degree of abstraction in which the essential elements and relationships can 
be described [17]. In addition, the structure and level of detail of the description fea-
tures should be suitable for a subsequent quantification of the complexity of CPS.
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In order to fulfil these requirements and to ensure the widest possible scope of 
analysis a combination of bottom-up and top-down approach is used. The main steps 
of the approach are presented in Fig. 1.

In the first step the scope will be structured, afterwards a systematic literature 
review is conducted. The results of the literature review are clustered by aid of mul-
tidimensional scaling. In the next step, the features which are extracted from litera-
ture are analyzed, filtered and consolidated. In the last step, the features are combined 
to form the final set of description features for CPS. After presenting the research 
approach, the next section presents the results of every step as well as the overall 
result.

4  Derivation of the Description Features

4.1  Dimensions of Cyber-Physical Systems and System Complexity

The essential characteristic of cyber-physical systems is the connection between 
the virtual (cyber) world and the physical world [4]. For a holistic view of all prop-
erties of a CPS it is necessary to examine the elements of the physical and virtual 
dimensions in detail as well as the relationship of the elements of both dimensions to 
each other. Additionally CPS are considered as socio-technical systems and include 
dimensions of social interaction involving users, customers and manufacturers [15]. 
Therefore, the complexity of a CPS can be understood as the combination of the com-
plexity of the physical components, the virtual elements and the interconnectivity 
within the system itself as well as the connectivity with the environment of the CPS. 
These aspects will be considered by aid of the three dimensions: physical world, vir-
tual world and the connectivity of the entire system.

According to Meier, as already presented in Sect. 1, the complexity of a system 
depends on the number and variety of elements, the relationships between the ele-
ments and the number of possible system states [11]. Reiss distinguishes four main 
factors of complexity: multiplicity, variety, ambiguity and changeability [18]. Schuh 
and Riesener analyze multiple sources in regard to system complexity and summarize 
them in the two dimensions of diversity and dynamics [1]. For the purpose of this 
paper the dimensions of complexity which are considered are number and variety of 
elements, (inter-)dependency and dynamics.
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Fig. 1.  Research approach of this paper
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In the next step, a literature review is conducted to identify existing descriptions of 
CPS.

4.2  Existing descriptions of cyber-physical systems

In order to identify relevant literature and existing descriptions, a keyword search was 
used as a literature review technique. To identify a higher amount of relevant litera-
ture different keywords and synonyms were applied. The investigation covers various 
sources such as Google Scholar, SpringerLink or Scopus. The search results are fil-
tered and narrowed down to the most relevant approaches. A similar procedure has 
been used before in engineering research, for example in [19, 20].

Figure 2 shows several models and descriptions of CPS and their evaluation in 
regard to the previously defined dimensions of CPS and system complexity.
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To be better able to interpret the evaluation results of the descriptions, they are 
visualized and clustered in the next section using multidimensional scaling.

4.3  Multidimensional Scaling of Existing Descriptions and Clustering 
of Features

Multidimensional scaling is a commonly used tool for dimension reduction. Pairwise 
distances are calculated for the high-dimensional data and a two-dimensional rep-
resentation reflects the higher dimensional distances as good as possible in the 
 two-dimensional space [21]. Figure 3 shows the result of the multidimensional scaling 
as well as three exemplary clusters of similar evaluated models. An ideal model with 
100% fulfilment rate of every evaluation dimension is also included in the figure.

The distances between the existing approaches and the ideal model are used as an 
indicator of the relevance of the features derived from each existing approach.

4.4  Consolidation and Deduction of the Complexity-Oriented 
Description

In every investigated approach, a search for description of features of CPS is con-
ducted. All found features are collected resulting in a list of 97 features of CPS. 
Duplicates and similar features are combined into one. The remaining features are pri-
oritized and reduced to those with the highest relevance according to the distance of 
their source to the ideal model (Sect. 4.3). The result is shown in Fig. 4 structured 
according to the three complexity dimensions defined in Sect. 4.1.
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Since current design approaches do not consider the complexity of CPS suffi-
ciently, the previously derived description features will be the basis for the evalua-
tion of the systems complexity within CPS. To do this, characteristic values will be 
assigned to these features and enable a standardized description of CPS. Further next 
steps and the conclusion are shown in the following section.

5  Conclusion and Further Research

The combination of embedded systems and the “Internet of Things” lead to the 
concept of CPS. Even though CPS are very complex systems there is no approach 
addressing the complexity-oriented design of these systems. Therefore, this paper pre-
sents complexity-oriented description features of CPS in order to describe them in a 
standardized logic under consideration of complexity causing dimensions. To identify 
relevant features that significantly influence the complexity of CPS, a systematic liter-
ature analysis was conducted. The identified approaches were evaluated with respect 
to their broadly transferable description of CPS and their suitability for quantifying 
complexity. The most suitable features were combined to a set of description features.

The validation and further research on the steering of complexity in CPS is 
currently part of the authors’ research activities in the department of Innovation 
Management at the Laboratory for Machine Tools and Production Engineering WZL. 
Upcoming research will be focused on the quantification of complexity in CPS and 
the derivation of design recommendations.
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“Complexity oriented design of cyber-physical systems” [GZ: SCHU 1495/146-1] funded by 
the Deutsche Forschungsgemeinschaft (DFG).
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Fig. 4.  Features for the complexity-oriented description of cyber-physical systems
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Abstract.  The paper concentrates on the external elimination of bottlenecks 
by using congruent shared capacities within a non-hierarchical organized 
network. The study assumes that the capacity of assembly can be adapted 
by increasing the resources of the company. Conversely, the capacity of pro-
duction is restricted by technological requirements and regulated by machine 
resources.

To relieve capacity by external measures within a non-hierarchical organ-
ized network, an adapted process model is required. For this purpose, critical 
issues for the process flow within a network are identified and necessary regu-
lations suggested.

The paper presents the possibility of integrating the adapted approach 
into the operations management process as well as into systems of production 
planning and control and deduces the necessary information that is required to 
ensure the economic viability of bottleneck removal.

Keywords:  Capacity sharing · Non-hierarchical organized production network ·  
Process model

1  Introduction

In comparison with west Germany states, a higher number of small and medium-sized 
enterprises (SME) in the manufacturing sector distinguishes the in eastern Germany 
states [1]. In Thuringia, component suppliers and contract manufacturers mainly char-
acterize the manufacturing industry. For example, the number of contract manufactur-
ers in Thuringia is about 1.5 higher than the national average [2].

The efficient management of fluctuations in customer demand is a major chal-
lenge for the supply industry. It often reacts by outsourcing to contract manufacturers 
at short term, which makes harmonized long-term planning very difficult for them. 
Companies that offer contract manufacturing in addition to their own product portfo-
lio are required to use suitable solutions in order to guarantee high delivery reliability 
to all their customers [3].
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Cross-company collaboration is an important part of the value creation strategy of 
today’s companies. It can be found in various forms in development and procurement, 
also in logistics and production. The collaboration is usually motivated by the saving 
of time and financial resources and enables companies to react to market or customer 
requirements with increased flexibility [4].

In the field of production, the collaboration is used to supplement own production 
resources with complementary technologies, to reduce and relocate activities as well 
as for a temporary, i.e. order- or product-related, use of congruent resources. A com-
mon form of order-related collaboration is cooperation within a network. Such forms 
of collaboration simplify the compilation of individual cooperation partners who have 
previously overcome an entry barrier for participation in such networks. Such barriers 
may concern, for example, the quality to be provided, the fulfilment of standards or 
requirements for information technology.

A particular challenge is the selection of a suitable organizational form and a suit-
able control mechanism for such cooperation. Due to the short reaction times required 
by the customer, companies that procure congruent and complementary resources 
on an order-related basis are dependent on permanent information availability and 
 low-cost resource initiation.

Current processes in planning systems do not completely consider all of the 
requirements that SMEs have to fulfill to produce in cooperation with each other. This 
article systematizes these requirements and transfers them into a proposal for the pro-
cess model.

2  State of the Art

The advantage of including external resources caused the formation of different 
organizational types of networking. The scientific results show that a partial sharing 
of capacity or demand within a network is advantageous. The existing process mod-
els simplify the decision process to share resources and demand from economics site 
and are presented by [5–7]. Furthermore methods to minimize the costs of coopera-
tion [8], to accelerate capacity or demand sharing [9] or increase fairness in the shar-
ing processes [10] have already been developed. In addition, models used the game 
approach and cloud technology for sharing of capacity have been investigated [11]. 
All listed works were done without focusing special requirements of an industry sec-
tor type.

Vertical cooperation within a network is characterized by a clear differentiation of 
value-added stages among these participating companies. The participants of a verti-
cal cooperation resemble a customer-supplier relationship [12]. A horizontal coopera-
tion is characterized by congruence of the service offered. The companies are on the 
same level of the value chain and aim to strengthen their competitive position [13]. 
(e.g. short delivery time with a high delivery reliability)

Focusing on horizontal cooperation, this can take place in a hierarchically organ-
ized network and in a network organized according to heterarchic principles [14]. 
While a central organization takes over the allocation and distribution of individual 
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orders or work processes in hierarchically organized structures, heterarchically organ-
ized networks make use of free available capacities, which can be found, for example, 
on stock exchanges [15] or platforms [16–18]. This form of cooperation implies a lim-
ited disclosure of company workloads to all network participants or an allocation of 
tasks by a central organization and can lead to a reluctance to participate in networks.

A look at automation technology shows which forms of organization are theo-
retically feasible for the separate participants (devices) in a network. In the network 
topology, a basic differentiation is made between ring, star, line, bus, tree and mesh 
structures as shown in Fig. 1.

A bus structure requires that all participants communicate via a common line, 
only one participant can transmit at the same time and requires an access procedure 
to the bus network. In a ring structure, the participant has direct contact with only two 
of its direct neighbors. For communication with indirect neighbors, the information 
has to be passed on. The redundant design of the ring enables communication in both 
directions. A line structure is a special form of ring structure in which two participants 
have only one direct contact. A star structure is characterized by a central station. 
While a passive central station is mainly responsible for routing, an active central sta-
tion first processes the information. The failure of an active central station causes the 
inability to work of the entire network. An initial node characterizes a tree structure as 
a further development of the line structure, from which individual edges lead to fur-
ther accounts or participants. This type is characterized primarily by its hierarchical 
structure [19].

In comparison to the structures listed above, a mesh structure represents the sim-
plest, least error-prone and fastest communication way, because by rerouting to a 
central point, the transfer of information and access regulations are omitted. Each par-
ticipant has direct contact to all network participants and is not subject to a hierarchi-
cal structure [20].

Transferred to the network typology, peer-to-peer networks represent a mesh form 
of organization that is suitable for vertical and horizontal cooperation. They are organ-
ized according to a principle by which all nodes (participants) act independently, have 
a connection to all network peers and maintain their business relationships as their 
individual responsibility. While a traditional division of labor is based on fixed roles, 
the peer-to-peer network works on the principle of self-assigned tasks. In contrast to 
the other forms of organization, the peers act without approval and are independent of 
a central authority. The accent is strongly on the distribution of tasks on a voluntary 

Fig. 1.  Topology of a network
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basis, which allows for independent control of individual production performance and 
self-aggregation [21].

The principle of situational, local formation of relationships requires a real-time 
and reliable information base. An automated exchange between the companies’ 
planning systems is an important condition for the required speed of reaction [22]. 
A lack of interoperability of the planning systems used by the network participants 
leads to the necessity for a central controlling instance or the use of communication 
middleware.

A middleware, which extends the Aachen PPS model, acts as a connecting ele-
ment of the planning system to the external world, e.g. to calculate an optimal route 
for the orders in a network [23]. Another approach for linking planning systems and 
a fast exchange of information shows its connection to a cloud-based virtual market-
place [24].

In this paper a process model is proposed that allows interoperability of systems 
in horizontal cooperation as well as fast interaction and does not require disclosure 
of the capacity utilization. The process model is created for network types applying a 
peer-to-peer structure as a basis for the communication. In addition, the regional char-
acteristics mentioned above, such as a high number of contract manufacturers, who 
normally compete with each other, are taken into account. It is based on the example 
of the metalworking industry.

3  Development of the Process Model

A process model brings together all activities and their dependencies in an orderly 
sequence. Different techniques are used to create it. The event-driven process chain 
(EPC) is a possible modelling technique, which is often used to describe business pro-
cesses and allows a simple representation [25].

In the first step of this technique, the requirements for the process of capacity 
sharing are compiled, which are set by SMEs in the metalworking industry in the con-
text of a number of workshops. Then the requirements are transferred into a proposal 
for a process, which should enable their implementation.

3.1  Compilation of Requirements

SMEs in the metalworking sector act on the market as manufacturers of series prod-
ucts or as contract manufacturers. SMEs are organized into departments (e.g. mechan-
ical processing, surface finishing, assembly) that are often functionally separated from 
each other. In these areas, the order flows of different business fields cross each other, 
which leads to a high complexity in planning. Independently of the business field, 
customers expect the shortest delivery times and high delivery reliability.

Workshop production is a common process principle according to which the 
mechanical processing of these companies is organized. A nonhomogeneous com-
position of resources regarding their technological characteristics is a frequent con-
sequence of the step-by-step purchase of new machines, e.g. milling centers. For 
economic reasons, such as reducing machining time, additional work plans and 
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related CNC programs for the resources purchased are created. The creation was also 
completed for some articles for which work plans and CNC programs were already 
available.

Independently of the number of work plans of the article, in most cases there are 
about one to three work plan positions that use the capacity of a resource in workshop 
production. In 90% of cases, the maximum duration is eight hours (including set-up 
and processing time). The duration is the result of analysis of circa 11000 operations 
that were carried out in the period June to December 2019 in three regional compa-
nies in the area of mechanical processing. The evaluation was based on reported order 
data. According to the initial situation mentioned above, the following requirements 
can be determined:

1. Companies aim to keep the level of capacity utilization high in order to spread the 
fixed costs of the machines over as many cost units as possible. Generally, the aim 
of this procedure is to fill the available capacities with their own and any possible 
orders from network partners in order to avoid bringing forward orders from the 
future. The first requirement is that any spare capacity that cannot be filled with-
out orders from the future, should first be announced to the network partners. The 
announcement of the relevant capacity should (a) be made by specifying the time 
period and the amount of time available, (b) be kept up-to-date and (c) be capable 
of immediate elimination in the case of use by an order. Regarding the duration of 
operations, the notification may concern a capacity gap in the next three working 
days at the earliest, in order to take into account two days for transport.

2. Depending on the customer delivery date and the throughput time of the product, 
its realization may involve units utilized to differing degrees in the throughput pro-
cess (assembly workstations or processing machines). For SMEs in the metalwork-
ing sector, mechanical processing represents an initial value-adding process. Delay 
of the internal delivery date often leads to a delay of the customer delivery date or 
to a need to reschedule subsequent processes. Compared to large companies, SMEs 
do not have the possibility to produce future orders within their own organization, 
e.g. at a different location, and eliminate bottlenecks in this way. Consequently, 
it is important to avoid the delay from the beginning by identifying overloaded 
machines. Orders that are assigned to these machines are subject to an analysis 
process. This initially includes a feasibility check to determine whether it is pos-
sible to move the order to an alternative machine, i.e. a machine that has at least 
the same or higher technological features. At this point, higher technological fea-
tures mean, for example, higher precision, larger working space or a higher number 
of machining axes. Another possibility to increase free capacity is the splitting of 
the working position for processing on several machines. If the bottleneck cannot 
be resolved by internal optimizations or an increase of working time, a simula-
tion can be done of the available network capacity. The second requirement is that 
the capacity used for the time of the simulation must be eliminated from the total 
available network capacity and must be clearly pre-reserved for the user company.

3. The simulation as well as the maintenance of available capacity should be done 
outside the planning system and the data used should represent the real order sit-
uation as precisely as possible. SMEs use production simulation solutions for 
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planning their resources less often than large companies. One of the reasons for 
this is the self-dependent transfer of existing planning logic to the simulation. 
Often the time and the necessary knowledge are not available, so the advantages 
of simulations are neglected [26]. The third requirement is that the simulation has 
to be carried out based on the digital shadow of the systems. A digital shadow is a 
sufficiently precise representation of all relevant processes and data of the planning 
system of a company [27, 28].

4. The information disclosed on available capacity should not be used for the purpose 
of providing economic or other benefits. If a request for a capacity quantity takes 
place in the network, this request should be able to show a clear reference to the 
capacity requirement item. The requirement item can be a single operation of an 
order or a sum of several operations of different orders that have to be produced 
in the same time period on the same machine. The fourth requirement is that the 
existence of a control mechanism at each partner that only allows a new capac-
ity request from the same source of requirement items after the previous capacity 
request has been rejected.

5. Binding use of the capacity occurs in accordance with each company’s own pro-
cedure for outsourcing. The fifth requirement is to link the information from the 
capacity purchase process with the external outsourcing operation.

6. The capacities offered in the network are generally used to cover fixed costs and to 
purchase capacity in order to ensure on-time delivery. SMEs often act as suppliers 
to large companies and are located at the end of the value chain. Large companies 
tend to pass on the demand fluctuations to their suppliers and force their suppli-
ers to react appropriately. The adjustment of the price of a capacity request for the 
same item after its previous rejection can lead to a dishonest exploitation of the 
price mechanism. The sixth requirement is - to link the requested price information 
to the requirement item and block the change.

3.2  Development of a model for cooperation in networks

The process model represents the part of order processing that potentially belongs to 
the inter-company order processing. From a time perspective, the focus is primarily 
on order processing in the short and medium term. In order to simplify matters, the 
model does not consider the loss of the orders that cause demand for capacity, nor the 
machine failure of the company offering the capacity. For a better understanding, the 
principle of communication between the partners in the network is explained here.

Figure 2 shows a schematic structure of the communication. It can be seen that 
each company has the component “Controller Module”, which connects it with the 
network partners according to a peer-to-peer structure mentioned above. The com-
ponent receives and processes the information messages from the network, forwards 
them to the “Simulation Module” if necessary and takes over the control function. The 
component “Simulation Module” is used for capacity calculation. It receives the nec-
essary information (e.g. transaction data) from the “Digital Shadow” component and 
the information about additional resources from “Controller Module”. In addition, the 
component is used to transfer free capacities to the “Controller Module”. The “Digital 
Shadow” component functions as a database for selected ERP information.



Adapted Process Model    617

The process starts with the sub-process of capacity unblocking at the capacity 
provider. (Fig. 3) Depending on its internal strategy (percentage, staged or complete 
release), the free capacities for machines that are known in the network are transferred 
to the “Controller Module” by the “Simulation Module”. If the “Controller Module” 
registers a message with a capacity request from the network, it checks in the match-
ing process for the availability of the resource in the requested period by using 
technological criteria to allocate it to its own resources providing these are technolog-
ically equal or superior. If it is a request with a split quantity (e.g. 100 min, 300 min, 
450 min), the maximum combination will be determined. If the capacity is not availa-
ble, the “Controller Module” sends a rejection with assigned ID of the request. If the 
capacity is available, the requested quantity or the maximum combination is signed 
in to the “Controller Module” as pre–reservation (provisional reservation) and the 
information about pre-reservation is sent in message form with an ID assignment. 
The available capacity in the “Controller Module” is reduced by pre-reservation quan-
tity. If the capacity offering company needs the signed quantity for a newly arrived 
customer order, the capacity announced in the network is reduced irrespective of the 
pre-reservation. The pre-reservation has validity. The determination of its duration 
will not be discussed at this point. If no order request has been received before the 
end of the validity period, the pre-reservation will be cancelled with correction of the 
capacity quantity. If the “Controller Module” registers an order request, the duration 
of the pre-reservation will be extended until the decision of acceptance or rejection. 
The verification process is an independent process outside the “Controller Module” 
and, in case of a positive decision, includes the blocking of the capacity (e.g. the cre-
ation of a pseudo order with the associated work plan and a clear reference to the 
request) in the ERP system. In case of rejection (e.g. for technological or economic 
reasons) a message is sent with the ID and the decision, pre-reservation is cancelled 
and the available quantity corrected. If the order request is accepted, the binding 

Fig. 2.  Communication principle within the network
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transmission of the message of acceptance takes place after a final reduction of the 
available capacity in the “Controller Module”. The sending of a rejection with a price 
proposal is not possible in the “Controller Module”.

On the side of the capacity requester, the process begins with the sub-process of 
calculating capacity requirements. This takes place in the “Simulation Module” and 
follows the company’s own strategies. As mentioned above, companies in the industry 
often have several work plans for the same part number. If a capacity requirement is 
determined for an article number, a capacity request is made for the machine with the 
weakest technology, which is the article number that has been authorized. The selec-
tion of the network partner, as a further sub-process, takes place in the “Controller 
Module” and follows different rules (e.g. the article number has already been out-
sourced to a network partner, number of requests and rejections of order request to a 
network partner, required certification, etc.) When a network partner is selected, the 
message with the demand is transmitted and the source of the demand is blocked for 
further capacity requests. A rejection unlocks the demand item and capacity request 

Fig. 3.  Process model for production within the network
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can be transmitted to another network partner. In case of a confirmation, an order 
request can be sent for each individual requirement item within the extension of the 
pre-reservation. In addition to the transmission of the information for checking the 
feasibility (e.g. drawing, quantity, etc.), the specification of the maximum price Pmax 
including information for its assessment (e.g. delivery conditions, material provision, 
packaging requirements) is explicitly specified. The communicated Pmax price may 
vary depending on basic situation in the company and the timeline of ordering and is 
currently a topic of the on-going project.

The production costs of the operation include all fixed and variable costs incurred 
for the execution of the operation. If accepted, a communicated order request is bind-
ing for the capacity buyer and requires the process of outsourcing. The communicated 
price is fixed for each user and cannot be changed. If the order request is rejected 
or not answered within a specified period, the item is unlocked for further capacity 
requests.

4  Conclusion

This article presents a process model for production order processing for SMEs in 
the metalworking industry, including free capacity from peer-to-peer production net-
works. In the first step, the essential relevant requirements for the capacity planning 
process were defined, which were elaborated in workshops with representatives of 
the target industries. Following this, a process model was presented, which enables 
a quick exchange of information about the free resources of the participants in a net-
work and prevents the exploitation of this additional information for extraneous eco-
nomic purposes.

Future investigations will focus on the procedure for the calculation of the price 
that is the maximum possible for the contracting company and profitable to accept. 
These studies will be used to determine whether and how the procedure for price 
determination changes over time and what parameter influences this change.
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Abstract.  The shortening of innovation and product life cycles induces a 
development environment that is characterized by high dynamics and uncer-
tainty. Furthermore, the increasing integration of functions from the domains 
of mechanics, electronics as well as software into complex systems leads to 
the need for extensive competencies and resources. Traditional development 
and organization patterns are increasingly unsuitable for successfully meeting 
these challenges. A solution approach that addresses the described challenges 
is the interorganizational integration of economically autonomous companies 
into industrial development networks. Development networks offer fast and 
cost-effective access to required competencies and technologies. This paper 
presents a methodology for the systematic configuration of the organizational 
structure of a development network according to the respective situation of rel-
evant requirements in order to increase organizational agility. Therefore, design 
recommendations for the organizational structure of the development network 
are derived based on a typology of requirements.

Keywords:  Organizational Agility · Development Networks · Typology

1  Introduction

The product development of manufacturing companies in nearly every industry has 
faced multiple challenges in recent years. The continuing trend towards reducing 
trade barriers leads to the establishment of global markets with increased competition 
[1]. Furthermore, shortening innovation and product lifecycles and growing product 
complexity require greater efficiency and effectiveness of the product development of 
manufacturing companies in order to maintain competitiveness [2]. Companies need 
to be more flexible and have to adjust to changing environmental conditions.

In order to address these challenges manufacturing companies intensify collabora-
tions with external partners in so-called product development networks. The adaption 
to unforeseen requirements through a flexible configuration of necessary capabilities 
within the product development is the main objective of a collaboration in develop-
ment networks [3]. The approach seeks to enhance the overall organizational agility 
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and therefore addresses the core challenges currently faced by the manufacturing 
industry. Nevertheless, within actual research insufficient importance is assigned to 
the systematic design of the organizational structure of the development network [4]. 
This deficit results in productivity losses [5]. Therefore, this paper presents a meth-
odology for the configuration of relevant elements of the organizational structure of 
development networks in accordance with the internal and external requirement situ-
ation. The methodology is based on the contingency theory as the relevant theory of 
organization [6]. In order to derive design recommendations quickly and purposefully, 
a topology of requirements that influence the design of the organizational structure 
is developed. The objective of the methodology is to systematically support the focal 
network management in the design and situational configuration of a product develop-
ment network in order to enhance organizational agility. Organizational agility in this 
context describes the ability to quickly adapt the organizational structure to changing 
requirements.

The following sections are structured as follows: After the short introduction, the 
second section presents and evaluates related scientific literature in the context of the 
objectives of this paper. The third section presents the several steps of the methodol-
ogy in detail. The fourth section concludes with a summary and a reflection of pro-
posed further research.

2  Related Work

In the following section, relevant approaches within the context of organizational agil-
ity in development networks are examined. The analysis includes approaches, which 
focus on a configuration of development networks and emphasize to enhance organi-
zational agility. Therefore the following approaches contribute to the objective of this 
paper.

“Transition between temporary organizations: Dimensions enabling econo-
mies of recombination” by Benedittis (2019) [7]: Benedittis contributes to tempo-
rary organization theory by identifying influencing factors to the process of transition 
between one form of an organization to another, which helps manufacturing compa-
nies to benefit from economies of recombination. The influencing factors are clustered 
in a structural, a conjunctural and an interstitial dimension. Although the approach 
provides starting points for the configuration of elements of the organizational struc-
ture, it does not specifically focus on development networks.

“Projects as temporary organizations” by Sydow et al. (2018) [8]: Sydow 
et al. conceptualize the theory of projects as temporary organizations in accordance 
with recent developments of managing interorganizational relations. Therefore, the 
authors introduce three dimensions for the analysis of interorganizational projects: the 
multi-level perspective, the processual understanding of relationships and modes of 
interorganizational governance. The approach does not provide any design recommen-
dations depending on situational requirements and does not focus on organizational 
agility.

“Configurations for interorganizational project networks” by Braun 
(2018) [9]: Braun analyzes the role of a project management office within a single 



Organizational Agility in Development Networks    623

corporation and reflects this concept on a network level in terms of the establishment 
of a network administrative organization. Thereupon, four types of organizational 
entities are developed and underlined with exemplary organizational configurations. 
The approach provides a valid basis for this paper, yet the elements of the organi-
zational structure are not detailed and no situational design recommendations are 
derived.

“Agile network businesses” by Kale (2018) [10]: Kale considers networks from 
different perspectives according to the system theory. The author also provides basic 
information on the management of virtual enterprises and cooperative networks. 
Moreover, there are examples from several industries regarding different types of net-
works. Kale does not explicitly consider the correlation of organizational agility and 
the organizational structure of the network. Concrete suggestions for the design of the 
organizational structure are not presented.

“A typology of interorganizational project networks” by Ahola (2018) [11]: 
Ahola emphasizes that large projects are predominantly carried out in interorgan-
izational networks that temporarily unify capacities of multiple firms. The author 
proposes a typology of interorganizational projects with three ideal network types: 
a market-based network, a dyad-driven network and an integrated core network. 
Structural differences between these types of networks are discussed. Nevertheless, a 
recommendation for the best-fitting type based on the respective requirement situation 
is not given.

“Dynamic capabilities and organizational agility” by Teece et al. (2016) [12]: 
Teece et al. develop ten principles that help network managers to handle trade-off 
decisions between agility and efficiency. The authors explain that organizational agil-
ity in companies is achieved through so-called dynamic capabilities, which by defini-
tion can be distinguished from ordinary capabilities. As dynamic capabilities stand for 
agility, key characteristics for example are the detection of market trends ahead of the 
competition, the creation of flexible supply chains and the incremental development 
of products. Beyond the derived principles, no design recommendations for the struc-
tural organization are given. Applicability in development networks is not discussed.

The presented approaches mainly focus on concepts for the enhancement of 
organizational agility and the configuration of organizational structure of manufactur-
ing companies. Although some approaches examine an integrated analysis and iden-
tify relationships between the configuration of organizational elements and the effects 
on organizational agility, a distinct research gap can be identified in the systematic 
derivation of design recommendations for the organizational structure in accordance 
with the requirement situation that affects a development network. Therefore, the fol-
lowing section addresses this deficit and presents a methodology that supports the 
design of development networks.

3  Methodology

As described in the introduction, organizational agility within network-based devel-
opment can help manufacturing companies to achieve competitive advantage in 
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recently volatile markets and dynamic environments. The following section of this 
paper presents a methodology to systematically support the focal network manage-
ment in the design and situational configuration of the product development network 
in order to enhance its organizational agility. According to the guiding principle of 
agility, the organizational structure has to be reconfigured iteratively throughout dif-
ferent phases of a product development project [13]. The following methodology is 
divided into four steps. First, relevant elements of the organizational structure within 
a development network are derived. Therefore, a classification and description logic 
is presented. Second, relevant requirements from internal and external perspective are 
derived. Third, a typology for these identified requirements is developed in order to 
derive specific types of requirement, which significantly reduces the solution space 
for the design of the development network. Fourth, the relations between elements of 
the organizational structure and derived types of requirements are analyzed in order 
to give generic design recommendations. The four steps are described in detail in the 
following sections.

3.1  Description of Organizational Structure

In order to develop a model for the configuration of a development network, it is nec-
essary to elaborate corresponding design parameters of the organizational structure. 
The organizational structure can be defined through formal and informal rules. In the 
context of this paper, the organizational structure mainly focuses on structural design 
parameters. Process organizational aspects, as the design of time sequences or work-
flows, are not focused. Based on the popular publication of Kieser and Kubicek [14], 
the following four structural dimensions provide a framework for the classification of 
organizational elements of development networks within this paper: formalization, 
delegation, coordination and topology (see Fig. 1).

By describing and combining distinctive characteristics of each organizational 
element, a configuration can be derived implying the individual character of a devel-
opment network according to its specific requirements. Formalization defines the use 
of written rules and principles within the development network [14]. Relevant design 
parameters are the legal form of the network or the information flows within the net-
work. The collaboration and therefore legal form of a development network can either 
be established on informal agreements or concrete contracts or ultimately result in a 
company participation [15]. Information flows can be formally defined or distributed 

 

Dimensions for design parameters of development networks

� Legal form
� Information flow

� Leadership
� Committees

� Roles
� Infrastructure

� IT systems
� Team structure

Formalization Delegation Coordination Topology

Fig. 1.  Overview of design parameters of organizational structure.
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informally among the partners in the network [10]. Delegation describes the distri-
bution of decision-making competencies within the network [14]. This applies in 
particular to the form of management, which can be located focally at a company or 
distributed polycentrically at self-organized partners within the network [16]. The 
form of management is also linked to the establishment of committee structures. Thus, 
concrete project decisions within the network can either be made centrally in regu-
lar committees or discussed in an informative, advisory committee. In the latter case, 
the implementation is carried out decentrally. Coordination includes the cooperative 
alignment of the individual partners and employees within the network [14]. A key 
design parameter in this context are the roles established within the network [17]. 
Roles can be explicitly described in defined role profiles or result implicitly from the 
cooperation. A detailed description of explicitly defined roles in a managed network, 
such as the performance manager, order manager, broker, auditor and network coach, 
are presented within the publication of the virtual factory [18]. In addition to the defi-
nition of roles, the infrastructure, i.e. the spatial location as well as the equipment and 
layout of the premises, e.g. in the form of ideation labs or prototype garages, is an 
important design parameter [19]. The cooperation of partners can take place locally 
in explicit premises or can be distributed via virtual project rooms and tools. Topology 
describes the hierarchical structure of the development network. Subsequently, an 
important design element of the structure of a development network is the anchor-
ing of an IT system [20]. This can be set up as a general system and therefore be 
used consistently by all network partners (single-source). However, often existing and 
partly different IT systems of individual partners are used for short to medium-term 
cooperation (multi-source). Therefore, it is important to create suitable system inter-
faces to avoid information asymmetries [21]. A further design parameter is the team 
structure, which is determined by the form of cooperation and the division of tasks 
within the development team. Depending on the issue at hand, the team structure can 
be either disciplinary or interdisciplinary [8].

In addition to the design parameters presented, which are considered essentially 
important, there are possible further design parameters for the description of a devel-
opment network. However, with the aim of a reduced minimum set of design param-
eters, a focus on the presented criteria is recommended and ensures applicability of 
the methodology. These design parameters should be configured according to existing 
internal and external requirements. In the following section a description logic for rel-
evant requirements, which should be taken into account, is presented.

3.2  Identification of Requirements for the Design of the Development 
Network

In order to ensure a successful design of the development network, which is optimally 
adapted to the respective situation of requirements, it is necessary to identify and ana-
lyze the influences of requirements on the development network. Therefore, a suit-
able framework is helpful in order to categorize relevant requirements [22]. Due to 
the complexity of network organizations, a system-theoretical consideration is suit-
able. Accordingly, a development network (system), consisting of various partner 
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companies (system elements) and their relations to each other, can be distinguished 
from the corresponding environment of the development network (environment) [23]. 
Therefore, a distinction of requirements can be made between internal requirements 
from the actual development network and external requirements from the develop-
ment environment. The description of requirements can be done solution-neutrally by 
morphologies.

Accordingly, requirements are described by a feature and the corresponding char-
acteristics. This generic description logic enables a quick and situational evaluation 
of requirements. The requirement characteristics are determined specifically in the 
context of the individual and situational design of the development network. Figure 2 
shows the generic model that categorizes individual requirements within the internal 
and external dimension.

Thus, from the internal perspective of the development network, it is necessary 
to assess the degree of congruence of objectives of the individual network partners 
and the communication relationship between these partners, as both requirements 
have implications for the design of the development network [24]. Further internal 
requirements are the form of knowledge distribution within the network, which can 
be centralized at a focal company or decentralized at the participating partners, and 
the degree of formalization within the network [15]. In this context, a high degree of 
formalization has a direct influence on the contracts to be concluded within the devel-
opment network. In addition, from an external perspective it is necessary to evalu-
ate, which content-related object and time horizon the network is pursuing [5]. The 
object to be developed within the network can be a product, a process or a business 
model. In addition, the cooperation between the partners can be short, medium or 
long-term. The customer relationship and the way in which the customer is involved 
in the development process also has an impact on the selection of the optimal organ-
izational design parameters of the development network [25]. The derived features 
and characteristics of internal and external requirements should be considered initially 
in the design of the organizational structure of a development network. In order to 
derive recommendations for the design of a development network quickly and there-
fore enhance organizational agility through a purposeful configuration, a topology of 
requirements is presented in the following section.

Fig. 2.  Morphological description of requirements for the design of development networks.
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3.3  Typology of Requirement for the Design of Development Networks

After the description of situational internal and external requirements on the basis of 
features and characteristics in the previous section, a reduction of the requirement 
space by means of a typology is conducted. In a typological reduction, the original 
characteristic space is reduced by simplifying characteristics, combining characteristic 
values or excluding characteristic values [26]. This reduction to specific requirement 
types is reasonable to ensure a simple and target-oriented applicability of the meth-
odology. The development of a typology within an existing morphological require-
ment space consists of two main steps [27]. First, dependencies between requirement 
features are analyzed. This can be conducted, for instance, through an impact matrix. 
Those requirement features that are highly interdepend to other features can be identi-
fied as relevant requirement features for the derivation of requirement types. Second, 
representative requirement types are derived by a pairwise evaluation of the depend-
encies between requirement characteristics. The combination of highly interdependent 
characteristics leads to specific requirement types. Figure 3 shows four representative 
requirement types, which were identified through the previously described proce-
dure: Joint venture network, collaboration network, orchestrator network and virtual 
network.

Taking into account these four derived requirement types as well as the design 
parameters of the organizational structure derived within the first section of the meth-
odology, design recommendations are given subsequently in the following section.

3.4  Design Recommendations for the Configuration of Development 
Networks

The selection of the best-fitting organizational structure of the development net-
work is subject to the contingency theory, which constitutes that there is no univer-
sally efficient organizational structure, but rather a situational ideal expression [28]. 
Consequently, Fig. 4 gives an overview of the described steps of the methodology.
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Fig. 3.  Types of requirements for development networks.



628    M. Kuhn et al.

In the following, design recommendations for the organizational structure and the 
respective design parameters are given in accordance to the derived requirement types.

The requirements of an “n:n” communication relationship, a high degree of for-
malization with central knowledge distribution and a long-term time horizon result in 
a requirement type that is addressed by a joint venture network. It is characterized by 
a horizontal cooperation of at least three companies that establish a joint venture to 
achieve a common objective. The cooperating companies often have an equal share 
within the equity of the established joint venture. There are informal flows of infor-
mation within the system boundary, management is polycentric. Roles are explicitly 
formulated and separate premises are usually set up in order to realize joint success 
potentials in interdisciplinary teams.

The requirement characteristics of a “1:n” communication relationship, a medium 
degree of formalization with central knowledge distribution and a medium-term time 
horizon result in a requirement type that is addressed by an orchestrator network. The 
orchestrator network is characterized by a focal company and the synergetic, com-
plementary complementation of partners. A mostly bilateral communication and a 
medium degree of formalization is realized through contractual agreements between 
the development partners and the focal company. The management is characterized 
by situational instructions and there are explicit roles. IT interfaces are usually harmo-
nized in accordance with the focal company.

The requirement characteristics of a “n:n” communication relationship, a low 
degree of formalization with decentralized knowledge distribution and short-term 
development focus result in a requirement type that is addressed by a collaboration 
network. The collaboration network is characterized by a decentralized structure in 
which the configuration process of ready-to-use solutions of the development part-
ners is focused. Communication between all development partners is crucial to ensure 
clear responsibilities and decision-making processes despite a low degree of formal-
ization and is supported by informal information flows. The management of the net-
work is characterized by decentralized, self-organized units. The roles in the network 
are not formulated explicitly, also due to the short-term nature of the time horizon. 
Therefore, defined contact persons are needed in all companies and for each function. 
A multi-source strategy of IT systems is pursued and an interdisciplinary team com-
position is targeted.

Section 3.1: Design parameter Section 3.2 and 3.3: Requirements

Section 3.4: Configuration of networks

Joint-Venture 
network

Orchestrator 
network

Collaboration 
network

Virtual
network

• Internal requirements from development 
network (degree of congruence of 
objectives, communication, knowledge 
distribution, degree of formalization)

• External requirements from development 
environment (object, time horizon, customer 
relation, customer engagement)

• Formalization (legal form, information flow)

• Delegation (management, committees)

• Coordination (roles, infrastructure)

• Topology (IT systems, team structure)

Fig. 4.  Configuration of development networks.
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The requirement characteristics of an “1:n” communication relationship, a 
medium degree of formalization with decentralized knowledge distribution and 
 short-term time horizon result in a requirement type that is addressed by a virtual net-
work. The virtual network is characterized by the temporary linking of core compe-
tencies of independent companies. The aim is to establish a stable platform of partner 
companies that can be activated dynamically. A medium degree of formalization is 
realized through general agreements between the partners. Information flows to cus-
tomers are formally defined, whereas there is an informal exchange of information 
between the partner companies. The network is focused on self-organized, decentral-
ized management and excludes a focal role. Decisions are made decentrally and are 
coordinated by a temporary project manager. Due to the regularly recurring, order-re-
lated activation of the network, a special infrastructure in the sense of locally based 
premises and laboratories as well as a single source of IT infrastructure is appropriate.

4  Summary and Conclusion

The shortening of development lifecycles and growing complexity of technical sys-
tems lead to a demand for the establishment of development networks that offer fast 
and access to required competencies and therefore enhance organizational agility. 
This paper presents a methodology for the design of development networks with the 
objective of an enhanced organizational agility. The methodological steps were intro-
duced to logically illustrate the approach. Further research has to focus on the spec-
ification of each step and the validation of the methodology within several industry 
case studies. The validation and further investigation of the presented methodology is 
currently part of the research activities of the authors in the department of Innovation 
Management at the Laboratory for Machine Tools and Production Engineering WZL. 
Especially the application of the concept in further companies will be a main activity, 
in order to gain data for the validation of the methodology. The authors would like to 
thank the German Research Foundation DFG for the kind support within the Cluster 
of Excellence “Internet of Production” – Project-ID: 390621612.
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Abstract.  Demographic change is leading to a decline in population in 
Germany. As a result, fewer skilled workers are available and many jobs 
remain vacant in various sectors, including the production industry. The turn-
over of employees favors the problem. In order to reduce employee turnover 
and to retain skilled workers, different general retention strategies are available 
for companies. However, a strategy adapted to the needs and requirements of 
workers at value-adding work stations is missing.

This paper will present a research plan for the development of an 
 employee-specific retention strategy as well as a first draft applicable to val-
ue-adding workplaces.

Keywords:  Employee retention · Employee turnover · Value-adding 
workplaces

1  Introduction

Demographic change is currently a major challenge for many EU countries. The inter-
action between an ageing society, rising life expectancy and low birth rates is put-
ting pressure on social and economic systems. While the proportion of 65 aged and 
older people was still 13% of the total population in the EU in 2018, this number 
is expected to rise up to around one third of the population (32%) in 2060 [1]. The  
figures are also comparable in Germany. In 2018, 19% of the German population  
was 67 years and older. By 2060 this proportion is expected to rise to 24% or even 
30% [2].

Population trends are a key determinant of labour supply [3]. As a result, the 
developments described above are reflected in labour shortages. If the trend remains 
constant, in particular the groups with a low or medium level of education are 
expected to decline within the EU. A reduction from 50.7 to 14.0 million is expected 
for workers with a low level of education and from 108.2 to 74.2 million for labour 
force with a medium level of education [1].
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Germany is already affected by a shortage of skilled workers in many regions and 
sectors. In the value-adding areas of manufacturing companies, people with a medium 
level of education (people who have completed a vocational training) make up about 
two thirds and thus the largest proportion of the workforce [4]. As shown in Fig. 1, for 
example, the situation in the metal and engineering industry has drastically worsened 
in recent years [5]. As a result, there are fewer unemployed skilled workers in relation 
to available jobs.

A large supply of jobs and a good economic situation also increase the rate of 
companies unwanted turnover, that means employee turnover based on a voluntary 
decision to leave the organization [6]. Due to the loss of know-how and productiv-
ity as well as the high costs of finding a suitable new worker, this type of turnover 
is often challenging for companies [7]. It is especially challenging in jobs with high 
labour shortages, because of the longer replacement time. With this in mind, methods 
for employee retention are gaining in importance [8].

Many methods aim at general approaches, such as work-life balance, different 
types of non-monetary benefits, financial incentives, development and training as well 
as job enrichment [9, 10]. However, it is crucial to adapt the methods to the needs of 
the individual employees [11].

Within the large number of methods and approaches for employee retention, 
especially production employees in value-adding areas have not been considered so 
far. Therefore, this publication presents a research plan for the development of an 
 employee-specific retention strategy as well as a first draft of the application in val-
ue-adding areas.
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This paper is structured as follows: Chapter two gives an overview of existing 
approaches in this field of research and outlines the research needs. In the follow-
ing chapter three the research plan for the employee-specific retention strategy will 
be explained. The practical application of the draft will be presented in section four. 
Chapter five concludes the paper and gives an outlook.

2  Literature Review

In the literature, the topic is examined from two perspectives; turnover predictors and 
retention measures. The former investigates the causes of turnover. Numerous studies 
have been published in this research area. The latter concentrates on motives to stay 
with a company. Here, operational measures and longer-term strategies for retaining 
employees are presented. The status of both perspectives will be examined below.

2.1  Existing Approaches

Turnover Predictors. Many empirical studies examine various factors and their 
influence on turnover. One of the most frequently considered factors is the construct 
of (general) job satisfaction. Although different statements about the strength of the 
influence are given from strong to low. [12–16] The working environment, working 
climate, stress, working content and wages were also confirmed by studies as factors 
influencing the decision to turnover [14–19].

In order to provide a summary and overview, the Society for Human Resource 
Management published the previously examined factors and ordered them by their 
strength of influence [16]. These turnover predictors are shown in Table 1.
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Retention Measures. Two types of retention measures can be distinguished. On the 
one hand, operational measures are directly applicable and affect the whole work-
force. On the other hand, strategic or selective measures require an upstream process 
to classify the employees and apply specific measures to selected groups in order to 
retain them. In the following sections both will be explained in detail.

Operational Measures. Within this kind of measures, companies can imple-
ment material and immaterial measures. Wolf [20] considers material meas-
ures to be company cars or company housing, competitive salary, meal vouchers, 
 performance-related bonuses and social benefits. Immaterial measures can include 
activities to promote the working atmosphere, flexible working hours, employee 

Table 1.  Turnover predictors after [15] and [16]
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interviews, career development, team-building measures, health management meas-
ures and so on. In a recent study from 2019, 868 people from the Human Resources 
(HR) department were asked about different important HR topics including employee 
retention. The companies had different industry classifications (service sector, indus-
try, public sector) and were based in Germany, Switzerland and Austria. 43% of the 
participants selected employee retention as one of the most important HR topics. 
Furthermore, in order to increase employee retention, 44% of the companies stated 
that they already implemented measures for a good working atmosphere. That was 
followed by implementing interesting tasks (39%), flexible working hours (38%), 
employment security (38%), competitive salary (36%), and additional social benefits 
(35%). These results show that some operational measures are already being applied 
in companies. [21]

Strategic Measures. Strategic measures give companies a basic orientation to 
retain employees in the long term, e.g. the personnel portfolio or the function port-
folio. The personnel portfolio is used to divide employees into high performance and 
high potential employees. They are then retained according to the classification. For 
example, high performers are more likely to receive incentives and high potentials are 
more likely to receive qualification measures. If employees cannot be assigned to the 
given categories, no measures are applied. The function portfolio classifies employees 
according to their relevance for the company. For example, employees whose qualifi-
cation level is not available on the labour market are more likely to undergo retention 
measures [20].

2.2  Research Demand

Research Gap. The literature review shows that various turnover predictors matter. 
Whether job satisfaction, working content or qualification possibilities, the reasons for 
employee turnover can be very individual and also vary from different work condi-
tions. It is therefore of great importance for companies to choose a strategy that is 
adaptable to different employees and conditions. Within the operational and strategic 
measures existing in the literature, however, it has been shown that up to now, there 
are only isolated solutions to pursue single goals or solutions for a special group of 
employees.

Industrial Need. As described in the introduction, the scope of this publication is 
on value-adding areas of manufacturing companies. The focus here is on stationary 
assembly workstations, which are located at the end of the product creation process. 
The assembly process is often characterized by complex activities and a high propor-
tion of manual work [22].

The strategies described in the literature review are, however, unspecific with 
regard to their areas of application and do not take into account the requirements and 
circumstances of manufacturing.

In order to close the identified gaps, the aim of this paper is to develop a concept 
of a retention strategy. This concept follows a holistic approach to employee reten-
tion (meeting different kind of predictors). It is individually adaptable to the needs of 
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the employees and the respective working conditions and specifically addresses the 
requirements of assembly. The strategy thus describes the path the company takes to 
reach the goal of taking specific and targeted measures that fit the needs of the indi-
vidual employee.

3  Research Plan Towards an Employee-Specific Retention 
Strategy

As shown in Fig. 2, the strategy is developed in five steps. The perspective in this sec-
tion is that of the developer of the strategy.

Step 1. In the first step, a detailed quantitative literature research will be carried out. 
The reasons that induce an employee to leave the company (e.g. working contents) as 
well as those that induce him to stay (e.g. colleagues) will be analyzed. Afterwards, 
the predictors will be filtered with regard to their relevance for the assembly as well as 
their assessability. The filtered factors are the base for the following step.

Step 2. The identified predictors are now assigned to the components of the work 
system. According to REFA [23], these are the working environment, input, output, 
work task, work person, work equipment and work object. To stay with the above 
given example, the predictor working contents can be assigned to the work task and 
the colleagues to the working environment. All components of the work system, 
which have not been assigned to any predictors, can be ignored for the further proce-
dure. The remaining components create superior assessment areas for the strategy.

Step 3. The aim of the third step is to define individual sub-criteria within each com-
ponent or assessment area. In addition, these criteria should be made quantifiable by 
the development of a rating system. The sub-criteria help to specify the assessment 
areas and to derive concrete actions when applying the strategy (see Chapt. 4). They 
will be derived based on existing work analysis procedures and a literature search. 
Furthermore, a system for weighting individual criteria will be developed. In this way, 
areas with urgent need for action can be distinguished from others. The assessment 
area work task would have for example the criteria integrity of the work task, variety 
of requirements, time constraint.

Literature
Research

Work System Criteria
Definition 

analyzing
predictors to

leave and to stay

matching
predictors to work

system
components

analyzing
evaluation criteria
and development

of weighting

Evaluation 

application
and evaluation of

the strategy

Recommendation
for Action 

derivation of 
recommendations 

for action 

1 2 3 4 5

Fig. 2.  The 5 steps for strategy development



Towards a Concept for an Employee-Specific …    637

Step 4. Within the scope of this step, an extensive application and evaluation of the 
procedure and the specific criteria at different assembly workplaces will take place. 
The aim of the evaluation is on the one hand to check the criteria for clarity, holis-
tic and assessability and the weighting system for plausibility. On the other hand, the 
results obtained will be used for the development of recommendations for action for 
the companies.

Step 5. Finally, in this step, a procedure for companies to deal with the results is 
developed. The weighting of the evaluated criteria is used to estimate the urgency 
and thus the prioritization of further actions. The recommendation for actions will be 
a generic step by step guidance, since the evaluation results will be very individual 
depending on the different companies, workplaces and requirements.

4  Procedure for the Application of the Retention Strategy

While the research plan for developing the strategy was described in the previous 
section, this section focuses on the application of the strategy. As shown in Fig. 3, 
the strategy can be carried out in three phases: preparation, application and actions. 
These three phases build on the five steps described above. The results of steps 1–3 
are mainly used in the application. Steps 4 and 5 form the basis for the actions.

Before the application at the workplace can take place, some preparations must be 
made (Preparation). First, a suitable work station or work area should be selected. 
Once this has been determined, the evaluation team has to be defined. At least three 
people should carry out the evaluation. A representative of the works council, the 
team leader responsible for the chosen area and finally the person working at the 
workplace. In order to have references for the evaluation and the single criteria (e.g. 
variety of requirements), workplace-specific key figures and information are collected 
(e.g. number of product variants to be processed, quantities of the product, cycle 
times, etc.).

Preparation
• selecting wokplace (area)
• defining assessment team
• input of workplace data

Application
• selecting employee-

specific assessment areas
• executing assessment

Actions
• evaluating results
• defining measures

A B C

Based on step 1-3 Based on step 4 and 5

Fig. 3.  Procedure for applying the strategy
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Once all preparations are completed, the evaluation team can go to the work 
place for the assessment (Application). The employee involved can now choose the 
assessment areas that appear relevant to him or her or in which he or she sees poten-
tial for improvement (e.g. work environment, work task, work equipment, etc.). If, for 
example, the employee cannot see any potential in the areas of input and output of 
the workplace, these areas can be neglected when carrying out the evaluation. Within 
the selected areas, the weighting of the individual criteria is then carried out by the 
employee.

Once the evaluation is completed, the evaluation team can analyze the weight-
ings of the individual criteria (Actions). Criteria with a high weighting require rapid 
action, because these indicate a turnover tendency. Based on the input of workplace 
parameters in the preparation phase, the measures can be derived very concretely. 
Possibilities and responsibilities can be discussed and assigned within the evaluation 
team.

5  Summary and Outlook

The literature review and the research demand showed the need for an 
 employee-specific retention strategy. Moreover, a strategy that can be applied to the 
value-adding sector of manufacturing companies is not yet available. The research 
plan presented in this paper provides an approach to address both gaps. The strategy 
will be developed in five steps.

Step one lays the foundation with the analysis of turnover predictors. In step two, 
these predictors are to be assigned to the work system. Specific evaluation criteria for 
the strategy will be developed in the third step. In addition, a quantitative evaluation 
system will be developed here. The fourth step provides a major evaluation of the 
evaluation criteria in various companies. Finally, recommendations for action meas-
ures for companies are derived.

The presented concept will be carried out within the scope of a research project 
at the Institute for Machine Tools and Industrial Management (iwb) of the Technical 
University of Munich.
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Abstract.  To fulfil the strategic importance of product development, manufac-
turing companies need to deal with the underlying processes. As plan-driven 
approaches have proven to be too inflexible for today’s market dynamics, 
development projects are alternatively carried out by using agile process mod-
els. However, while a too high degree of agility leads to efficiency problems, 
a too low degree brings major challenges in market competition. As a result, a 
multitude of hybrid approaches as an integration of agile and plan-driven pro-
cesses arise. When defining those hybrid processes, the project context should 
be taken into account. The consideration of the context is decisive for an opti-
mal process performance. Therefore, the focus of this research lies on the iden-
tification of relevant context factors. The knowledge of those factors enables 
the characterisation of each project individually and subsequently supports 
determining the appropriate level of agility as a prerequisite for adjusting the 
optimal hybrid development approach.

Keywords:  Agile · Development · Context Factor

1  Introduction

Today’s manufacturing companies have to deal with a highly dynamic and turbulent 
environment [1]. Due to the resulting market-based volatility, long-term planning 
is gradually becoming more uncertain and complicated [2], which has a particular 
impact on the development of physical products. Thus, development projects are con-
fronted with shortened product life cycles and heterogeneous customer requirements 
[3]. For a business environment characterised by discontinuity rather than stability, the 
use of traditional plan-driven processes in product development appears inadequate 
[4].
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1.1  The Need of Hybrid Development Processes

Bearing this inadequacy in mind, it seems unavoidable for the manufacturing indus-
try to strive for an optimization of the development processes with the aim of both 
shortening the time to market and ensuring the degree of innovation for every indi-
vidual product [5]. According to Farnbach, the implementation of a detailed 
planned  Stage-Gate process, as an example for a plan-driven process model, is not 
only ineffective but counterproductive and has long since ceased to be able to fully 
address today’s market dynamics [6]. Those mainly sequential approaches are fur-
ther criticised as being too invariable, linear and rigid [7]. In line with so-called agile 
approaches already successfully established in software industry, manufacturing 
companies have been trying to apply agile process models in physical product devel-
opment for some time now [5]. A study conducted by the Laboratory for Machine 
Tools and Production Engineering (WZL) and the Fraunhofer IPT at RWTH Aachen 
University from 2018 shows that only a very small percentage of companies prefer 
a purely agile development. Alternatively, the majority of the 138 companies sur-
veyed use agile process models selectively, i.e. alternately or in an individually 
defined mixed form [8]. Although the practical implementation within individual 
companies varies greatly, the motivation to combine the stability of structured pro-
cess models with the flexibility and adaptability of agile approaches is uniformly in 
the foreground. Up to now, however, such integration has only been based on subjec-
tive assessments by individuals, which means that the use of so-called hybrid process 
models is predominantly unsystematic and undirected [9]. So far, in theory and prac-
tice, there exists no established concept for a systematic adaptation of a hybrid pro-
cess model [10]. One of the main challenges in adjusting such a model is the diversity 
of development processes to be considered. Since development projects vary greatly, 
so do the individual processes, which means no “one-size-fits-all” general approach 
can simply be implemented [11].

1.2  The Importance of the Project Context for Hybrid Processes

To address the above-mentioned deficits, Cooper et al, among other researchers, 
recommend considering the optimal balance between agile and plan-driven elements 
when building a hybrid approach taking into account the specific and individual con-
text of a development project. In other words, they advise adjusting hybrid process 
models individually according to the context factors that have a concrete impact on 
the development process [12]. In regard to the central importance of the context-term 
in this paper, a brief definition is given in the following.

Etymologically, the word context originates from Latin, where it means as much 
as “connection”. Thus, the Merriam-Webster dictionary defines context as “the inter-
related conditions in which something exists or occurs” [13]. Meißner et al. apply 
this understanding to product development and describe the context as the environ-
mental circumstances in which a product development process takes place [14]. The 
term context factor refers to this definition and describes a factor that has an influence 
on the course of a development project and thus to the underlying processes [15].
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Following this definition, Feldmüller summarises the current state of research in 
one precise sentence: “There is consensus that a hybrid approach has to be tailored 
to the product, project and environment context, but actually no consensus how to do 
that” [10].

1.3  Objective of the Paper

From the authors’ perspective, an important issue that hinders manufacturing com-
panies from an optimal derivation of a context-oriented hybrid process is the lack of 
an empirically based selection of those context factors, which are determining for the 
process adjustment in practice. Not all context factors are important for every pro-
ject or company. For a certain group of context factors, there may be several suitable 
development processes; conversely, a concrete development process may be suitable 
for different contexts. [16] The knowledge of the relevant context factors is the funda-
ment for an effective and efficient hybrid process model oriented to the specific oper-
ating conditions of the development project [17]. Therefore, the focus of this research 
lies on the identification of project-related context factors. It is assumed that the pro-
vision of those context factors significantly supports the tailored adjustment of hybrid 
process models. By characterising a specific development project, the factors enable 
the realisation of the appropriate level of agility for the underlying hybrid process.

In line with the presented objective of this paper, the next sections deal with the 
consideration of related work and the description of the methodology for determining 
project-related context factors including the presentation of the research findings.

2  Related Work

Prior scientific approaches are evaluated below to outline the need for further 
research. For this purpose, the second chapter is divided into two parts. The first part 
concentrates on hybrid research approaches addressing the integration of plan-driven 
and agile processes while taking into account the project context. The second part 
deals with the specific research on context factors influencing product development.

2.1  Approaches Focussing Hybrid Product Development

Current literature on hybrid product development has been expanding especially in 
recent years. Even Cooper [18], who is the creator of the most known plan-driven pro-
cess model, focuses in his latest publications on the integration of agile elements in 
the traditional Stage-Gate process. Although he does not name specific context fac-
tors that influence this integration, he emphasizes the need to be able to guarantee 
a  situation-specific and context-based reaction capability for the resulting process. In 
accordance, Ahmed-Kristensen & Daalhuizen [19] published an empirically study 
making the practical implementation of hybrid processes a subject of discussion. The 
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authors describe in detail the characteristics relevant for the design of a hybrid process 
model, but only with regard to the four case studies, they conducted. General valid 
design implications, such as context factors, cannot be deduced from this research 
either. In contrast, Brehm et al. [20] build on the established, software-oriented 
approach of Boehm and Turner [21], who advocate combining agile and plan-driven 
process models depending on the situation and project, and include the influence of 
the product and its life cycle on a development process. For this purpose, they extend 
the criteria of personnel, dynamism, culture, size and criticality established by Boehm 
and Turner and add a product perspective. However, the impact of those factors on 
the adjustment of a hybrid process remains too superficial and generic for concrete 
design recommendations.

Conclusively, this compact overview stresses that there is a common under-
standing that the project context plays an essential role in product development. 
Nevertheless, current researches lack the concrete identification of those relevant con-
text factors.

2.2  Approaches Focussing Context Factors for Product Development

There is a multitude of approaches in literature that deal with the analysis of influ-
ences on product development. Three of these publications are described in the fol-
lowing. Starting with Hales & Gooch [22], who stress the project context as one of 
the main parts to be considered when managing the engineering design, the effect of 
influences is described as the range “from being strongly positive towards the attain-
ment of project goals, through neutral, to strongly negative”. The author, therefore, 
provide a list of 41 context factors categorized in three levels: Macroeconomic, micro-
economic and corporate. Ponn [23], in turn, presents a collection of context factors 
from different authors and sorts them into the categories development task/product, 
developer/team and general conditions. The presented catalogue shows many factors, 
which are named differently but are quite similar in content. However, Ponn does 
not develop his own redundancy-free list. In contrast, Gericke et al. [24] provide a 
scheme that consolidates 26 different approaches proposed by other researchers in the 
years from 1961 to 2013. The identified context factors are hierarchically organized 
and with regard to their congruence, merged in case of duplications.

Even though all three mentioned approaches offer a detailed description of poten-
tial context factors, none of the authors considers the criterion of process relevance or 
temporal constancy when determining those factors. Referring to the objective of this 
paper, however, this evaluation is essential when adjusting a hybrid process.

3  Methodology

Regarding the described initial situation and the identified need for research, the 
intention of the following methodology (see Fig. 1) is to enable manufacturing com-
panies to adopt the potentials of hybrid product development processes.
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Referring to Ponn [23], there are many context factors to describe the situation 
around a development process, but not all of them are pertinent. Therefore, the con-
sideration of the relevant context factors for an optimal project-oriented adjustment 
of hybrid development processes is presented as an important prerequisite for the suc-
cessful use of such processes. Accordingly, the methodology aims at the definition of 
context factors that have a significant influence on hybrid development processes by 
presenting a four-step-approach for their determination.

3.1  Literature Research for the Identification of Context Factors

In a comprehensive literature analysis, context factors influencing product develop-
ment from 20 different approaches proposed by other researchers were identified. 
By consolidating these empirical studies, 522 context factors could be compiled (see 
Table 1).

By including the context factors defined in the work of Ponn and Gericke et al., 
approaches prior to 2002 were not considered further, since these authors again con-
sidered research results up to 1961 in their lists. Nevertheless, no claim is made to 
completeness, as the factors depend not at least on the uniqueness of the individ-
ual project situation. In a next step, the identified context factors were subsequently 
revised according to their congruence and merged in case of content-related overlap-
ping. At the same time, care was taken to ensure that the factors are as independent 
of each other as possible. However, such dependencies cannot be avoided entirely, as 
there are always interdependencies between the factors [25]. The removing of dupli-
cates lead to a number of 353 context factors remaining.

Fig. 1.  Four-Step-Methodology for determining project-related context factors

Table 1.  Approaches enclosed in the consolidated catalogue of context factors

Albers et al. (2019) PM Institute (2017) Spundak (2014) Ponn (2007)

Hüsselmann et al. 
(2019)

Klein (2016) Wysocki (2014) Paulukuhn (2005)

VDI 2221 (2019) Rigby et al. (2016) Gericke et al. (2013) Hales & Gooch (2004)

Brehm et al. (2017) Schoeneberg (2014) Kuster (2011) VDI 2223 (2004)

Ehrlenspiel et al. 
(2017)

Shenhar et al. (2014) Lindemann (2009) Specht et al. (2002).
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3.2  Harmonisation of Context Factors

The aim of the harmonisation step is to assess each context factor with regard to its 
relevance for the development process. Although the consolidated factors of the 20 
approaches have a verifiable influence on product development, they are not neces-
sarily relevant to the underlying process. Whether a context factor is relevant for the 
development process is defined by certain characteristics. Therefore, the harmonisa-
tion involves three criteria. If a context factor does not meet one of these criteria, it is 
excluded from further consideration.

Following the example of Hollauer [26], simplicity is the first criterion that is 
decisive. Whilst this criterion has no direct influence on the process relevance itself, 
it does play an important role, as each of the context factors must be evaluable. If the 
factor is too complex and lacks comprehensibility, there is a risk that the classification 
will not be valid. In the worst case, this would have negative effects on the design of 
the hybrid development process. This leads to the second criterion, which deals with 
the measurability and observability of a context factor. Thus, the context factors need 
to be as assessable as possible. The more objectively a context factor can be defined 
according to an individual project, the more accuracy can be ensured and vagueness 
reduced. Measurability allows avoiding estimations based on personal experience and 
subjectivity. However, the most important criterion for the assessment of process rele-
vance is traceability. Traceability means the impact of a context factor is traceable to a 
concrete process element, either an agile or a plan-driven element. In this context, an 
element describes a constituent characteristic of a process model. Conversely, a con-
crete consequence for the adjustment of a hybrid development process can be derived 
from a traceable context factor.

As a result, the remaining 353 context factors could be further reduced to a num-
ber of 203 factors by considering the three defined criteria. Figure 2 summarises the 
reduction steps taken up to that point.

Fig. 2.  Overview of the reduction steps
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Within the framework of the initially presented four methodology steps, the section 
of the harmonisation completes the identification of relevant context factors. In order to 
bring the 203 factors into a manageable structure, the next step is the systematisation of 
the context factors. This is firstly carried out through operationalising each factor.

3.3  Description of Context Factors Through Operationalisation

In order to consider the defined context factors for the project-related adjustment of 
a hybrid process, one challenge is the valid and reliable evaluation of each factor. So 
far, this evaluation has been mainly carried out based on the personal knowledge and 
the realistic estimation of the project members. In contrast, the operationalisation 
enables the decomposition of a merely theoretical term into dimensions. Therewith, 
this step supports the possibility of classifying a context factor objectively in order to 
describe a specific development project. [27] With regard to the process relevance of 
the context factors, each dimension has a specific influence on a hybrid process, advo-
cating either an agile or plan-driven process element.

For example, the context factor “Technological Novelty” can be split up into the 
four dimensions “Low”, “Multi”, “Interdependent” and “High” Technology. The 
higher the degree of novelty, the more agile process elements should preferably be 
selected when adjusting the hybrid process. Following this example, each identified 
context factor was divided into a number of three to five descriptive dimensions.

3.4  Categorisation of Context Factors

The categorisation represents the last step of the methodology. It concludes the sys-
tematisation by categorising the identified 203 context factors on three levels. In the 
here proposed categorisation, each context factor is described in terms of content, its 
significance for management and its temporal constancy. This differentiation allows 
a project-oriented consideration or exclusion of specific context factor groups. Thus, 
context factors e.g. with a high dynamic can be excluded for the adjustment of a 
hybrid process, if necessary. Figure 3 shows an extract of the factor catalogue.
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Next to the content and management level, the temporal constancy plays an 
important role for the adjustment of a hybrid process [16]. Not all context factors are 
equally dynamically affected by change. Depending on the stability of a context fac-
tor, the complexity of a hybrid process can be varied. A stable context factor remains 
fixed from the project starting point, a dynamic context factor instead might change 
frequently or at least occasionally during the development. The lower the stability of a 
factor, the more difficult it is to address the impact of this factor on the hybrid process.

Fig. 3.  Extract of the categorised factor catalogue
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4  Conclusion and Further Research

The presented catalogue of context factors is the result of a comprehensive litera-
ture analysis. 203 process-relevant context factors were derived, specified and sys-
tematised. It is assumed that the determination of project-related context factors 
will contribute to an improved tailored adjustment of hybrid development processes. 
Nevertheless, further research is needed to enable the adjustment realisation in prac-
tice. Above all, there is a research need to evaluate the context factors identified in 
terms of their tendency to agility. This step is necessary to facilitate companies to 
transfer the project characterisation according to the assessed context factors to the 
process adjustment itself. Therefore, future research will be concentrated on the clas-
sification of each factor dimension in terms of the appropriate agility level.

Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research 
Foundation) under Germany’s Excellence Strategy - EXC-2023 Internet of Production 
- 390621612.
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Abstract.  In order to ensure long-term competitiveness, production networks 
need to be designed in a continuous way that allows a quick adaptation to 
changing conditions. Today, due to high complexity in production networks 
adaptation needs are identified too late and the selection of the appropriate 
adaptation reaction is a time-intensive process. This turns resilience into one of 
the main challenges in creating robust global production networks. Therefore, 
in order to reduce the complexity in the design of production networks, this 
paper presents a systematization of adaptation needs in network configuration. 
The systematization can be used to facilitate the identification of adaptation 
needs by structuring adaptation options and reducing them to a finite number 
of options. The structured approach to derive the adaptation cases in response 
to changes serves as a first step to identify adaptation needs at an early stage.

Keywords:  Global production networks · Network design · Network 
adaptation

1  Introduction

The supply chains of many manufacturing companies are increasingly globally dis-
tributed [1]. The global production networks created in this way are exposed to a large 
number of influencing factors [2]. The multitude of these factors is characterized by 
a high degree of uncertainty and volatility, which prevents the prediction of future 
events [3]. In order to be competitive, however, companies must react as quickly as 
possible to changes and adapt the network configuration [4]. In this context, the term 
network resilience is used, which describes the capability and ability of the footprint 
to return to a stable state after a change or disruption [5]. Resilience of the global 
production network can be achieved by faster identification of adaptation needs and 
immediate initiation of countermeasures [6].
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The resilience of the network requires a continuous planning process that includes 
the proactive identification of adaptation needs and the derivation of measures at the 
tactical level [7]. However, today’s production networks are complex in their struc-
ture [2]. The current design approaches are mostly very complicated and are no prac-
tical means to quickly adapt to changes [8]. In industrial practice, adjustments to the 
production network are made either organizationally through strategic corporate deci-
sions or through one-off optimizations [9].

Thus, companies lack an adequate approach for the structured design and continu-
ous control of the network [10]. As a result, the effort of applying strategic approaches 
systematically is considered too high for tactical use. The extent to which the effort of 
adaptation is appropriate must be given greater consideration. This can be achieved by 
introducing a way of systematization that is based upon possible adjustments.

Accordingly, the focus of this paper consists of a systematization of adaptation 
cases in the configuration of global production networks, which is of great necessity 
in the context of tactical management of production networks. The containment and 
systematization of design options in the network configuration enables a reduction of 
complexity and justifies the first step towards a data-based identification of adaptation 
needs.

2  State of the Art

The described necessity of rapid adaptation of the network design of manufacturing 
companies is a topic that has been dealt with by various authors in literature. Ferdows 
points out that the main problem is the long adaptation time from the perception of the 
change to the implementation of the measure [4].

Regarding to Anthony, within planning problems, a distinction is made between 
three basic levels, which namely are strategic planning, tactical planning and opera-
tional planning [11]. Based on this classification Schuh et al. developed a continuous 
design process for global production networks, while taking into account all of the 
levels [7]. Since the operational level represents the implementation of the change, the 
strategic and tactical level was emphasized in the literature research.

Some authors focus on the strategic level. Christodoulou et al. have recog-
nized in practice the deficit of a robust, comprehensive and repeatable process for the 
configuration of global production networks and developed a strategically designed 
business process to anchor the configuration [12]. A reference framework for contin-
uous adaptation is likewise presented by Neuner. Unlike other approaches, the frame 
of reference can be adapted relatively easily to the question and the effort involved, 
while its continuous character is realized by the control loop of the management. 
However, a tactical orientation is neglected [13]. In further elaborations, Ferdows 
et al. try to reduce the complexity of production networks by dividing them into 
subnetworks and to identify deviations from the corporate strategy by regular audits 
[8]. Strategic factors are also discussed within the approach of Wiezorrek, whose 
model is based on the idea of a continuous decision-making process in order to iden-
tify changes at an early stage and to proactively determine the necessary need for 
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adaptation [14]. Other authors, such as Sager et al., propose a continuous monitoring 
of the forecast for the key performance indicators that are used to evaluate an existing 
manufacturing network [15].

At the tactical level Gölzer et al. aim at an increase in flexibility and changea-
bility in production structures that should be made possible by shifting strategic man-
agement tasks to the tactical level. In order to set focus on planning and evaluating 
adjustments to the production network during the operational phase they propose 
generic planning cases that can be used to plan, execute and validate the necessary 
adjustments [16]. Additionally, the use of big-data techniques is suggested, while the 
basis of the procedure is formed by a detailed and up-to-date digital shadow of the 
production [17]. Wittek also provides an example of increasing flexibility in produc-
tion networks on a tactical level. Thereby, the goal is an optimal allocation of products 
to the locations, whereby in this model the contribution margin is maximized [18]. 
Moser et al. present a method for risk-efficient migration strategies for global pro-
duction networks by combining a stochastic, dynamic optimization model with a port-
folio theory approach [5]. At the plant level, Hartkopf deals with the topic of how 
adaptability can be planned and used in a structured way. To this end, he assigns con-
version drivers to the content categories of products, quantities and technology [19].

In total, it can be stated that some authors deal with the adaptation of network 
configuration and give continuous strategic as well as tactical approaches. However, 
most of the approaches barely consider a systematization of the adaption with regard 
to the tactical background. The identified approaches concentrate on the solution of 
the adaptation of the network configuration but do not limit the solution space, which 
results in a high degree of complexity. A structured description of different adaption 
cases has not yet been covered in literature and a systematic generation or identifica-
tion of adaptation needs is missing.

3  Conception of the Approach

The suggested approach offers a consistent systemization of adaptation needs regard-
ing the configuration of global production networks. It aims to improve the structuring 
of the problem by systematizing the description of the adaptation cases that can occur 
in the design of global production networks. Due to the multitude of options in net-
work configuration, this is a necessary first step to enable a data-based identification 
of adaptation needs. Based on this first step, in future research work the described 
adaptation cases in this paper will be linked to concrete causes and measurable key 
figures. Using a data-based analysis, correlations between the causes of adaptation 
needs are identified, which is followed by the monitoring of the influencing factors 
to finally derive the required adaptation need. This paper focuses on the first step to 
systematize the adaptation needs in order to enable a further data-based analysis as 
described.

The approach includes four steps which focus on the description of actuating vari-
ables in global production networks, the discretization of degrees of freedom and their 
possible variations. The first step defines and examines relevant actuating variables 
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which characterize an adaptation. This is done in order to analyze the degrees of free-
dom of each variable in the next step. On the basis of the determined degrees of free-
dom, the modelling of complex configuration measures is examined, considering all 
relevant objects in the network. In the last step, possible contradictions are ruled out 
by a pairwise comparison.

The systematic procedure allows to describe every possible adaptation need in 
the network configuration and enables decisions to be structured at a later point. To 
reduce complexity, this approach focuses on the description of production problems. 
Logistics problems are outside the scope of this paper and have to be considered 
within supply chain management in a separate step.

3.1  Description of the Actuating Variables

In the first step, object types are examined, which means that all objects occurring in 
real production networks are assigned to classes of objects, the object types. These 
are formally defined. This approach allows a generic consideration of production 
networks. The object types are considered as actuating variables for the production 
network planner. When identifying the relevant actuating variables for the tactical 
configuration, the right level of detail is crucial, which is examined in the following.

The entire production network can be represented by superimposing several node/
edge models, each representing the subnetworks of the product families. Accordingly, 
a continuous edge in a subnetwork can be understood as the flow of a product or prod-
uct component between locations through the network. This flow must be controlled 
and the necessary resources for the transformation of the object streams must be pro-
vided. Such a group of edges is referred to as a production chain in the following. A 
definition is introduced for production chains, which will be used as a basis for further 
considerations:

Process chain: A continuous flow of repeat factors through the system, represented by 
edges. An edge always has a node as its target and a type of transport as its mode.

Besides repeat factors, which are represented by production chains, potential factors 
are primarily relevant in the configuration. If a global production network is disag-
gregated, different locations can be identified in a first step; these are characteristic 
for a production network. According to graph theory, the disaggregated model can 
be described as a network of factories with matrix connections, in which each node 
(location) influences the other nodes and therefore cannot be managed independently 
[20].

Location: A non-empty quantity of operating resources contained in a geographical 
location.

This level of detail, however, is insufficient for modelling the processes involved in 
network configuration. For this reason, the existing model is disaggregated again and 
operating equipment is considered. These are decisive for the flow through the sites 
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and at the same time the reason for the flows between the sites. In order to achieve 
an appropriate level of detail, the operating equipment is combined into resources. A 
resource represents a set of operating, storage and handling resources that are con-
stantly passed through together, so it is a substitute object with the same characteris-
tics. The production manager is responsible for making this distinction; the level of 
detail is decisive. The flow of other production chains is also relevant for this differen-
tiation. Therefore, these should be taken into account when delimiting the resources. 
An important criterion for the delimitation of resources is the typology of the material 
flow [21].

Resource: A non-empty set of operating, conveying and storage equipment that per-
forms manufacturing operations. The characteristics of a resource are unique and 
may be aggregated.

In the current state of aggregation, resources represent black box models. The pro-
cesses in the resources must be described to ensure the continuity of the edges in the 
production system. Therefore, production activities are used in this case to describe 
the input/output relationships of the black box models. In this paper, a qualitative 
description of the production activities is sufficient. In the following, the production 
activities are referred to as production processes.

Production process: A process of transformation that produces economic or consumer 
goods from raw materials using energy and certain means of production or through 
further processing steps. The process is carried out within a resource and describes 
the operations within a resource.

At this level of detail, disaggregation is discontinued because the model is considered 
sufficiently accurate for the tactical management of production networks. The actuat-
ing variables identified for tactical management are the object types production chain, 
location and resource as well as the production activity production process, which are 
shown as an overview in Fig. 1. Comparably defined structural levels of production 
networks can be found in literature [22].

Fig. 1.  Overview of the object types and their aggregation
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3.2  Discretization of the Degrees of Freedom

The aim of the approach is to improve the structuring of the problem by systematiz-
ing the description of adaptation reactions. The improved structuring of the descrip-
tion supports the modelling of the decision-problem and thus creates the basis for 
an informed decision. The model developed in the following sections can be used to 
investigate possible degrees of freedom and their variations. In this case, an appro-
priate level of detail must be chosen, since in reality the adjustments are manifold 
and complex. Therefore, adjustments at the elementary level are considered for the 
identified actuating variables. When deriving possible adaptations, discrete states are 
defined which are called adaptation reaction. The individual adaptation reactions are 
unambiguous and do not overlap.

The adaptation reactions describe in sum all states that a manipulated variable 
can pass through during its existence. In order to define them formally, this princi-
ple can be concretized by transferring the life cycle concept. In this context, the dis-
tinction between individual product and product type is relevant. In the context of the 
product life cycle, the term ecological product life cycle, which is applied to an indi-
vidual product, is usually used, which is contrasted with the economic product life 
cycle, which is defined for an entire product type. The economic product life cycle 
is also referred to as the marketing life cycle [23]. The economic product life cycle 
consisting of the phases introduction, growth, maturity, saturation and degeneration is 
applied to the four identified actuating variables and serves as a support for the defi-
nition of the adaptation reactions. In this way, for example, the degrees of freedom 
ramp-up, adaptation and ramp-down can be identified for the object type production 
chain. This orientation is also maintained for the remaining actuating variables to 
define all possible states of an object type during its existence.

By following this principle, a framework can be created that can be seen as a 
descriptive model for adaptation reactions in the configuration of global production 
networks. The full factorial variation creates a framework whose elements allow a 
comprehensive assessment of the effects on the production network on a diminutive 
level. At the same time, the space contains all possible manifestations of these ele-
ments. The spanned space is shown in a compact representation in Fig. 2. Each object 
type has the additional value “no adaptation” to extend the possible adjustment reac-
tions by this case. To define an adaptation strategy, an adaptation reaction must be 
selected for each object type.
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3.3  Variation of the degrees of freedom

In the description model, the activity space can be spanned by a full factorial variation 
of the adaptation reactions. By extending the framework with a list of possible combi-
nations of adaptation reactions for each object type and assigning explicit ordinals to 
them, a systematic structure for describing the possible combinations is created (see 
Fig. 3).

Fig. 2.  Configuration framework of the considered object types

Fig. 3.  List of possible combinations of adaptation reactions
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The concept offers the possibility to describe all adjustment cases and give their 
possible effects on the production network. However, the absence of further restric-
tions within the framework leads to possible combinations that may contain contradic-
tions. For this reason, the 160 possible adaption cases need to be checked for internal 
consistency.

3.4  Reduction of the Adjustment Cases (Consistency Check)

To efficiently reveal all contradictions, all adaptation reactions are compared pairwise. 
Adaptation reactions of an object type are not compared because they do not occur 
together in an adaptation case. This procedure allows to identify all contradictions 
within the cases. It is postulated that within an adaptation case an adaptation reaction 
can cause or exclude an adaptation reaction of another object type. If, for example, 
the object type location takes on the adaptation reaction opening, this requires a new 
resource to be put into operation and thus the object type resource takes on the cor-
responding characteristic value (commissioning). Otherwise, a contradiction would 
occur.

As a result, all adaptation cases that contain the specific combination of adaptation 
reactions are excluded. This procedure reduces the number of cases from 160 to 62.

For a more extensive reduction, a different procedure is chosen, since otherwise, 
the effort would increase exponentially. Accordingly, the resulting 62 adaptation cases 
are checked individually for consistency, whereby only one further contradiction is 
detected. As a result, a set of 61 possible adjustment cases improves the structuring 
of the decision problem, supports its modelling and thus creates the basis for a solid 
decision.

4  Conclusion

It is essential for companies to react to changes at an early stage and build up resil-
ience in their network. The high complexity of the network configuration presents 
a main challenge to recognize adaptation needs quickly. Therefore, in this paper, a 
practical approach is presented to systemize adaptation needs regarding the design of 
global production networks in order to reduce complexity.

In the future, the presented model can be further developed to enable a data-based 
identification of adaptation needs in network configuration. For this purpose, in future 
research work, the adaptation cases determined by the approach presented will be 
examined for their causes by identifying relevant influencing factors. To this end, a 
data-based approach will be chosen to examine historical data for correlations and 
proactively identify adaptation needs through trend analyses.

Since real production networks are very complex and the described adaptation 
needs for complexity reduction are simplified, validation must also be carried out 
on the basis of a real use case. The possible adaptation reactions are to be derived 
as described in a data-based way and presented as proposals to the network planner 
and do not replace a detailed analysis by experts. The adaptation reactions shown in 
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this paper are limited to the variables production chain, location, resources and pro-
duction process. Identified adaptation needs and possible adaptation reactions have 
to be examined and evaluated to determine whether the cause of the adaptation can 
be countered by other measures, for example by measures that are easier to imple-
ment. However, to keep the complexity of the model low, such measures should only 
be validated by experts in a second step, which is currently being developed in further 
research work.
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Abstract.  The value stream method is widely used in the manufacturing 
industry to analyze and redesign value streams. However, with the increasing 
complexity of modern production systems, conducting a value stream analy-
sis (VSA) and extracting reliable information for an accurate value stream 
design (VSD) becomes a challenging task for practitioners. Utilizing data from 
production-related IT systems offers the potential to support the value stream 
method with target-oriented analyses. Process mining (PM) supports the VSA 
by deriving process flows from production data as well as by analyzing pro-
cess performances. Focused analyses of master data and transactional data ena-
ble reliable VSD activities without having to assume an oversimplified current 
state. This paper provides a framework for a continuously integrated data assis-
tance within the value stream method, presenting a team structure, best prac-
tice procedures, and requirements for the application of the data assisted value 
stream method supported by examples from industry projects.

Keywords:  Data Analytics · Process Mining · Value Stream Analysis · Value 
Stream Design

1  Introduction and State of the Art

The procedure of the value stream method starts with a product family selection, fol-
lowed by VSA and VSD [1]. The method is typically carried out in a team consist-
ing of a value stream manager, a facilitator, a coordinator, and a lean specialist and 
it is widely spread in the manufacturing industry to analyze and improve material 
and information flows [2]. In the VSA, a current state value stream map is derived 
in a shop floor inspection (gemba walk) and improvement potentials (kaizen) are 
identified. In the VSD, a waste-reduced future state is developed [3]. Following this 
approach makes a company’s material and information flows transparent and planna-
ble with comparatively little effort in a uniform and easily understandable modeling 
language [1].
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However, these advantages are offset by deficits that need to be addressed: The 
modeling language is designed for simple, linear material flows but is less suitable 
to represent complex value streams with many branches or even several product fam-
ilies [4, 5]. Identifying the process steps, recording the correct data, and creating a 
target future state are not trivial and depend on the experience of the practitioners [6]. 
Another frequent criticism is that the value stream map is only a static representation 
based on a snapshot in which no dynamic or variability is recorded [4, 5]. Handling 
the captured key figures as deterministic values, however, is a huge simplification of 
the real situation [7]. Furthermore, recording times, stocks and key figures manually 
makes the VSA very time consuming and therefore costly to repeat [6]. There is a 
broad demand to further develop the value stream method given the possibilities that 
the progressive digitalization in productions provides [6].

Serrano et al. give the advice that data from Enterprise Resource Planning (ERP) 
systems should be used to facilitate the data collection in the VSA [2]. Recent litera-
ture suggests using PM - a discipline of data science – to map the current state value 
stream. PM transforms collected data into accessible information about processes. 
Discovery algorithms derive processes and their connections from event data while 
performance analyses give insights on process performance indicators. These tech-
niques are carried out by data scientists and require event log data in sufficient quality 
[8]. A widely used methodology to follow in data mining projects is CRISP-DM [9]. 
Particularly for PM projects, the methodology PM2 has been developed [10]. They 
both have an iterative procedure in common, including a view on the business con-
text to understand and evaluate the input and output of the analysis. The application 
of PM in production and logistics is receiving more and more attention [11]. Since 
2019, different publications discuss the application of PM in the context of the VSA. 
Ziegler at al. compare PM to the traditional VSA with the conclusion that it is the 
better way to depict a value stream map for the current state [12]. Klenk proposes to 
derive value stream maps via PM based on system data and to enlarge the focus of 
the analysis to IT processes [13]. Besides discovery, also performance analysis and 
conformance checking are useful to support the VSA, which is shown in a case study 
by Knoll et al. [14]. This study analyzes the spread of key figures for individual 
parts in an internal logistics value stream and checks the conformance of the event 
logs with given reference processes for a waste analysis. Urnauer and Metternich 
suggest to extend the VSA by PM to include an additional, neutral perspective into 
the team discussion [15]. However, Urnauer and Metternich as well as Klenk claim 
that the on-site inspection is an essential part of the VSA and must not be replaced in 
the data-assisted method [13, 15]. While all mentioned publications consider impor-
tant aspects for data assistance in the value stream method, a higher-level framework 
is missing to collate the existing approaches in one method. Since the presented 
approaches are all either based on single use cases or theoretical concepts, broader 
practical experience needs to be gathered and included. Furthermore, requirements for 
the application need to be discussed.

Data assistance for the value stream method is enabled by the collection of data in 
production-related IT systems. According to Seitz et al., 75% of companies are already 
collecting feedback and operating data but only 52% are using it for analyses. This data 
has a huge potential to provide deeper insights into a company’s operations. The same 
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applies to order data (73% collected, 51% analyzed) and stock data (61% collected, 
33% analyzed) [16]. Since the field of data science is comparably new, not every com-
pany has data competences built up yet. However, much more training in this field is 
expected within the upcoming years. In 2018, 65% of manufacturing companies had 
competences in data analytics either already available or planned to build up [16].

2  The Data-Assisted Value Stream Method

Different publications have suggested the use of data at different points within the value 
stream method. It is the target of this paper to set a framework for a continuously inte-
grated data assistance. Therefore, the data-assisted value stream method (dVSM) is 
being developed deductively and iteratively on VSA and VSD projects in the indus-
try. This paper collates the existing approaches on data assistance in the value stream 
method and classifies them into the three fields cluster analysis, process mining and 
spread sheet calculation. Figure 1 illustrates how these categories (in the right) relate to 
the major activities (in the left) of the three steps of the value stream method. In the fol-
lowing, the dVSM is embedded into a framework with respect to the team constellation, 
a structure with best practice procedures, and the requirements that are necessary for a 
successful application of the method. The focus is on the data assisted current state anal-
ysis since the most experience could be gained in this field so far. However, the greatest 
potential is seen in the application of an entirely  data-assisted value stream method.

2.1  Team

Traditionally, the value stream method is carried out in a team of four roles. These 
are the value stream manager, who is responsible for the product family, the facilita-
tor, who knows the production process best, a coordinator, who assists in the project 
by collecting the required data and managing the documentation, and a lean special-
ist, who gives guidance and training for lean methodologies [2]. For the execution of 
the dVSM, the additional role data scientist is introduced. The core of the interdisci-
plinary competence profile of data scientists is the ability to turn data into value [8]. 
Their job within the dVSM is to extract and transform data from different sources 
within the company, process it for the cluster analysis, for the application of PM as 

3. Data-assisted future state design

2. Data-assisted current state analysis

1. Product family selection & segmentation

Spread sheet calculationsExecution of VSD activities

Definition of product families Cluster analysis

On-site current state analysis Process mining

Fig. 1.  Categorization of data analyses for the data-assisted value stream method
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well as for calculations supporting VSD activities and to drive the team discussions 
from a data point of view.

2.2  Procedure

1. Product family selection and segmentation:
For the segmentation of the value stream, product families are identified based on the 
similarity of their process flows – typically derived from a product-process matrix 
[3]. In a study on two industry data sets Gaida et al. illustrate that a cluster anal-
ysis facilitates and accelerates this step [17]. However, practical experience shows 
that the generated clusters must be discussed in the team to determine the number of 
distinct product families and to include additional aspects such as setup families into 
the decision. Two approaches of using cluster analyses can be distinguished: If the 
practitioners know how product families can be differentiated in their case, it is only 
an assignment problem. They name a representative product for each family and the 
clusters are built around them. If, however, they do not have an idea about how prod-
uct families might look like in their use case, clustering is done in a more explorative 
manner with the sub-problem of finding the best number of clusters.

In the subsequent steps, the product family assignment is added to the data as a 
filter attribute, so that all products are taken into account simultaneously while provid-
ing the opportunity to filter for a specific product family. This way, design decisions 
consider e.g. shared resources correctly and re-assignments of product families can 
still be made at a more advanced point in the execution of the value stream method.

2. Data-assisted current state analysis:
In the current state analysis, processes and process connections are depicted in a value 
stream map and then enriched by process key figures and inventories. Figure 2 illus-
trates, how the PM activities process discovery and performance analysis are embed-
ded in the procedure for the data-assisted current state analysis as tasks of the data 
scientist. Regular discussions with the entire team play a vital role in the analysis 
since they assist in creating a common understanding of the material and information 
flows as well as in identifying problems and possible kaizen in the value stream.

Process discovery

On-site value stream inspection

Data validation and current state drawing

Enriching current state map with data

Performance analysisOn-site recording of process 
data and inventories entire team

only data scientist

only coordinator

Fig. 2.  Procedure of the data-assisted current state analysis
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In a first step, the value stream of one representative product family is inspected in 
a gemba walk by the entire team. Then, the data scientist derives a process map from 
the transactional data of the production utilizing process discovery algorithms. This 
requires event log data in which each event represents a uniquely identified product, 
correlated to an activity and time stamps for start and end of this activity. This can 
e.g. be customer or production orders that were tracked in an ERP or Manufacturing 
Execution System (MES) [15].

The results of both, the on-site inspection and the process discovery are discussed 
in the team to draw a valid value stream map and to check the analyzed data for plau-
sibility [15]. Additional check-ups for other product families can be useful at this 
point.

In the next step, a performance analysis is carried out on the discovered process 
model to derive key figures on process performances and inventories. Standard event 
log data allows for the identification of lead times, waiting times, process times, and 
synchronization times as well as various quantifications such as the number of pro-
cessed orders per day [8]. Depending on the use case, the log can be enriched with 
additional data to fix data quality issues or to conduct more advanced analyses. In 
the common case that only one timestamp per activity is available, e.g. default pro-
cess times can be used to heuristically approximate correct time values from the event 
log. To evaluate the validity of the analyses, a sample of the corresponding data is 
recorded manually on the shop floor. The resulting data is managed in spread sheets 
and aggregated figures are entered into the current state map.

Comparing the results of the traditional approach with the achieved results using 
data assistance, the advantages of the dVSM become clearly visible. Table 1 lists the 
key benefits of the dVSM in four industry applications. In two cases process steps 
would have been left out, in one case the sequence of processes was captured incor-
rectly, and in all cases the quantification could be significantly improved. In com-
pany A, the performance analysis uncovered that the customer demand was 43 % 
lower than initially estimated and that one product family had a 21 % lower share of 
the overall volume than expected. In company B it was discovered, that 25 % of the 
products considered were processed on a manual work station, although they should 
only be allocated to fully automated machines in this step. In companies C and D, 
the greatest benefit was in the possibility to differentiate the analyses. Additionally, 
recurring rework loops could be identified in company D with a major impact on the 
captured key figures. This demonstrates how the dVSM contributes to the avoidance 
of misjudgments.
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3. Data-assisted future state design
With this knowledge on hand, the future state value stream is designed, carrying out 
activity-specific calculations and analyses for each VSD step based on master data and 
transactional data from ERP or MES.

Rother and Shook structure the future state design with eight guiding questions 
[1]. However, as shown by Kaiser et al., VSD activities are highly influenced by each 
other [18]. A common data basis and interlinked calculation sheets enable an accurate 
consideration of all interdependencies. In a VSD project at a manufacturer for bat-
teries, the following data assistance has proved valuable. Using the  product-process 
matrix combined with master data for products and machines, load charts can be 
derived for each process. This supports the value stream segmentation as well as the 
capacity alignment. Building on this, heijunka sequences are defined and an EPEI 
(every part every interval) can be calculated which in turn is required for the quan-
tification of supermarkets. For every new calculation, the required input data is first 
discussed with subject matter experts before the calculations are carried out to ensure 
its validity and to avoid extra work. The resulting interlinked spread sheets facilitate 
the assessment of design alternatives or kaizen. By varying the affected input factors, 
the impact on the entire value stream quantification can be calculated with low effort. 
In the mentioned project, e.g. the prioritization of changeover improvement pro-
jects was assessed by calculating scenarios with a decreased changeover time and an 
increased overall equipment effectiveness for the considered machines which directly 
revealed the impact on the available capacity, the achievable EPEI, and the required 
inventories.

The key benefits of the data assistance in the VSD project were:

• Quantitative assessment of design decisions and kaizen ideas
• Better understanding for interdependencies in the value stream and the impact of 

design decisions
• Lower implementation effort through reliable quantifications and visual support for 

VSD activities
• Faster repetition of VSD activities using the created data structure

Table 1.  Key benefits of the data-assisted current state analysis in four industry projects

Company Product or service Key benefits of data assistance in VSA

A Office
supplies

• Discovery of additional process step
•  Quantification of actual customer demand and share of 

product families in branched value stream

B Paints and varnishes • Discovery of two additional process steps
• Quantification of actual order-to-machine allocation

C Logistic services •  Comparison of process performance and utilization for 
different locations, product families, daytime

• Quantification of waiting times and process times

D Pumps • Discovery of correct process sequence
•  Quantification of waiting times on different production 

paths and for different product groups
• Identification of rework loops
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2.3  Requirements

To point out limitations of the dVSM, requirements for the successful application are 
identified from industry projects in the four categories data, data preparation, compe-
tences, and method.

The data must be available in the right quantity (i.e. completeness) and quality. 
Using PM techniques, e.g. granularity and correctness of time stamps have a major 
impact on the quality of the outcomes as well as on the effort that needs to be put into 
the data preparation [11].

The data preparation is the most time-consuming part of the data scientist’s tasks 
so that sufficient working time needs to be scheduled. Depending on the use case, it 
may be necessary to handle large data volumes. In one application of the method at 
a logistic service provider, e.g. monthly data exports had to be processed separately, 
which lead to a high time effort. Furthermore, the addressed processes need to be 
known well to extract the correct data and transform it accordingly. For this reason, it 
is important that the data scientist participates in the on-site analysis.

To carry out the dVSM most effectively, different competences need to be avail-
able. Know how on the dVSM itself, the data and the organization is important. 
Therefore, all introduced roles need to be included. The interdisciplinarity of the team 
increases its creativity and its problem-solving competence.

To ensure transparency and the acceptance for decisions, stakeholders must be 
involved on a regular basis. In addition, requirements for the method itself can be iden-
tified. As described in the procedure, a joint interpretation of the results is necessary for 
plausibility checks and to derive sound decisions. Therefore, a visual preparation of the 
data analyses is needed. A close collaboration among the team members enables the inte-
gration of different perspectives. To leverage the data perspective, it is especially impor-
tant to achieve a close collaboration of the data scientist with the rest of the team. For 
an efficient application, the method must have a clear integration concept for the data 
assistance, which is given by the role definition and the procedure in Sects. 2.1 and 2.2. 
Eventually, the mindset of the executing employees has a major impact on the success of 
the resulting future state design so that their involvement should be of high priority.

Since the integration of data assistance into traditional methods has been the sub-
ject of previous research, a systematic literature review is used to reflect the so far 
identified requirements. According to Schryen et al., this tool has proven its worth 
in the discipline of information systems [19]. The following research steps are based 
on a procedure by Kitchenham [20]. A manual search is carried out on the three plat-
forms “IEEE Xplore”, “Web of Science” and “Science Direct”. Therefore, the follow-
ing search line, considering technical and sociological aspects, is used:

(Business Analytics) AND (Process Mining) AND (Requirement OR Acceptance 
OR Decision Process OR Management)

This leads to a set of 394 publications, which is reduced by discarding duplicates 
(334 papers left) as well as filtering by title (53 papers left), abstract (21 papers left), 
and availability (18 papers left). Papers that did not apply a scientific research proce-
dure were sorted out as well (16 papers left). The requirements extracted from these 
papers are summarized in Table 2. The findings show that in existing data-assisted 
approaches in literature, the same requirements as discussed for the dVSM are found. 
This confirms the scope and relevance of the identified requirements.
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Table 2.  Results of the systematic literature review compared to dVSM
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Bole et al. (2015) [21] C

Caron et al. (2013) [22] C

Jans et al. (2013) [23] C

Lee and Chen (2016) [24] L
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Sakr et al. (2018) [32] L

Mishra et al. (2016) [33] C

Rajpurohit (2013) [34] L

Proctor et al. (2011) [35] L

Sanjay and B. H. (2016) [36] L

dVSM
C = Case Study; L = Literature Review; E = Empirical Study

3  Conclusion and Outlook

This paper introduces the data-assisted value stream method dVSM. Supported by 
industry case examples, the procedure as well as a team structure are presented and 
requirements for the successful application are derived and compared with the liter-
ature. The exemplary use cases demonstrate how the dVSM overcomes the identified 
weaknesses of the value stream method with the following strengths:

• Multiple product families can be analyzed and designed simultaneously
• Dynamics and variability over time are captured using historical data
• Depicted value stream map and the associated key figures are of higher quality
• Data analyses enable better quantification and visual support for VSD activities
• Possibility to create scenarios facilitates the prioritization of kaizen activities
• Interlinked calculations increase the understanding for interdependencies and ena-

ble an integrated planning of the future state
• Possibility to update the data basis in the created data structure accelerates the rep-

etition of analysis or design activities



668    C. Urnauer et al.

The identified requirements indicate limitations of the dVSM. The two major suc-
cess factors for its application are the availability of data and the competences 
to analyze it. The depiction of the analyses can only be as good as the underlying 
data. Therefore, the available data quality constitutes a limitation to the approach. 
Furthermore, in industry applications of the dVSM it could be observed that prac-
titioners tend to get lost in very specific in-depth analyses, shifting the focus from 
the rather qualitative and holistic view of the value stream method towards detailed 
quantifications.

In the next steps, the dVSM will be continuously advanced and validated in 
industry applications. The focus of further research is on the development and stand-
ardization of a continuous data structure and further analysis formats for general 
applicability.
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Abstract.  Todays’ increasing market volatility and product variety result in 
growing business processes complexity. To master the arisen challenges of 
high process complexity, the process performance description of the end-to-end 
order processing process (ETEOPP) is crucial. With the trend of digitalization 
in manufacturing companies, an increasing availability of data is created that 
can be used to master process complexity by data-based methods. One suit-
able method is process mining (PM), which offers a continuous analysis of 
event data from business information systems. This paper aims to describe 
the minimum viable dataset to thoroughly evaluate the process performance 
in ETEOPP by PM. Therefore, process performance indicators (PPI) are first 
scientifically derived by a systematic literature review and afterward defined 
across the ETEOPP as quantifiable parameters based on processes and data. 
By doing so, the required event log attributes, as well as corresponding data 
requirements, are presented and information systems for data extraction are 
pointed out.

Keywords:  Process Performance Indicators · Process Mining · End-To-End 
Order Processing

1  Introduction

Manufacturing companies are challenged by increasing market dynamics and uncer-
tainties. To withstand the highly competitive pressure from the market, high effi-
ciency across the end-to-end order processing process (ETEOPP) is crucial [1], as the 
ETEOPP comprises all technical-operative core processes to fulfill customers’ orders.

The efficiencies of manufacturing companies are based on processes and are 
measured by process performance indicators (PPIs) [2]. To evaluate the decisive pro-
cess efficiency of organizations, PPIs must be defined and measured across the entire 
ETEOPP [3, 4].

In order to describe processes and their performance, traditional methods, such as 
workshops or interviews, are often used. However, those methods are subjective and 
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unsubstantiated, wherefore the described process performance is based on gut feel-
ings, static mean values and low scatter [5, 6]. Since actual process complexity and 
process variance is intricate, real as-is process behavior is barely reflected by tradi-
tional methods. Thereby, process complexity can be defined as the degree of which a 
process is difficult to analyze, understand and explain due to high uncertainty, activity 
interfaces and interdependencies [7].

The rapidly growing amount of data in manufacturing companies can be used 
to gain more transparency in order to simplify process complexity and to describe 
process variances [8]. Due to the weaknesses of traditional methods, process min-
ing (PM) became a broad research field in recent years [6]. PM represents an objec-
tive and effortless method to evaluate process performance based on facts. For this 
purpose, PM applications generate knowledge from already available event logs 
that reflect the behavior of real process performance in a scheduled manner [8]. 
Therefore, the required data for measuring the PPIs across the entire ETEOPP must 
be included in the event log. However, existing approaches merely consider minimum 
required data for PM applications (i.e. case-ID, activity and timestamp) or only sev-
eral  indicator-related data [9]. Thus, this paper presents an approach to describe PPIs 
across the entire ETEOPP for the application of PM.

The remainder of this paper is structured as follows: Sect. 2 highlights the theoret-
ical basics – in detail PM, ETEOPP and process performance indicators. Afterwards, 
related work is presented to summarize existing approaches. Next, PPIs are consoli-
dated by a systematic literature review and defined methodically. The results are pre-
sented in Sect. 5 and finally discussed in Sect. 6.

2  Theoretical Basics

2.1  Process Mining

PM is defined as the discovering, monitoring and improvement of real processes 
by extracting data from event logs readily available in today’s business information 
systems. The goal of PM is to convert event data into insights and actions and thus 
describe processes, interrelationships, bottlenecks and process variants. [9] The pro-
cess visualization (i.e. process models) resulting from PM can be used as an objec-
tive starting point or as a feedback mechanism to optimize business processes. The 
essential requirements for fact-based process descriptions with PM are event logs [6]. 
Event logs are a collection of event data that is used as input data for PM [10]. The 
bare minimum of an event log contains case-ID (i.e. orders in the given context) as 
well as its activities and timestamps. The respective activities are listed chronolog-
ically in the event log to identify the causal relationships in the generated process 
model. Furthermore, depending on the availability of data, event logs can be enriched 
by additional attributes [9]. The process models are created from the event logs using 
process discovery algorithms [11].
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2.2  End-to-end Order Processing Process

In this paper, the understanding of the ETEOPP is derived from [12] and the German 
word “Auftragsabwicklung” and defined as the core process of producing com-
panies that converts incoming inquiries and orders from external customers into 
internal specifications, orders and courses of action. Different order types charac-
terize the ETEOPP. These types are make-to-stock, build-to-order, make-to-order 
and engineer-to-order. The order types are defined according to the customer-order 
decoupling point, i.e. the change between order-anonymous and order-related pro-
cesses. [13] Referring to the customer-order decoupling point, the ETEOPP starts 
when the order-related processes are triggered by external customers and ends when 
external customer’s needs are met. The ETEOPP consists of different sub-processes 
[14], which often represent particular functional units in industrial practice. The 
 sub-processes subsist of different activities and tasks. In this paper, the ETEOPP is 
defined according to Luczak et al., which is subdivided into the sub-processes sales, 
design, procurement, work preparation, production and shipping [15].

2.3  Process Performance Indicators

The performance of sub-processes and its activities is precisely and consistently 
measured by performance indicators [16]. In technical literature, a distinction is made 
between key performance indicators (KPI) and PPIs. KPIs pursue goals at the tacti-
cal and strategic levels and PPIs at the operational level [17]. Accordingly, KPIs are 
defined as quantifiable and strategic indicators that reflect the critical success factors 
of a company [18]. PPIs, on the other hand, are defined as quantifiable indicators 
that evaluate business process efficiency and effectiveness [18]. Efficiency is defined 
resource-oriented, i.e. how well resources are used to produce an output. Effectiveness 
is defined target-oriented, i.e. how well process outputs are met [19]. According to 
Del-Rio-Ortega, PPIs need to be defined as specific, measurable, achievable, rele-
vant and time-bounded (satisfying the SMART criteria) metrics and can be seen as 
a particular case of KPI [20]. In this paper, the following meaning is considered: 
Specific makes clear what the PPI exactly describe. Measurable provides how the PPI 
is calculated and what data (i.e. variables and constants) are required for calculation. 
Achievable ensures that a PPI value can be met to pursue a goal. Relevant confirms 
that the PPI affects organizational performance. As relevance strongly depends on 
organizational goals, it is assumed in the paper that the researched performance indi-
cators are relevant in general. Time-bounded specifies that a PPI is directly dependent 
on time and only has a meaning if the measured time period is known.

3  Related Work

In this chapter, existing approaches for defining PPIs for the application of PM 
along the ETEOPP are examined in more detail. The existing approaches are evalu-
ated based on requirements that are derived from Sect. 2. First, the PPIs should cover 
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the ETEOPP, i.e. from the placing of a customer order, through the manufacturing 
and assembly, until the order is shipped to the customer. Second, the PPIs must be 
defined process-related and according to the SMART criteria (see Sect. 2.3) [20]. In 
particular, PPIs are differentiated from KPIs by time dependency and only indica-
tors that directly change over time intervals are defined as PPI. Third, the required 
data to describe the PPIs by PM must be defined by the minimum event log attrib-
utes (i.e. case-ID, activity, timestamp) or as additional event log attributes. The third 
requirement is completely fulfilled, if the required event log attributes are fully men-
tioned. Last, the approach should be generically adaptable for practical implemen-
tation. In this context, generically adaptable means that the performance indicators 
are applicable for different use cases (i.e. application-neutral and valuation-neutral) 
and not related to a specific application case. So far, numerous authors have defined 
 process-related KPIs or PPIs that only fulfill some of the mentioned requirements.

Nenadál lists numerous process-related KPIs that are relevant for producing com-
panies. The KPIs are categorized universally and process-specific [21]. However, only 
product development and procurement are listed as processes and the ETEOPP is not 
covered entirely. Therefore, the first requirement is not sufficiently focused. The KPIs 
are specifically described for the process-specific KPIs (e.g. time to release draw-
ings and specifications). The KPIs are achievable if an upper or lower boundary is 
defined. Yet, the KPIs are just described literally and not measurably. Furthermore, 
not all KPIs are time-bounded (e.g. nonconformities ration or input yield) and the 
authors do not differentiate between KPI and PPI. In consequence, the performance 
indicators are not defined according to the SMART criteria. No event log data attrib-
utes are described wherefore the third requirement is assessed as not covered. As the 
KPIs are not quantified and the required data to calculate the performance indicators 
for PM applications are not described precisely, the fourth requirement is partially 
fulfilled. Wetzstein et al. define KPIs to control achievements of process objectives 
and to measure process performance [22]. By doing so, the authors give an abstract 
approach to measure holistic PPIs according to the SMART criteria that are measur-
able across the entire ETEOPP. Thus, the first and second requirements are covered. 
Additional data, such as case-ID and activity, are not defined in order to describe the 
KPIs by PM, which means the third requirement is partially covered. Although the 
KPIs can be determined for different use cases, it is not specifically described for PM 
applications, how and from which event log attributes the KPIs are calculated. As a 
result, the last requirement is just rudimentarily fulfilled. Gladen presents selective 
KPIs that can be assigned to sub-processes of the ETEOPP (e.g. adherence to delivery 
dates) but also sub-process-specific KPIs, such as production throughput time, which 
are only useful for partial processes [23]. Thus, the first requirement is just covered 
rudimentarily. Like Nenadál, the KPIs are described specifically and achievable but 
not measurable as well as time-bounded. All KPIs are just described literally and 
without calculations for quantification. Similar, none event log attributes are described 
for PM application. The third requirement is not fulfilled. Although the KPIs are ini-
tially suitable for many applications due to their literal formulation, their imprecision, 
lack of quantification and lack of data necessities make them difficulty adoptable for 
industrial practice. Consequently, the last requirement is only weakly covered. Lanza 
presents an evaluation framework for operative KPIs [24], which just partially covers 
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KPIs that are measurable for the entire ETEOPP and therefore fulfills the first require-
ment just rudimentarily. The SMART criteria are not completely focused, as not all 
KPIs are time-bounded (e.g. the KPI quality) and it is not specified for all KPIs, how 
exactly they are calculated and what data are required. No event log data attributes are 
described and the third requirement is not addressed. Similar to Nenadál and Gladen, 
the last requirement is not met. In ISO 22400, numerous process-related KPIs are 
defined and established as a standard for manufacturing companies [16]. Due to its 
manufacturing focus, most of the KPIs only refer to production processes. Within the 
framework of ISO 22400, the KPI attributes are described in detail according to the 
SMART criteria. However, just like Wetzstein et al., additional data are not defined 
in order to describe the KPIs by PM. Therefore, the third requirement is only par-
tially covered. In addition, the fourth requirement is just rudimentarily covered, as 
it is not specified how the KPIs can be calculated from event log attributes for PM 
applications.

As result, the state of the art shows that none of the authors have systemati-
cally derived requirements for PM to measure PPIs across the ETEOPP (see Fig. 1). 
Deficits lie in the fulfillment of the data needs for PM applications and the clear dis-
tinction between PPIs and KPIs since the authors use these terms interchangeably 
or do not consider the SMART criteria. As result, there is still research potential to 
define PPIs for the application of PM along the ETEOPP.

4  Research Methodology

In this paper, PPIs are first consolidated through a systematic literature review (SLR) 
based on guidelines proposed by Kitchenham [25]. Thus, the SLR is divided into 
three parts: planning the review, conducting the review and analyzing the results. 
Subsequently, additional methodical steps are defined to holistically derive and 
describe the PPIS for a PM application along the ETEOPP. Figure 2 shows the struc-
ture of the research methodology.

Requirements to describe PPI for the application of PM in ETEOPP

The PPIs cover the 
entire ETEOPP

The PPIs are defined 
process-related and 

according to the SMART 
criteria

The event log attributes 
to describe the PPIs by 

PM are defined

The PPIs are generically 
adaptable for PM 

applications in practice

Nenadál (2008)

Wetzstein et al. (2008)

Gladen (2014)

Lanza (2015)

ISO 22400 (2017)

: Not covered : partially covered : rudimentarily covered : significantly covered : fully covered

Fig. 1.  Requirement assessment and research potential of related work.
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4.1  Conducting the Systematic Literature Review

A designed and detailed protocol for the description of the PPIs was initially defined 
during SLR-planning. The protocol contained the research questions, the search 
process, the inclusion criteria (IC) and exclusion criteria (EC), the data extraction 
and the synthesis of the results. To examine whether existing literature answers the 
research questions, a search string in English and German was used based on the 
three steps: (i) identifications of keywords, (ii) definition of synonyms based on rel-
evant studies about PPIs, (iii) use of boolean operator “OR” between synonyms and 
boolean operator “AND” to connect keywords. The search string consists of the three 
object areas PPI, ETEOPP and PM. Since authors often do not distinguish between 
PPI and KPI, KPI was included in the search string as synonym for PPI. In addi-
tion, the word “ETEOPP” was replaced in the German search string by the word 
“Auftragsabwicklung”. Based on Kitchenham, relevant studies were selected based on 
IC and EC. Respectively, the inclusion of a study is sequentially determined by the 
relevance of title, abstract, introduction, summary and complete study. The planning 
of the SLR for this paper is shown in Fig. 3.

Systematic literature review

Planning the 
systematic 

literature review

Analyzing the 
results of the 

literature review

Definition of the 
global PPIs & the 
global event log 

Derivation of data 
requirements for 
the global PPIs

Methodical definition of the PPIs

Data-based 
description of the 

global PPIs

Redundancy 
check & pair-wise 
comparison of the 

PPIs 

Conducting the 
systematic 

literature review

Fig. 2.  Structure of the research methodology.

Research Questions

Q1: Have PPIs already been defined along the ETEOPP for producing companies according 
to the definition in chapter 2?

Q2: Are these PPIs applicable for PM?

Databases

Search String

English:
(i) Process performance indicator, end-to-end order processing 

process, process mining
German:
(ii) Process performance indicator, Auftragsabwicklung, process

mining

English and German:
(iii) Key performance indicator

English:
(iv) (Process performance indicator OR key performance indicator) AND (end-to-end order processing process) AND (process mining)

German:
(v) (Process performance indicator OR key performance indicator) AND (Auftragsabwicklung) AND (process mining)

Inclusion Criteria (IC) & Exclusion Criteria (EC)

� IC 1: Primary study that defines PPIs for the ETEOPP
� IC 2: Primary study that presents PPIs in the research field 

PM

� EC 1: Primary study that is not available in electronic format
� EC 2: Primary study that is repeated
� EC 3: Primary study that is incomplete (text, content and 

incomplete results)
� EC 4: Primary study that is not written in English or German 
� EC 5: Primary study that is not full paper or short paper

� ScienceDirect (www.sciencedirect.com)
� ResearchGate (www.researchgate.net)
� Springer (www.link.springer.com)

� IEEE Xplore (www.ieeexplore.com)
� Google Scholar (www.scholar.google.com)

Fig. 3.  Planning the SLR to consolidate the PPIs.
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Overall, 363 primary studies with 60 in ScienceDirect, 312 in ResearchGate 
(only the first 100 were taken), 2017 in Springer (only the first 100 were taken), 3 
in IEEE and 26300 in Google Scholar (only the first 100 were taken) were identi-
fied. Conducting IC and EC result in a total of 27 studies. The studies were further 
reduced by application-specific requirements (see Sect. 3), mutual adaption of PPIs 
and cross-references. Finally, five studies remain to cover all relevant PPIs.

The results of the SLR are shown in Fig. 4. The PPIs are consolidated from the 
identified primary studies based on the definition of PPIs according to Sect. 2.3.

4.2  Methodical Definition of the PPIs

As a first methodical step, the preselected PPIs from Fig. 4 were checked for redun-
dancy. One PPI is redundant if it can be replaced or described by another PPI. The 
redundancy was checked combinatorial in a matrix, with the preselected PPIs as 
rows and columns. The remaining, non-redundant PPIs are separated in global and 
sub-process-specific PPIs, using pairwise comparison. By definition, global PPIs can 
be described for all sub-processes of the ETEOPP, whereas sub-process-specific PPIs 
are only applicable to individual sub-processes. The global PPIs are defined as quan-
tifiable metrics and the event log attributes for a data-based description of the global 
PPIs are specified. Finally, the data needs are derived from business information sys-
tems. Hereto, the event log attributes were mirrored to the individual sub-processes 
and the process-related information systems. As result, the required event log data can 
be extracted from the corresponding information system for a data-based description 
of PPI across the ETEOPP.

1. Cycle time (p); 2. Time of response; 3. Time to release drawings and specifications (d); 4. Rework 
and delay time caused by design failures (d); 5. Production delay caused by late deliveries (pc)

NENADÁL
(2008)

WETZSTEIN
ET AL. (2008) 6. Process Duration; 7. Deadline Adherence   

8. Adherence to delivery dates (r); 9. Lead time procurement process (pc); 10. Delivery service level 
towards production (r); 11. Delivery time (s); 12. Delivery reliability (s); 13. Throughput 
performance (p); 14. Capacity utilization of the logistics (pc); 15. Production throughput time (p); 
16. Adherence to delivery dates (r); 17. Capacity utilization of the machines (p)

GLADEN
(2014)

18. Supplier punctuality (r); 19. Lead time (p); 20. Total production time (p); 21. Mean tardiness; 
22. Process reliability; 23. Capacity utilization (r); 24. Mean time to repair (p)LANZA (2015)

25. Worker efficiency (p); 26. Allocation ratio (p); 27. Throughput rate (p); 28. Utilization efficiency 
(p); 29. Availability (p); 30. Effectiveness (p); 31. Setup ratio (wp); 32. Technical efficiency (p); 
33. Production process ratio (p); 34. Mean operating time between failures (p); 35. Mean time to 
failure (r); 36. Mean time to repair (r)

ISO 22400 
(2017)

Legend: 
(r): PPI reduced due to redundancy; (d): PPI reduced due to design-specificity; (pc): PPI reduced due to procurement-specificity; 
(wp): PPI reduced due to work-preparation-specificity; (p): PPI reduced due to production-specificity; (s): PPI reduced due to shipping-
specificity   

Fig. 4.  Consolidated PPIs from SLR [16, 21–24].
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5  Results of the Methodical Definition of PPIs

During redundancy check, the PPIs adherence to delivery dates (8th and 16th), delivery 
service level towards production (10th) and supplier punctuality (18th) were assessed 
as redundant to deadline adherence (7th) and reduced from the consolidated PPI. 
Similarly, capacity utilization of the machines (17th) and capacity utilization (23rd), 
process reliability (22nd) and mean time to failure (35th) as well as mean time to 
repair (24th) and mean time to repair (36th) were assessed as redundant (see. Fig. 4) 
that leaves a total of 29 PPIs. Next, the relationship between the PPIs was examined 
using a pairwise comparison to determine whether the PPIs were globally or sub-pro-
cess-specifically. By doing so, the PPIs were reduced by design-specific PPIs (3rd and 
4th), procurement-specific PPIs (5th, 9th, 11th and 14th), work-preparation-specific 
PPI (31st), production-specific PPIs (1st, 13th, 15th, 17th, 19th, 20th, 24th, 25th, 26th, 
28th, 29th, 30th, 32nd, 33rd, 34th and 35th) and shipping-specific PPIs (12th). Overall, 
the PPIs were merged to five global PPIs using the redundancy check and the pairwise 
comparison. These are the process duration (PPI1), the time of response (PPI2), the 
deadline adherence (PPI3), the mean tardiness (PPI4) and the process reliability (PPI5). 
The event log attributes can be derived from the data needs of the quantifiable global 
PPIs (see Fig. 5). Accordingly, the minimum required data of an event log are enriched 
by additional attributes for a data-based description of the PPIs along the ETEOPP 
(marked with an X in Fig. 5.). Finally, the  sub-process-specific business information 
systems that cover the attribute-specific data needs of the global event log are derived. 
Since the business information systems are used differently in practice, they cannot be 
uniquely and clearly selected. Therefore, the assigned business information systems in 
Fig. 5 can be seen as an exemplary selection.

6  Discussion and Outlook

In this paper, the definition of PPIs across the ETEOPP for the application of PM was 
presented. The PPIs were consolidated by a SLR and then methodically defined based 
on the application-specific requirements for PM. After a redundancy check and a pair-
wise comparison, five global PPIs were identified. The PPIs process duration (PPI1), 
time of response (PPI2), deadline adherence (PPI3), mean tardiness (PPI4) and process 
reliability (PPI5) led to the definition of global event log attributes. In the last step, 
the data needs were derived from the business information systems using the event 
log attributes. Thus, the approach enables a data-based description of process perfor-
mance across the entire ETEOPP by PM, which offers considerable potential in the 
process optimization of producing companies.

The approach can be further honed by several improvements. First, the ETEOPP 
was derived by comparing different reference processes in literature and can be further 
validated beyond one industrial company. Additionally, ETEOPP and PPIs can vary 
in practice based on different decoupling points. The approach should be validated to 
investigate, if in practice, all attributes in the respective sub-processes of the ETEOPP 
have clear semantics and can be derived without ambiguity from business informa-
tion systems. Additionally, compared to Fig. 5, the derived PPIs should be specified 
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to determine, if they should be calculated order-related or activity-related. Finally, 
although PM was already applied to ETEOPP in previous approaches [1], the presented 
approach offers the potential to consider additional PPIs. Thereby, existing PM discov-
ery algorithms can be enhanced in information science to evaluate the PPIs. Finally, 
besides the application of PM for a simplified description of process complexity in 
ETEOPP, other strategies to reduce or avoid process complexity can be investigated.

Based on this approach, a methodology for the application of PM across the 
ETEOPP should be further researched, which offers a guideline for producing compa-
nies to increase their process performance.
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Abstract.  Manufacturing companies are confronted with increasing 
market and innovation dynamics resulting from the demand for differ-
entiated products. This leads to increasing importance of flexibility and versa-
tility as objectives of production, especially in final assembly, since the highest 
 variant-induced complexity occurs there. For this reason and to avoid invest-
ment costs for product-dedicated assembly lines, companies strive to assemble 
several products on one assembly line in a so-called model mix. Highly itera-
tive product development is increasing in order to take the mentioned volatile 
market environment into account. However, this agile development method-
ology contradicts the sequential processes of production development and the 
solution space already defined by the existing production system. In order to 
address this conflict of objectives, this paper proposes a procedure for a holistic 
and cross-domain development cooperation for the integration of a new prod-
uct on an existing assembly line.

Keywords:  Highly iterative product development · Process development · 
Production development · Mixed model assembly line

1  Introduction

Manufacturing companies, especially those in the automotive industry, are confronted 
with great market and innovation dynamics [1, 2]. This results from the heterogeneity 
of customer requirements and the individualization urge of customer groups, which 
is expressed in the segmentation of the customer structure and forces companies to 
develop differentiated products in small quantities and with a high number of different 
parts, components and modules [3]. Considering this, higher model-specific fluctua-
tions in demand are to be expected in the future, which can only be predicted with a 
high degree of uncertainty [4].

This leads to an increase in the importance of flexibility and versatil-
ity as objectives of production, especially of assembly-lines, since the highest 
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variant-induced complexity occurs here [4, 5]. Addressing these objectives, the pro-
duction of different derivatives of a product is conducted on a single assembly line, 
a so called  mixed-model assembly line. In this way, it is possible to react to shifts in 
 derivative-specific demand and market fluctuation in a demand-oriented manner with-
out having to constantly maintain capital-intensive capacities for specific products. 
Additionally,  derivative-specific bottlenecks of capacity can be avoided with mixed-
model assembly lines. [4, 6].

When trying to establish a new product derivative on the market as an innova-
tion, contradictory objectives must be aligned: the shortest possible time-to-market 
with lowest possible product costs [7]. This leads to the need of reducing the product 
and production process development times as well. Therefore, sequential, plan-driven 
product development models get less feasible since changes in advanced planning 
phases lead to high change efforts and costs [5, 7]. An development approach for 
physical products that enables taking customer requirements into account even in 
advanced project phases is the highly iterative product development (HIPD) according 
to [8]. A final definition of the product in terms of HIPD is not made at the beginning 
of the development project but is developed successively within iterative short-cycle 
phases.

The combination of these two perspectives leads to the research question of this 
paper: How should a methodical support for the highly iterative collaboration of prod-
uct and production development in the automotive industry be designed when plan-
ning the integration of new derivatives on an existing assembly line?

Section 2 outlines the challenges of a highly iterative approach to planning deriv-
ative flexible assembly-lines. Subsequently, Chap. 3 gives an overview of existing 
approaches to the topic, while Chap. 4 presents the approach developed in this paper. 
Chap. 5 provides the summary and identifies future research needs.

2  Challenges of Integrating a New Derivative on an Existing 
Assembly Line in a HIPD Approach

Contemplating the fundamental concept of HIPD (respectively parallelized develop-
ment in general), decisions are generally made under uncertainty and with incomplete 
information of possibilities and restrictions [9–11]. Consequently, this also applies to 
the evaluation of the technical feasibility of integrating a new derivative on an existing 
assembly line of an automotive plant. In this case the assembly line is already physi-
cally materialized at the beginning of the product creation process, while the specifi-
cations for the new product are mostly insufficient for a detailed technical evaluation 
at that time [12]. Classical methods of assembly planning, however, require detailed 
specifications for the assembly line in order to plan its adaptation [4, 13, 14]. The 
planning process is further complicated by different, often contradictory, perspectives 
and objectives on the product and the production process in each department of an 
enterprise [15].

Due to the existing assembly line, there are various restrictions as a result of the 
layout design, equipment and the precedence sequence of the existing derivatives, 
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which must be considered when integrating new derivatives. Thus, a non-conformance 
to production constraints will inevitably lead to an inability of assembling the new 
derivative on an existing line.

Required changes to the product or the assembly line are often associated with 
high adaptation costs or the delay of the start of production (SOP) due to adaptation 
times of the production system [7, 14]. For example, necessary structural adjustments 
to equipment or production processes may require a specification of certain product 
characteristics well in advance of the SOP due to the long time required for imple-
mentation. For this, even following a highly iterative approach, it is necessary to 
restrict the degree of freedom in production development at certain milestones and 
thus aligning product development and production planning. This results in a discon-
tinuous restriction of the level of freedom for product development as shown in Fig. 1 
exemplarily.

In order to avoid these cost-intensive adjustments and to ensure economic produc-
tion, it is therefore essential to integrate knowledge about production constrains into 
product development from the earliest possible stage [16].

From the point of view of a superordinate project management, late product adap-
tations to meet customer requirements must be set in relation to the resulting change 
costs and realization time in an impartial and cross-domain manner.

3  Previous Approaches for Planning Mixed-Model  
Assembly Lines

In the following, a selection of relevant approaches is presented and discussed regard-
ing the challenges mentioned in Chap. 2.

Planning of product flexible assembly configurations by Küber This approach is 
based on modularizing assembly processes in order to master the complexity of their 
dependencies. To facilitate planning, a distinction is first made between strategic 
and flexible assembly modules. The former cannot be moved in the assembly layout 
without incurring time and costs, but the latter can initially be neglected in planning. 
Afterwards, the degrees of freedom for the allocation of product modules to assembly 

Fig. 1.  Discontinuous restriction of the degree of freedom due to delivery times etc.
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stations are determined. Finally, the flexible modules are positioned after the strategic 
ones. In this way, not only the length of the assembly line and the workload of the 
employees can be optimized, but also derivative-specific deviations in cycle times can 
be homogenized [4].

As a result, this approach requires complete information on the product from the 
beginning of the methodology, does not include a highly iterative understanding of 
planning and does not take temporal assurance of SOP into account. On the other 
hand, a high-quality solution can be achieved through this detailed analysis.

Complexity-focused planning of product flexible assembly lines by Keckl et al. This 
methodology involves continuous analysis, evaluation, and adjustment in the form of 
a five-step control loop. In the beginning, an existing assembly line is characterized 
and modeled. Subsequently, the system is examined for complexity, meaning variance 
and change, and indicators are determined that reflect the influence of complexity on 
efficiency. From this, strategic approaches to achieve optimal efficiency and flexibil-
ity are derived. Finally, change processes are initiated that lead to the overall goal of 
increasing flexibility and efficiency of the assembly line [17].

However, this approach disregards time as a resource as an important basis for 
decision-making in highly iterative production planning. What is particularly interest-
ing about this approach is the idea of strategic approaches to solving problems from a 
higher-level perspective.

Integrated product and assembly configuration by Landherr In this approach, the 
planning and optimization process of factories is considered a permanent task of 
adapting and coordinating measures. The goal is to ensure the efficiency and versatil-
ity of the multi-variant series assembly. This is achieved by the consideration of prod-
uct and assembly configurations in an integrated product and assembly system (IPS). 
From that point on, possible needs for change due to adaptions to the product or the 
assembly are constantly monitored. An evaluation scheme shows the greatest corre-
spondence with previously defined situation-specific objectives [18].

Landherr does not give a dedicated planning method for product-flexible assem-
bly lines in flow production and ignores some of the agile values, but already meets 
many of the requirements for approaches to agile planning of product-flexible assem-
bly lines.

Agile process planning in the product development process by Schneider This con-
cept of process planning is based on the values of agile software development and 
the commonly used Scrum methodology [19]. Since this basis, the actual process 
planning takes place in sprints. At regular intervals, the developed production system 
increments are evaluated and the prioritized work for the following sprint is deter-
mined [20].

This approach does not focus on product flexible assembly lines and hardly takes 
restrictions of existing assembly lines into account and the time factor is only inte-
grated in form of typical milestones and not as a basis for decision making.

The identified challenges for a method to support agile collaboration between 
product and production development in the planning of the integration of new deriva-
tives on an existing assembly line are currently not satisfactorily met in the literature. 
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However, an excellent basis for answering the research question is provided, as par-
ticular aspects of the problem are well investigated.

4  Approaches for Highly Iterative Planning of Product 
Flexible Assembly Lines

Six iterative tasks are proposed which enable the identification of change require-
ments necessary, if a new derivative is to be integrated on an existing assembly line. 
The identification of these are based on the comparison of existing derivatives and the 
existing assembly line on the one hand and the incomplete information about the new 
derivative to be integrated on the other hand.

Figure 2 below gives an overview of the link between these tasks and shows the 
iterative character of the methodology.

In the following, the tasks shown in the Fig. 2 above are presented successively. 
For these tasks, self-organizing, partially autonomous teams are assumed in both 
product and production development. It is also assumed that the employees have 
detailed knowledge of the product already assembled on the existing production line. 
The methodology was developed with the automotive industry in mind, but can also 
be transferred to other industries that assemble in assembly lines.

Modeling the Product Structure First, the derivatives currently assembled on the 
assembly line must be represented as product modules to reduce complexity. In prin-
ciple, only those components may be combined to modules which can be mounted 
simultaneously on the assembly line in regard to the precedence sequence. This means 
that only components that require the same assembly progress may be combined. 
Then the new derivative to be integrated must also be described following the same 
principles. The information about the new product becomes more reliable and more 
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detailed as it matures in the product development process, while is vague at first. In 
contrast, the information on the derivatives already assembled on the line is available 
in sufficient detail at the start of the project and must therefore be used as a reference 
point for planning the new derivative. The modules of the new derivative need to be 
typified by means of communalities (based on a comparison to existing derivatives) in 
order to estimate the influence of integration on the existing assembly line.

Modeling the Assembly Structure The existing assembly line must be described 
after modeling the product structure. First, the capabilities for each assembly station 
are collected. Capabilities enable the execution of certain assembly processes at a sta-
tion by e.g. assembly equipment or employee qualification. The allocation of assem-
bly modules to stations reduces fixed, limited resources at these stations. Resources 
are understood to be quantitative units to be consumed, e.g. area or assembly time. 
An integral part of the method is the detection of production-related restrictions. 
Restrictions are limitations of the product that result from the realization of the assem-
bly line and that would eliminate the possibility of assembling a derivative even if the 
line was used as a dedicated line for that derivative, e.g. limited ground bearing capac-
ity of the shop floor. Capabilities can be added to the assembly line, but restrictions 
can only be overcome by changing existing elements of the production system. The 
consolidated and aggregated restrictions result in the solution space for the develop-
ment of new product derivatives. For this reason, the integration of knowledge about 
the fundamental restrictions in product development is elementary in order to ensure 
assembly with as few adaptations as possible. The focus must be on the assembly line 
itself, although upstream and downstream support processes must also be taken into 
account.

Identification of Change Requirements Based on Comparison Based on the prec-
edence sequence of the existing derivatives and the communality typification of the 
assembly modules, an initial and simplified allocation of these modules of the new 
derivative to the assembly stations of the existing assembly line must be conducted. 
The product and assembly structure are linked to each other with the help of visuali-
zations in varying degrees of detail depending on the project’s progress. Initially, the 
aim is not to show technical details, but rather to offer representations that provide 
all involved departments with information in early planning phases, combine different 
perspectives on the product und establish a common understanding for discussion.

By comparing the capabilities, resources and restrictions of the assembly stations 
with the product requirements, change requirements are identified that prevent the 
assembly of the new derivative on the existing assembly line.

Development of Strategic Solutions for Requirements for Change In order to 
overcome the problems identified, strategic approaches to solutions must be devel-
oped in various fields of design. In doing so, adaptations of the assembly line, the 
product as well as the organization must be considered equally. Solutions can only be 
generated in close coordination between all involved planning departments. Examples 
of strategic solution approaches are the standardization of process steps, increasing 
physical commonality, shifting the variance in pre-assemblies, reducing the depth of 
production, desperation of the line for specialized assembly tasks or just-in-sequence 
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provision of material [17, 18, 21]. It is decisive that the progress of the project must 
also be anticipated for every strategic solution in order to estimate the timing of infor-
mation, decision and action needs for further detailing. Thus, based on the require-
ments for changes and the estimated implementation time, points in time are identified 
at which degrees of freedom in product development must be narrowed down in order 
to ensure compliance with the SOP while taking downstream processes into account. 
Different departments usually prefer different solutions, as they try to minimize the 
respective change effort in their own domain. The prioritization of the detailed elabo-
ration will be decided objectively and across domains in the next task.

Prioritization of an Agreement on Critical Needs for Action Considering the stra-
tegic positioning of the company, the developed strategic solution approaches must be 
evaluated and prioritized before they are worked out in detail. The urgency of a deci-
sion is derived from the combined assessments of the time required to fulfill the task 
and the risk of inability to assemble the new derivative on the assembly line. In this 
way, any need for change needs to be set in relation to the common goal of securing 
the SOP and the resulting customer benefit regarding the objectives time, costs and 
quality.

Agreement on Specifications with Increasing Level of Detail The entire process 
is accompanied by the central idea of successive agreements on specifications with 
increasing level of detail. This is therefore to be understood less as a task and more 
as an underlying maxim in each of the tasks described above, which is why this is 
also shown for all tasks in Fig. 2. Basically, it is necessary to check when decisions 
can be made at the latest in order to not delay the course of the project. This results in 
a due date for each information requirement, which is fixed in a shared action calen-
dar. At the latest of these due dates for a specific change, a specification must be that 
detailed that the next planning phase can be initiated. Qualitative concept agreements, 
which are sufficient in early stages of the project, need to be detailed to quantitative 
requirements over time, which are then binding for all teams involved, provided that 
the intended SOP is to be kept.

Synchronization by Shared Action Calendar and Technical Specification In order 
to have an overview of the adherence to the schedule (and thus the SOP) and the inter-
dependencies of the requirements of the teams of different planning departments, 
it is advisable to establish a dedicated role for these tasks, an integration manager. 
Integration in this context ambivalently describes the integration of a new derivative 
on an existing line and the integrated product creation in terms of HIDP. If decisions 
in the project exceed the Integration Manager’s decision-making responsibility, these 
need to be made in cross-departmental escalation committee on short notice. The inte-
gration manager is responsible for managing the shared action calendar and the tech-
nical specification.

In order to address changing conditions and to consider the constant detailing of 
the new derivative, the above-mentioned steps must be carried out iteratively.

The presented methodology provides a framework for the cooperation between 
product and production development and defines a problem-specific interface between 
these departments by providing a common and simplified view on the project. The 
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methodology can be combined with - and respectively integrated into - existing agile 
project management and development procedures as presented by [20] or [14] due to 
its iterative character.

5  Conclusion and Further Research

Due to the increasingly difficulty in forecasting demand for a growing number of 
product derivatives, companies in the automotive industry are striving towards the 
assembly of different derivatives on one assembly line. In order to meet simultane-
ously decreasing product life cycles, products are being developed in highly iterative, 
short-cycle development processes. Within the scope of this paper an iterative method 
was developed which supports the cooperation between product and production devel-
opment in the integration of a new product derivative on an existing assembly line 
under incomplete information about the new product derivative. The aim was to cre-
ate a common view of the integration project, to identify possible requirements for 
changes to both the product and the assembly line, to make it possible to evaluate 
implications in terms of customer benefit and to achieve transparency regarding the 
use of time as a resource in order to secure the date of SOP.

Based on the approach, further research is needed, especially with regard to the 
gradual definition of specifications between product and production development. 
Therefore, the development of an agile understanding of requirements is proposed, 
which supports both the continuous implementation of changes and cost-optimized 
production planning. For this purpose, it seems necessary to identify and system-
atically describe information requirements without assuming sequential planning 
procedures.

The concept presented provides a framework for various to be detailed, method-
ical modules that enable the integration of innovative products on existing assembly 
lines which can lead to cost-savings and the reduction of time-to-market.
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Abstract.  Distributed ledger technologies such as the blockchain technology 
offer an innovative solution to increase visibility and security to reduce sup-
ply chain risks. This paper proposes a solution to increase the transparency and 
auditability of manufactured products in collaborative networks by adopting 
smart contract-based virtual identities. Compared with existing approaches, 
this extended smart contract-based solution offers manufacturing networks the 
possibility of involving privacy, content updating, and portability approaches to 
smart contracts. As a result, the solution is suitable for the dynamic administra-
tion of complex supply chains.

Keywords:  Blockchain · Smart contract · Supply chain risk management · 
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1  Introduction

In increasingly complex supply chains (SCs), companies are faced with numerous 
challenges [1] and need to respond to these in order to fully identify and manage risks 
[2]. Innovative technologies can be used to overcome challenges in this context [3], 
such as the blockchain technology (BCT). The BCT is a distributed and immutable 
database that allows transactions to be processed directly and transparently between 
parties [4]. At the same time, it is possible to write and execute algorithms and rules, 
e.g. to execute automatic transactions [5]. These so-called ‘smart contracts’ are scripts 
which are created and used by members of a blockchain system [6].

An elaboration developed by Christopher and Peck [7] proposes separating SC 
risks into three main areas: organizational risk sources that are internal to the enter-
prise, network risk sources that are external to the enterprise but within the sup-
ply network, and environmental risk sources that are external to the network. This 
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classification clarifies the relevant dimensions of potential disturbances in a SC envi-
ronment and thus provides the basis for a comprehensive risk analysis. The three main 
areas can be divided into five different categories of risks in the SCs (see Fig. 1).

Based on the potential of the BCT, research approaches use the technology as 
an innovative solution for challenges in the area of Supply Chain Risk Management 
(SCRM). Due to their structural design, traditional SCRM tends to take actions reac-
tively after damage has occurred. According to Min [9], the BCT provides the possi-
bility of designing actions proactively and preventively as well as managing Network 
Control Risks by improved information flow in the SC. Additionally, Layaq et al. [10] 
reveal that the use of the blockchain and smart contracts can lead to improvements in 
material and information flows in the area of SC by increasing visibility (access to or 
sharing information through participants of the SC network [11]), transparency (dis-
closure of information to all stakeholders, including customers [12]) and transaction 
automation. The blockchain technology is already used by companies, e.g. to track 
products or raw materials along SCs in different industries [13, 14]. The success of 
selected SCRM mechanisms can depend on their alignment to existing or future SC 
structures. Types of SCs distinguish between functional and innovative products [15]. 
Functional products are basic goods with low variation possibilities and a predictable 
demand. Therefore, a SC structure should focus primarily on efficiency in order to 
operate with the lowest possible costs. In contrast, the main characteristics of innova-
tive products are that they are continuously enhanced as well as highly variable, lead-
ing to an unpredictable demand. In that case, a market-responsive approach in order to 
react quickly to changing customer demands is an appropriate choice. Lee [16] added 
the supply aspect and classified SC strategies. Based on Fisher [15] and Lee [16], 
Perez [17] developed a roadmap which differentiates between efficient and responsive 
SCs and substrategies in each category:

• Oriented to Efficiency: Continuous-flow SCs, Efficient SCs, Fast SCs
• Oriented to Responsiveness: Custom-configured SCs, Agile SCs, Flexible SCs

Fig. 1.  Areas of supply chain risks (own illustration based on [3, 7, 8])
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This paper focuses on solving network control risks by applying blockchain 
smart contracts and improving transparency in the SC. First, a new extended smart 
 contract-based approach is proposed, which represents a further development of con-
ventional token-based approaches. Subsequently, the two solutions are compared and 
evaluated with respect to different SC strategies.

2  Related Works and Rationale of the Paper

In the context of this paper, the term ‘tokenizing of assets’ relates to the representation 
of physical assets on the blockchain [18]. On-blockchain tokens can represent all kind 
of assets such as currencies, stocks, properties and coupons [6]. Such tokens, which 
embody a ‘claim’ on the physical asset, can also be designated as asset-backed tokens 
[19].

First, tokenizing assets in SC use cases was used simply to prove the owner-
ship and provenance of physical objects [20]. This approach was extended to solve 
transparency problems in SCs [21]. This development was supported by the defini-
tion and adaptation of token standards, especially on the Ethereum platform [22, 
23]. Fundamentally, one can distinguish between two types of tokens, fungible token 
standards and non-fungible token standards [22]. Fungible tokens: different units of 
a fungible token are interchangeable and have no unique properties. Non-fungible 
tokens: each unit of a non-fungible token is unique from another, allowing the track-
ing of their ownership.

Token standards are the minimum specifications of required functions to allow 
an implementation. However, it is also possible to add further functions that are not 
part of the standard in order to specify tokens for their respective application [22]. 
Westerkamp et al. [23] used these possibilities to adapt the non-fungible token stand-
ard ERC-721 [22, 24] specifically to the needs of manufacturing SCs. Thereby, the 
ERC-721 standard is expanded by so-called ‘token recipes’ to map complex manufac-
turing processes. Such an approach enables the traceability of manufactured goods, 
including their components [23]. A closer look at the structure of token standards 
shows that ownership changes of tokens and the reflection of a user’s balance are 
organized in transfer functions determined in a token contract [22]. Therefore, a trans-
action to change a token’s ownership does not send the token itself to a new address; 
it is an interaction with the token contract assigning a new owner address to the token. 
Based on this fundamental functionality of tokens, a new framework was designed, 
which expands the approach of non-fungible tokens with the possibility of assigning 
clear authorities when deploying the smart contract [25]. Based on this framework an 
extended smart contract-based solution is being developed, specifically designed for 
the needs of complex SCs. This solution potentially allows mapping SCs holistically 
in a smart contract, including dynamic changes in the composition of products or the 
structure of the SCs. The next chapter presents the holistic smart contract structure of 
this new extended approach.
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3  Extended Token-Based Solution

This chapter proposes an extended token-based solution aiming to create a smart con-
tract with a static address on the network, which content remains dynamic after its 
deployment to enable the dynamic mapping of changes in the SC. At the end of this 
chapter, the holistic smart contract structure of the approach is presented.

3.1  Determination and Assignment of Authorities

As a first step, the identification and mapping of all stakeholders in the SC takes 
place. For this purpose the SC participants will be divided into SC partners (suppliers, 
producers and service providers), customers and certifiers [23]. The certifiers repre-
sent a special peculiarity providing non-physical assets such as certificates, licenses, 
and patents necessary to be authorized to produce or assemble components or man-
ufacture the final product. The role of the certifier can be taken over by the manufac-
turer themselves, or by a third party. According to Dolgui et al. [26] SCs are subject 
to dynamic influences. Therefore, when modeling SCs in smart contracts, algorithms 
that allow continuous dynamic changes of the smart contract’s content must be 
involved before deploying the contract on the network. Additionally, authorities in 
the SC entitled to create or modify virtual identities in the smart contract must be 
assigned to their respective functions.

3.2  Creation of Virtual Identities

As a second step, all processes in the SC must be logically linked with each other and 
reflected in the smart contract. For this to be possible, all requirements of the physi-
cal SC must be transferred to the virtual SC. In the physical world, the relationships 
between processes are obvious. For example, it is not possible to assemble a prod-
uct without having the required parts on hand. These relationships must be mapped 
in the smart contract using two different types of assets. In this context, Assets with-
out dependencies can be created without depending on previous actions, while Assets 
with dependencies can only be created when previous actions have been successfully 
completed.

In addition, in the physical world, only certain entities are able to create certain 
parts. This means, that only the entity ‘owning’ the process of creating a certain part 
in the physical world is able to have access to the function of the smart contract to 
create the virtual identity of that part. To guarantee this, the smart contract functions 
must be linked with the respective authority before deploying them on the blockchain 
network.

Once all relations of the product and its components have been defined, they must 
be transferred to the logical structure of the BCT. Grossman [27] describes the BCT 
as a “public database of timestamps”. In traditional models, each system kept its own 
notion of time. In the BCT, however, all nodes of the network agree on a common 
time by implementing a consensus algorithm. As a result, the immutability of the net-
work guarantees that a certain event on the network happened at a certain time. The 
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proposed smart contract-based solution aims to record all interactions with the smart 
contract on the blockchain in order to achieve transparency and the auditability of all 
assets.

A unique identification number (ID) refers to the virtual identity of an asset. The 
uniqueness of these IDs can be achieved by hashing the information they refer to. 
Therefore, Hash IDs are a logical result of their input data and provide information 
about the origin, composition, and time of creation. Hash IDs can also be referred to 
as the smart contract version of primary keys. Within the smart contract, these Hash 
IDs refer to the virtual identity of their physical counterparts. In order to map SC pro-
cesses, the virtual identities must have the same ownership and conversion charac-
teristics as their physical counterparts. They must be able to change their ownership 
when the physical product is transferred in the SC or sold. Furthermore, the virtual 
identities must be able to be summarized when combining several components to a 
new product. Since virtual identities can represent assets with and without depend-
encies, their creation on the blockchain must be linked to logical dependencies. To 
map such a logic, it requires the modelling, planning, and definition of further vari-
ous smart contract functions. Therefore, it is necessary to carefully design all required 
conditions to create the virtual identity of an asset and the associated Hash ID. 
Westerkamp et al. [23] refer to this as the ‘recipes’ of virtual identities. However, the 
creation of virtual identities can also be affected by dynamic changes and these func-
tions must be embedded into dynamic changing algorithms.

As shown in Fig. 2, when the possession of the smart contract is clearly assigned 
and the ownership of all required virtual identities is clarified, information for creating 
a new virtual identity can be entered into the user interface of the smart contract. The 
information stored behind each Hash ID at the time of creation can come from a cen-
tral IT system (e.g. ERP-System). This creates an interface between existing business 
software and the blockchain (see Fig. 2). The address of the creator is then authorized 
to send this virtual identity to a new owner.

Fig. 2.  Model to create virtual identities for assets with dependencies
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3.3  Holistic Smart Contract Structure

The assigned authorities and the functions to create virtual identities are embedded 
into algorithms allowing the mapping of dynamic changes in the SC while the smart 
contract’s address remains static. For these complex algorithms, existing approaches 
to update and continuously generate smart contracts can be used [26, 28].

As illustrated in Fig. 3, it is determined to what extent the authorities can have an 
impact on changes in the virtual identity logic. Such a structure allows a wide range 
of possibilities in terms of the allocation of authorities, which is determined in the 
dynamic updating algorithm related to the list of authorities.

Decentralized and open SCs with an even distribution of power can be virtually 
represented, as well as regulated SC structures with only one central authority. It is 
important to state that such smart contract constructs are also affected by the immu-
tability of the BCT. Consequently, any eventuality that could affect the SC or prod-
uct structure must be considered in the program code before its deployment. In this 
context it is not necessary to describe every eventuality in detail, but to categorize 
certain types of eventualities in advance. If, for example, the possibility of adding new 
suppliers is not taken into account in the code, they cannot be added. Instead, a new 
smart contract with a new address must be deployed. Furthermore, the proposed struc-
ture allows involving privacy approaches to encrypt the content of the smart contract 
[29]. In this way, the interactions with the contract would remain visible to the pub-
lic to provide SC transparency. The content of these transactions would, however, be 
encrypted and only be visible for a defined group of authorities.

4  Comparison of Solutions and Conclusion

This chapter compares the characteristics of blockchain-based SC control solutions. 
On the one hand are the characteristics of conventional ERC-721-token-based solu-
tions for manufacturing SCs (see Chap. 2) and on the other hand the characteristics of 
the extended token-based solution proposed in this paper. The comparison is shown 
in Table 1. Subsequently, the two solutions are evaluated with respect to different SC 
strategies.

Fig. 3.  Holistic smart contract structure
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For the properties of the SC strategies the roadmap by Perez [17] is used. It distin-
guishes efficient and responsive SCs with three substrategies each.

Oriented to efficiency
Continuous Flow SCs focus on building synergies supported by collaborative rela-
tionships. They are characterized by long product life cycles with a low number of 
demand variations. The inventory consists of finished products having only one sup-
plier for each key component. Efficiency oriented SCs with a continuous flow do 
not consider customization. These properties indicate a very low need for dynamic 
changes when adopting SC control solutions. Therefore, the conventional token-based 
solution is sufficient.

Efficient SCs focus on low costs, which is making them suitable for functional and 
commoditized products. The demand variation is medium to high with long prod-
uct life cycles. Demand buffering is achieved with an inventory of finished products. 
Because such SCs have no customization requirements and the network is kept sta-
ble and simple (best-cost supplier on each occasion), dynamic changes are somewhat 
insignificant. Therefore, for efficient SCs the conventional token-based solution is 
recommended.

Fast SCs focus on competitive cost and the continuous renewal of the portfolio. 
Fashion-oriented SCs with functional and short life cycle products are typical rep-
resentatives. They rely on supplier pools to cover their sourcing needs. With some 
exceptions, fast SCs do not consider customization. Even though they have few 
requirements in terms of dynamic structural and administrative adjustments, a fast 
and easy implementation of the conventional token-based solution is of greater impor-
tance. If the customization of the product and the supplier pool is subject to dynamic 
changes, the extended solution can be considered in certain cases.

Table 1.  Comparison of Blockchain-based supply chain control solutions
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Oriented to Responsiveness
Custom-configured SCs focus on product configurability allowing customers to 
choose product features from a set of limited options. Therefore,  custom-configured 
SCs are suitable for products with a modular design and several configurations. 
Depending on the stability and continuity of the modular product composition, such 
SCs require an enhanced consideration of dynamic impacts on the structure of the 
product composition. In certain cases with simple, stable, and standardized configu-
ration options, conventional standardized tokens could potentially be considered as a 
cost-effective solution.

Agile SCs focus on responsiveness to unpredictable changes in demand. The prod-
ucts are highly customizable and therefore usually designed only for small batches. 
The customization is relevant for manufacturing processes as well as for downstream 
processes. These characteristics of agile SCs place high demands on SC control solu-
tions regarding dynamic structural and compositional product changes, making the 
extended smart contract-based solution the most suitable. When adopting this solu-
tion, it is particularly important to predict eventualities in advance.

Flexible SCs focus on unique solutions. The customization takes place during the 
design process. This requires adaptable processes making their reconfigurability a key 
factor for ensuring flexibility. Regarding SC control solutions, flexible SCs have high 
requirements in terms of the consideration of dynamic changes. The main challenge 
is to identify and cover all eventualities in advance in order to maintain flexibility. 
Therefore, SCs where the possible eventualities indicate commonalities, the extended 
smart contract-based solution can cover these with a substantial planning effort.

The summary of the recommended smart contract-based solution for the SC strate-
gies is shown in Table 2.

Table 2.  Deployment of blockchain-based smart contract solutions for supply chain strategies
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5  Discussion

An analysis of the two solutions in terms of suitability for SC types shows that the 
conventional non-fungible token standard is mainly suitable for simpler SCs fol-
lowing an efficient-oriented approach with a low number of changes over time. This 
facilitates the implementation and management of downstream changes in the SC. In 
responsive-oriented SCs, the flexibility associated with configuration and customiza-
tion of the product results in the need for dynamic changes of the SC structure and 
product composition. Therefore, responsive SCs are preferably suitable in combina-
tion with the proposed extended smart contract-based solution. Especially in complex 
SCs, this solution allows for continuous administration of the SC and the adoption 
of compositional changes. To what extent the changes of such complex SCs can be 
foreseen when designing the smart contract, should be further investigated. Further 
research regarding the practical feasibility of this new approach is currently being 
conducted. Moreover, first implementation experiments in a research environment 
show that it is necessary to investigate the scalability and practical applicability in real 
industrial scenarios.
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Abstract.  Global manufacturing companies are operating their manufacturing 
networks in an increasingly uncertain and complex environment. Consequently, 
they have to adapt their networks much faster to changing conditions. Thus, 
agile manufacturing networks that are able to react and adapt quickly at reason-
able cost to those conditions are required. One of the main challenges in this 
context is the balancing of cost- and investment-intensive measures to increase 
flexibility and transformability on the one hand and the impediment of the 
overall changeability/agility by the associated increased capital tie-up on the 
other. Hence, this paper presents an approach to quantify and evaluate the ben-
efits and costs of changeability measures. By systematically discussing a rea-
sonable trade-off between costs and benefits, a dedicated, cost-effective agility 
for a manufacturing network is determined, enabling companies to improve 
their network design in terms of cost-effective changeability and thus ensure 
their competitiveness in the long term.

Keywords:  Agile manufacturing networks · Changeability · Dedicated agility

1  Introduction

Global manufacturing companies today operate in an ever more uncertain environ-
ment [1]. A multitude of internal and external factors has a strong impact on man-
ufacturing networks. Internally, the design of networks is mainly influenced by the 
iterative cycle thinking of agile product development and short-term changing specifi-
cations in the form of rapid change requests [2]. In addition, manufacturing networks 
are externally influenced by today’s highly volatile, uncertain, complex and ambigu-
ous (VUCA) environmental conditions, which require disruptive changes in the net-
work at equally short notice [1].

This results in an increasingly difficult long-term prediction of external and 
internal conditions for companies and a growing uncertainty that must be taken into 
account when designing manufacturing networks [3]. In order to counter these uncer-
tainties, in practice and in most theories the probabilities of occurrence for scenar-
ios are estimated with the help of subjective opinions or statistical calculations based 
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on existing data. Afterwards, the manufacturing network is designed as optimally as 
possible by means of e.g. scenario analysis [4, 5, 6]. However, the challenge here is 
to assume the possible prediction of such probabilities and thus to assume the pure 
existence of risk situations. In practice, it has been shown that due to the high com-
plexity of networks, among other factors, serious misjudgments are regularly made 
and networks must change drastically [7]. It can therefore be deduced that uncer-
tainty scenarios without predictable probabilities of occurrence (e.g. so-called black 
swan events) do exist [8]. The last few years have shown a wide variety of disruptive 
examples in the areas of political stability, currency development or epidemics e.g. the 
Brexit or the COVID-19 crises, which imposed manufacturing companies with disrup-
tive changing environmental settings on which they had to react on.

In order to be able to cope with these uncertainties, today’s companies must 
actively face the existing dynamic environment and consciously shape their own 
changeability for long-term resilience. To achieve this, agile network structures are 
needed that are highly responsive, cost-efficient and ideally proactive in dealing with 
change [9]. One of the biggest challenges in designing these agile manufacturing net-
works is the estimation of costs and benefits of agility, since without probabilities of 
occurrence, statistical methods are not applicable and benefits are difficult to quantify 
[10].

Therefore, the aim of this paper is to determine systematically a dedicated, 
cost-efficient agility for global manufacturing networks. The question is to be 
answered, which dedicated level of agility is reasonable for a global manufactur-
ing network and which agility costs seem to be appropriate. For this purpose, first 
the term agility in the context of manufacturing networks will be characterized in 
more detail. This is followed by a methodical consideration of the costs and bene-
fits of measures to increase agility. A meaningful quantification of the agility bene-
fits ensures the comparability of the measures. In the final step, a company-specific 
 trade-off between costs and benefits is performed, which also considers the tied-up 
fixed costs associated with the measures to ensure agility in all terms.

2  Prior Research

In the following, a short overview of relevant existing literature on the design of 
changeability and agility in manufacturing networks under consideration of associated 
costs and benefits serves to classify the paper.

Basically, two approaches can be distinguished in the literature for dealing with 
uncertainty in the design of manufacturing networks. On the one hand, the best pos-
sible design of a network for a defined probable operating point is sought in order 
to keep the uncertainties and the associated change as small as possible. For this 
purpose, complex mathematical models are designed, which try to determine the 
best possible design e.g. by means of multi-criteria optimization [4], and a contin-
uous improvement of predictions is targeted, e.g. by using neural networks [6]. On 
the other hand, the intentional preparation for change is focused in the topic area of 
changeability. This changeability is much discussed in the literature, as an overall 
term for the various manifestations such as flexibility, transformability or agility [11]. 
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Flexibility refers to the ability to change at reasonable cost within a predefined flexi-
bility corridor (e.g. due to not fully utilized capacities) to react on fluctuating demand. 
In case of a minor change request, which forces the company to adjust the volume 
beyond the flexibility corridor, transformability is needed. Transformability describes 
a possible shift of the flexibility corridor within an anticipated transformability cor-
ridor (e.g. an increased universality of machines can be named here, which allows a 
fundamental change of the machine within a certain framework) [12]. In a transform-
able system, the reachable states are not limited a priori [13]. However, if a major 
change request hits the network, the adaption within this corridor may not be adequate 
anymore and a disruptive change may be necessary beyond any former expectations.

In literature, the term agility is understood as a further increase of transformability 
and is associated in particular with manufacturing networks, as well as with strategic 
and proactive action [11, 14]. Nevertheless, this term is still the least concrete or most 
inconsistently used one. For this reason, a proposal for a definition of agility in the 
context of manufacturing networks is made in the following chapter.

Some suggestions for the design of changeability in networks exist in literature. 
Monauni proposes a network-wide capacity pool, which should be built up redun-
dantly or complementary, depending on the type of volatility [15]. Mikusz et al. 
examine different concepts of changeability in the network and present six hypotheses 
for the design of changeability [16]. Ramsauer et al. suggest concrete measures to 
increase agility, but only partly refer to manufacturing itself [14]. Fisel et al. exam-
ine the frequency and amplitude of external factors to derive suitable countermeasures 
[12]. Lyu et al. present an approach to network-wide capacity configuration and allo-
cation [17]. Sudhoff examines the mobility of manufacturing systems between two 
locations as an enabler of change and considers the monetary benefits [18]. Moser 
et al. develop an approach for calculating the potential of changeability measures 
based on given probability scenarios [19].

In the mentioned approaches, there is often a lack of practical concretization or 
a focus on a certain sub-area of changeability. Furthermore, a systematic, monetary 
evaluation of proposed measures of changeability is hardly mentioned or not elabo-
rated in detail. However, there are some economic considerations of the changeability 
of a single location [20]. Moser et al. present the most applicable approach for the 
cost-benefit assessment of the ability to change, but base all considerations on existing 
probabilities and thus ignore unforeseeable events [19].

3  Concept of a Dedicated, Cost-Effective Agility

The presented approach allows to evaluate all types of changeability measures (flex-
ibility, transformability or agility measures) in terms of cost and especially monetary 
benefits and suggests a reasonable trade-off between measures to enable an agile man-
ufacturing network. Thereby, special focus lays on the consideration of unexpected 
events without a given probability. As a basis for this, the term agility is first defined 
in the context of manufacturing networks and put in relation to the terms flexibility 
and transformability. This is followed by an evaluation of the benefits and costs of the 
various measures, and the trade-off between different measures.
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3.1  Characteristics of Agile Manufacturing Networks

Agility enables to deal with changeability needs outside transformability corridors by 
quickly adapting to any kind of situation: for example enter an entire new produc-
tion field (product- or location-wise), and close or significantly scale down the former 
production field. New flexibility and transformability corridors are developed within 
the alternative field and the volume in the initial field is shut down (see Fig. 1). Agile 
manufacturing networks combine and extend all the mentioned characteristics of flex-
ibility and transformability. They can react within the flexibility and transformability 
corridors as well as move these corridors by quickly entering new/closing less needed 
fields due to their agility.

To increase these three types of changeability, companies can use different meas-
ures. For example, various possibilities exist when an investment for a new machine is 
planned. For a flexibility increase, a machine with many different functions would be 
beneficial. A transformable machine could be expandable due to its modular structure. 
However, agility could be reached by renting the machine with a short contract period 
instead of buying it or buying the least expensive machine to reduce sticky costs in the 
case of change.

3.2  Benefit and Cost Valuation of Agility Measures

When a decision needs to be made between competing agility measures, a cost and 
benefit valuation needs to be done for every individual measure. The total costs of 
a projected measure (Cmeasure) can generally be calculated by addition of the operat-
ing expenditures (Copex) over the valuation period (tVP) and the capital expenditures 
(Ccapex) (Formula 1). The valuation period should have the same duration for all com-
peting agility measures. Regarding the expected benefit of a measure, a differentia-
tion between flexibility and transformability/agility perspective is made due to the 
diverging underlying assumptions. The flexibility assessment is based on the classical 
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estimated probabilities of scenarios to build up the most probable flexibility corridor 
in the first place, while the assessment of transformability or agility needs to be eval-
uated differently to counter unknown and unexpected events and changes. However, 
in some cases of transformability the database for the scenario probabilities might be 
sufficient enough to also base the benefit evaluation on estimated probabilities.

For the expected flexibility benefit (E(Bflex)) (formula 2), different capacity sce-
narios (s = 1..n) must be considered. The profit of the scenario (E(Ps)) is the amount 
that could be additionally generated with the measure in case of the scenario (ps). 
Multiplying the result with an overall forecast reliability (FRps) leads to the expected 
flexibility benefit of the measure. This is done to differentiate between different 
classes of probability estimations (e.g. 1.00 for a high reliability down to 0,25 for a 
low reliability of the probability estimation) and counter the rising uncertainty (and 
not the rising risk) (compare Table 1). Hence, the forecast reliability reduces the 
expected benefit in cases of a weak information basis. This leads in many cases to 
worse business cases for flexibility measures, but should be considered to increase 
agility, due to less sticky, tied-up capital costs, instead of flexibility.

Before the transformability/agility benefit of measures can be calculated, a sub-
stitute element for the former used probability must be found. The authors propose 
therefore the degree of volatility (DOV) (Formula 3). Because reliable probabilities 
cannot be estimated in an uncertain environment, the DOV describes the general vol-
atility in the decision-making environment. First, the most relevant internal and exter-
nal influence factors (i = 1..m) must be nominated. Examples for influence factors 
could be the economic situation in a specific country (external factor) or the salary 
structure within a company (internal factor). The development of each influence factor 
should already be considered in the overall network design. Thus, the question is how 
likely the assessed factors will deviate from the expected path and how strong a possi-
ble impact (IMi) in case of a deviation would be. The first estimation is done based on 
the introduced forecast reliability in Table 1 (FRps), while the second could basically 
be determined with: high (1.00), moderate (0.75), low (0.50). By this,  high-impact 
factors with a weak information base imply a high uncertainty resp. volatility of the 
manufacturing environment, in which the manufacturing networks could benefit more 
from transformability and agility measures. The last part of the DOV is the time fac-
tor (TF) which is based on the duration of the valuation period (tVP). A long period 
leads to a high time factor (TF = 1.0), while a short period leads to a low time factor 
(TF = 0.75) due to a more manageable data basis and probably better forecasts.

By using the DOV, the expected benefit from the transformability/agility per-
spective (E(Btran/agil)) can be calculated (Formula 4). In any case of a change request 
on the manufacturing network there will be costs for the company. The main goal 
of measures within the transformability/agility perspective is the reduction of those 

Table 1.  Forecast reliability of probabilities or factors

Forecast is based on extensive data information and experience 1.00

Forecast is based on moderate data information or experience 0.75

Forecast is based on some references from the past 0.50

Forecast is based on the gut feeling of the decision-makers 0.25
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future costs. The main four examples of those costs are given in the method. First, the 
sticky costs which are not needed anymore after a change request but cannot be cut 
directly (Csticky) [10]. Second, contractual penalties which the company needs to pay 
due to delay in delivery (Cpenalty). Third, the company’s lost profit due to the necessary 
change and the waste of capacities (Clostprofit). Last, costs of a new ramp-up phase, in 
case of changing the production (field) (Crampup).

C costs [€] tVP valuation period [yrs]

E(B/P) expected benefit/profit [€] FR forecast reliability [%]

s scenario 1…n ps probability of scenario s [%]

DOV degree of volatility [%] TF time factor

i influence factor 1…m IMi impact of factor [0.50;0.75;1.00]

When a company can lower any of those listed costs, the delta is equivalent to the 
generated benefit (see Fig. 2). The expected benefit in terms of transformability/agility 
is the potential profit/cost reduction in case of a change request multiplied with the 
DOV. Finally, the expected overall benefit of a measure (E(Pmeasure)) can be calculated 
by balancing all calculated benefits and costs (Formula 5).

(1)Cmeasure = Ccapex + Copex ∗ tVP
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3.3  Determination of Applicable Measures

After all possible measures are valuated, a trade-off between the various measures for 
a production task is necessary. A useful measure must fulfil the following two criteria.

First, the overall expected profit (E(P)) must be positive which means that the 
costs during the valuation period must be lower than the calculated expected benefit 
from flexibility and transformability/agility perspective.

Second, the amount of new sticky fixed costs (Cnew sticky fixed) should be lower than 
the expected profit. The fixed cost quotient (FCQ) be the indicator to determine the 
balance between expected profit and new sticky fixed costs (Formula 6). New sticky 
fixed costs are all capital and operational expenditures within the valuation period, 
which cannot be cut back easily in the future, for example capital investments or bind-
ing contracts. If the FCQ is lower than one for a measure, the measure causes too 
much sticky fixed costs which increases the risk of misinvestments due unconsidered 
effects and reduces the effect of total agility increasement.

In the final step, all remaining measures can be ranked by their expected profit and the 
fixed cost quotient. The management must make a final decision based on the classifi-
cations of the measures and their overall strategy.

4  Conclusion

In today’s fast changing environment, companies must be able to determine a ded-
icated and cost-effective agility in their manufacturing network. The described con-
cept will support them in this process. After the definition of agility in manufacturing 
networks, the main method of cost and benefit valuation of agility measures was 
presented and a trade-off between costs and benefit was made. The concept offers a 
practical approach, which enables companies to determine the best possible agility 
measure for their production task. An evaluation of the approach in practice is still 
pending, but is currently being conducted.

Although most of the mentioned factors are easy to understand, the specific deter-
mination of each input value may be challenging for the users of the concept. In 
further research, the weight of each factor must be focused to better understand the 
influences of the input data. Moreover, the relation between the degree of volatility 
and the effect of agility measures is an important future research field, which helps to 
develop the right, dedicated level of agility in manufacturing networks.

Acknowledgements.  Funded by the Deutsche Forschungsgemeinschaft (DFG, German 
Research Foundation) under Germany’s Excellence Strategy – EXC-2023 Internet of 
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Abstract.  Analysis of data is currently being discussed in research and prac-
tice across a wide range of areas, but mainly with focus on production. Besides 
production, this is also relevant in areas such as complexity management. A 
major challenge in complexity management is the trade-off between stand-
ardization and customer-specific solutions. This is strengthened by increasing 
cost pressure, shortened product life cycles and a rising speed of innovation. 
Therefore, companies need transparency with regard to product-induced com-
plexity in order to respond with an appropriate product variety and complexity 
management. In this paper a methodology is presented, which defines design 
guidelines for a targeted and event-based visualization of  stakeholder-specific 
information requirements. To achieve this, a requirement morphology is 
developed to describe general as well as complexity-specific visualiza-
tion requirements. On that basis, a dashboard structure is derived and a 
 stakeholder-specific assignment of visualization types is considered.

Keywords:  Complexity management · Data analytics · Data visualization

1  Introduction

Manufacturing companies across all industries are faced with the challenge of produc-
ing and offering economically and technically marketable products in the area of con-
flict between standardization and implementation of customer-specific requirements 
[1, 2]. The transformation from a supplier’s to a buyer’s market and the differentiation 
of customer needs have led to an increase in number of variants [3]. This development 
is intensified by increasing cost pressure, reduced development times, shorter product 
life cycles and increasing speed of technology as well as innovation. Many compa-
nies are therefore pursuing a differentiation strategy with the aim of meeting customer 
requirements more effectively than competitors are and thus countering increasing 
price pressure [4]. As a result, companies have to reduce costs along the value chain 
by implementing customized solutions to address increased costs. Furthermore, due 
to growing product programs the increase of product-induced complexity must be 
countered by suitable complexity management. This has to be done for both, product 
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program breadth through diversification as well as product program depth through 
variation.

However, in most cases, product-induced complexity cannot be identified and 
automatically analyzed by companies at an early stage. Therefore, visibility and trans-
parency of product complexity is necessary in a first step. In a recent study on “Global 
complexity management”, conducted by the Laboratory of Machine Tools and 
Production Engineering WZL of RWTH Aachen University [5], 68% of interviewed 
executives stated that they did not have comprehensive transparency of the entire 
product program and its complexity. In order to create transparency and make deci-
sions based on data, it is necessary to identify relevant information requirements and 
to visualize this information in a context-based manner [6]. However, decision making 
in the majority of companies is not based on data-based results [7]. In this respect, 
another 71% of the participants in the above-mentioned study stated that data analyt-
ics methods for optimizing product complexity are currently not sufficiently applied 
[5]. Even employees with extensive experience typically cannot include more than 
three influencing factors in a systematic decision making process [7]. Therefore, this 
paper describes a methodology to visualize stakeholder-specific information require-
ments in order to create transparency on relevant events related to the management of 
product complexity.

2  Relevant Terminology

In the following, product complexity as well as relevant terms for the visualization of 
product-related information are defined.

Product complexity can be described by means of two dimensions, complexity of 
the individual product and complexity of variations. Features of individual product 
complexity include the number and variety of elements as well as variety in processes 
and resources needed in manufacturing. Variation complexity describes the variety 
of offered product variants within the product program and the resulting complexity 
in order processing [8]. Product complexity is defined within this paper according to 
Schuh and Riesener [3] as: Combination of external, i.e. market-induced, and internal, 
i.e. product-induced variety, which must be designed, developed and controlled in a 
coordinated manner [3].

Visualization according to Diehl [9] is defined as a process of transforming infor-
mation into a visual form that allows the user to visually discover hidden aspects in 
data that are essential for exploration and analysis [9]. In literature, a differentiation 
is made between three areas of visualization: Scientific visualization, information 
visualization and visual analytics. The focus of this paper is on information visuali-
zation. Information visualization deals with the computer-generated, interactive and 
visual representation of discrete and mostly abstract data without physical or spatial 
reference [10]. The spectrum of data to be visualized is therefore wider than in scien-
tific visualization and the specific selection of suitable visualization types is of central 
importance [10]. Moreover, the differentiation between user groups is an important 
aspect.
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In the industrial context, visualization takes place mainly in the form of static 
reports or as data-based and customizable visualization in dashboards. The latter will 
be the focus of this paper. A dashboard is expected “to collect, summarize and pres-
ent information from multiple sources” [11]. It shows the most important informa-
tion monitored at a glance, contains a stakeholder-oriented visualization with simple 
usage as well as possibilities for customization. Therefore, visualization of product 
 complexity-relevant events in dashboards enables transparency and controllability.

3  Related Work

There are numerous approaches in complexity management to master the variety 
demanded by the market, but there is no concept for systematic and data-based analy-
sis as well as visualization of product complexity.

Approaches, such as Budde [12], Brosch [13] and Orfit et al. [14] consistently 
illustrate that for a holistic analysis of product complexity, the entire product program 
as well as various disciplines within the company must be considered. Moreover, the 
approaches include different information requirements and a key figure-based assess-
ment. However, company data for a successful application as well as specific visuali-
zation requirements are not sufficiently addressed [12–14].

In addition, approaches focusing on a data-based management of product com-
plexity, e.g. Schmidt et al. [15], Kreimeyer et al. [16] and Junk et al. [17], were ana-
lyzed. Data-based approaches address very specific information requirements and 
do not sufficiently consider a comprehensive assessment of product complexity. The 
consideration of visualization requirements is underrepresented and shows a need for 
research [15–17].

In addition, approaches for visualizing product complexity, such as Windheim 
et al. [18], Wu et al. [19] as well as Gebhardt and Krause [20], were analyzed. The 
definition of stakeholder-specific information requirements is considered to a greater 
extent. Nevertheless, these approaches lack a holistic view and data-based visualiza-
tion [18–20].

In summary, it can be stated that no approach considers a comprehensive assess-
ment of information requirements as well as a corresponding visualization for a holis-
tic and stakeholder-specific analysis of product complexity. The described theoretical 
deficit represents the research needs of the present paper.

4  Methodology

As stated in the introduction, there is a lack of data-based support and visualization 
in decision-making for managing product complexity. Various approaches address 
the need to assess product complexity, but do not sufficiently integrate and visual-
ize stakeholder-specific information requirements. Therefore, a methodology for an 
event-based visualization of product complexity is presented below.
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Within the overall research project, stakeholder-specific information requirements 
are systematically identified for the management of product complexity. These infor-
mation requirements are evaluated using key figures in a next step, which are syn-
chronized with the data available in corresponding information systems. Therefore, 
real-time access to product complexity-relevant data can be achieved through a data 
model. In a final step, however, the information requirements must be made accessible 
to various stakeholders, which is to be achieved through a data-based visualization in 
dashboards. For this purpose, the relevant steps are described in this paper. The first 
step is the definition of design requirements for product complexity dashboards. This 
is detailed by corresponding dashboard elements and the assignment of visualization 
types.

4.1  Dashboard Design Requirements

The visualization of complexity-relevant questions should consider different design 
requirements depending on the stakeholders (see Fig. 1).

First, according to the hierarchy level of the stakeholder, a distinction must be 
made between strategic, tactical or operational presentation. Three superordinate 
dashboard types are derived for this paper based on these three characteristics. The 
second differentiation criterion is the purpose of analysis which is differentiated in 
terms of a financial focus and a domain focus according to the three typical areas 
of complexity management: Market, product and process. Furthermore, the scope 
of the analysis presented will be differentiated in the context of a company-wide, 
 site-specific, domain-specific or individual scope. With regard to the visual presenta-
tion of complexity-relevant information, a further distinction can be made between 
graphical or tabular presentation as well as the flexibility of visualizations. For the 
data considered, quantitative or qualitative analyses are differentiated as well as the 
update frequency, which can range from monthly to real-time. In the following, the 
defined criteria as well as assigned characteristics are presented in form of a morphol-
ogy, which is derived from literature and validated within industrial working group 
meetings [21–24].

Purpose
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Flexibility

Display

Data

Audience

Criteria Characteristic
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Planning Monitoring Analysis Communication

Finance Sales Engineering

Implementation

Production

Company-wide Site-specific Domain-specific Individual

Cross-highlighting Slicers and filters Drill down and up Static

Graphical Tabular Integration of both

Update

Qualitative Quantitative

Monthly Weekly Daily Real timeHourly

Fig. 1.  Morphology of dashboard design requirements
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For a successful management of product complexity different information require-
ments and different perspectives have to be considered. Therefore, three dashboard 
types are described below: Strategic, tactical and operational dashboards (see Fig. 2).

Strategic dashboards aim at a quick overview with simple display mechanisms. 
The goal of executives is to get a holistic overview on the enterprise by consolidated 
data from various divisions and business segments. Therefore, high-level measures are 
derived for long-term decisions and profitability, growth and risks are mainly in focus. 
Hence, strategic dashboards are not designed for interaction and do not require real 
time data. In the context of complexity management analyses should consider finan-
cial issues as well as high-level insights into the three domains: Market, product and 
process. This implies that, from a market perspective the entire product program, from 
a product perspective all technologies and products, and from a process perspective 
manufacturing and assembly at all sites is analyzed. Thus, strategic dashboards enable 
to assess developments of the corporate environment by considering external infor-
mation as well as the concrete company development in terms of market share, sales 
development, innovative power, etc. Number and variety of elements considered as 
well as their variability are thus monitored in a highly aggregated manner and ana-
lyzed on the basis of long-term developments.

Thus, tactical dashboards are applied besides planning and monitoring for analyt-
ical purposes with a divisional focus. Therefore, key figures are specified to the divi-
sional area including more complex data, a greater context including a more extensive 
history, rich comparisons and a more sophisticated display. In particular, it should 
enable greater interaction with the data such as drill-down functions or specific slicer 
and filter functions compared to strategic dashboards. This includes more detailed 
analyses, e.g. for the market perspective with regard to customer structure and prod-
uct program. Analyses visualized in a tactical dashboard for the market perspective 
should contribute to improving competitiveness, optimizing the product range or 
increasing customer satisfaction.
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Fig. 2.  Dashboard types for a comprehensive management of product complexity
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In contrast, operational dashboards provide more specific information at a deeper 
level of detail for monitoring operations. This implies that analyses are detailed down 
to product variant level for the market perspective or to component level for the prod-
uct perspective. Therefore, the focus here is less on current trends like as-is vs. to-be 
comparisons or profitability analyses, but rather on searching and finding relevant 
information as well as visualizing the status quo. As a result, operational activities of 
complexity management are ensured, such as increasing the reuse of existing compo-
nents in new product development projects.

In summary, this step suggests to distinguish between three different dashboard 
types for the management of product-induced complexity in order to address informa-
tion requirements sufficiently based on the criteria described above.

4.2  Dashboard Structure and Elements

In the following, the structure as well as relevant elements are derived for the design 
of dashboards for product complexity. The overall dashboard structure consists of four 
areas. First, the integration of a role concept and thus the associated adaptation to spe-
cific stakeholder needs. The filtering with regard to time and relevant analysis objects 
for managing product complexity as well as the layout for visualizing the different 
analyses (see Fig. 3).

The analyzed time span can be differentiated between Year to Date to Week to 
Date or based on an individual analysis period. Moreover, the integrated role con-
cept enables a consideration of stakeholder-specific information after login and to 
store individualized settings. A central element for the analysis of product complex-
ity are drill-down functions for different complexity relevant objects to be analyzed. 
A distinction for the analysis of product-induced complexity is made between cus-
tomer structure, product program, functional structure, product structure and different 
production levels. The customer structure enables filtering based on different market 
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Analysis period

Name
From To

YTDQTDMTDWTD Role

Customers

Product
program

Functions

Products

Production

1 2 3 4 5

X XCustomer 
(1)
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Fig. 3.  Dashboard structure and elements
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segmentation criteria, the product program between levels of the product family 
through product lines and product groups to product variants, the function structure 
from overall functions to sub-functions, the product structure from modules, assembly 
groups to components and the production levels from site to areas, lines and stations. 
Similar to the functionality of a multidimensional data model, the dashboard should 
realize filtering between different levels of each analysis object as well as across the 
different objects. These filter functions are of particular interest for more detailed 
analyses and thus for tactical and operational dashboards. Relevant objects for drill 
down from market, product or process perspective were determined by a  cause-effect 
analysis. This analysis provides information on which perspectives are affected by 
which objects and therefore need to be considered for drill down analyses in the dash-
board (see Fig. 3). The market perspective includes customer structure and product 
program. The product perspective is affected by all dimensions. Therefore, all filter 
options with regard to the mentioned analyses objects must be provided. For the pro-
cess perspective, in addition to the production levels, the product program and the 
product structure must also be taken into account. The product program shows the 
greatest impact across all perspectives. For the layout as main area of the dashboard, 
number and structure of analyses have to be considered. The layout can be divided 
into three zones with different priority levels based on an eye-tracking study [11]. In 
most cases the view falls on the upper left area, therefore the most important analyses 
should be presented here. Along the diagonal line from top left to bottom right the 
priority decreases. Furthermore, for the viewer a presentation of up to maximum six 
to seven analyses is currently sufficient. Therefore, it is deduced that for the strategic 
dashboard four graphs should be considered for the corresponding three perspectives 
as well as financial information. In the top left of the display, the financial information 
should be presented as central criteria. For tactical as well as operational dashboards, 
the presentation of six analyses will be focused, whereas for operational dashboards 
not everything might be visible at a glance and have to be added by further tabs.

Thus, dashboard structure and its relevant elements for the previously defined stra-
tegic, tactical or operational dashboards were defined.

4.3  Visualization Requirements

The final step of the presented methodology focuses on a procedure for assigning 
specific visualization types to identified information requirements with regard to the 
management of product complexity. The following section therefore describes how to 
assign visualization types to these attributes (see Fig. 4).

The assignment of visualization tasks to complexity attributes is based on 
Abela [25]. The following four visualization tasks are considered, depending on 
what your data should demonstrate: make comparisons, analyze the compositions, 
show relationships or display distributions of a data set. For the visualization of 
information requirements in complexity management, these tasks are assigned to 
the  complexity-relevant attributes variety, diversity, relationships and variability. 
Visualization types that represent a static comparison between different values are 
suitable for visualizing a large number of elements. Therefore, comparison-oriented 
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visualization types should be used to visualize the variety of elements. The diver-
sity of elements should be analyzed by identifying differences or similarities. This is 
realized by visualizations with focus on displaying and analyzing compositions. The 
relationship between elements can be visualized by scatter or bubble charts. The vari-
ability of values over time can be analyzed by comparison or composition of elements 
over time. The most frequently used visualization types for this complexity attribute 
are line, area or column charts.

Therefore, the last method step provides an assignment of visualization types to 
complexity relevant information requirements according to the overall complexity 
attributes.

5  Conclusion and Further Research

Growing complexity of technical systems and shortening product lifecycles in a glo-
balized competition lead to a demand for data-based transparency and visualization 
of stakeholder-specific information requirements. This paper presents a methodology 
for the design of complexity dashboards with the aim of creating visibility and trans-
parency of product complexity-relevant events. Therefore, three steps are introduced 
to illustrate the approach. In a first step, visualization requirements were derived and 
classified with regard to different characteristics for the considered stakeholders. In a 
second step, a generic structure for visualizing information requirements in a dash-
board was derived and detailed for the different perspectives for managing product 
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Fig. 4.  Assignment of visualization types to complexity attributes
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complexity. The third step concludes with an assignment of visualization types with 
regard to the different analysis requirements.

Further research has to focus on the specification of each step and the validation 
of the proposed methodology within several industry case studies. The validation and 
further investigation of the presented methodology is currently part of the research 
activities of the authors.
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Abstract.  Machinery and equipment manufacturers especially from high wage 
countries are increasingly under pressure to extend their competitive differen-
tiation. Studies show that innovation in business models can create stronger 
differentiation than innovation in products and processes. Especially in the 
software industry, subscription-based business models have recently formed 
new champions who dominate the markets. Unfortunately, it is so far unclear 
what “subscription” means in the machinery and equipment industry, what 
offers it can contain and how the offers can be delivered. This work supports 
machinery and equipment manufacturers by answering these three fundamental 
questions. Firstly, an adequate definition of subscription business models in the 
machinery and equipment industry is introduced. Secondly, a holistic under-
standing of potential offers within a subscription business model is provided. 
Thirdly, supporting success factors and requirements for the creation of the 
offers are identified.

Keywords:  Machinery and equipment industry · Subscription · Business 
model

1  Introduction

The German machinery and equipment (hereinafter M&E) industry generates appr. 
EUR 233 bn in revenue each year. It ranks third place in the global competition after 
China and the USA [1]. As competitors from emerging countries are catching up on 
innovative capability but remaining at relatively low cost structures [2], the competi-
tion is becoming increasingly fierce. Especially companies from high wage countries 
need to find ways to differentiate from competitors. Traditional means of product and 
process innovations seem no longer sufficient. Instead, innovations in business models 
are gaining more importance as they can fulfill the customers’ needs better [3].

Among various new business models, the so-called subscription-based business 
models (hereinafter subscription models) have gained particularly broad attention in 
the recent years. Especially in the software industry, new champions were formed 
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who now dominate the markets. Subscription companies grow their revenue in aver-
age more than nine times faster than the S&P 5001 [4]. It is because of this success 
that manufacturers from the M&E industry are also developing and testing subscrip-
tion models [5]. The potential benefits for both customers and manufacturers are man-
ifold and partly comparable to the software industry. On the customers’ side, these 
benefits include, for example, higher financial flexibility and customer centricity. On 
the manufacturers’ side, benefits include, for example, better financial planning basis 
and a long-term customer relationship [4]. At the same time, manufacturers may also 
be able to monetize Industrie 4.0 potentials more effectively than so far [6].

By looking at existing successful subscription models, it also becomes obvious 
that a variety of customer-centered values need to be generated [4, 7]. This implies 
that M&E manufacturers can only be successful if their customers, i.e. industrial com-
panies that are using the machines and equipment, to be successful in their own mar-
kets. One of the major keys for any industrial company is to constantly increase the 
productivity [8]. Yet despite all digitalization efforts in the recent years, the German 
manufacturing industry has experienced a total productivity increase of only 1.3% 
between the years 2011 and 2018 [9]. This phenomenon is also referred to as the 
“productivity paradox” [8]. By helping their customers to increase their productivity, 
manufacturers of the M&E industry can strengthen their own competitive position.

The introduction of subscription models is a new frontier in the M&E indus-
try. Since it is significantly different from the software industry, a direct imitation 
of existing subscription models is not possible. The complexity of customers’ needs 
and potential solutions to meet them poses a great challenge to M&E manufactur-
ers. Therefore, the authors of this work aim to answer three fundamental questions 
in order to support M&E manufacturers in tailoring their own, unique subscription 
model:

1. What does “subscription” mean in the M&E industry?
2. Which offers can be included in subscription models?
3. Which success factors and requirements need to be considered?

2  Research Approach

In order to answer these questions, an extensive literature research was conducted. 
It was found that subscription models have not yet gained much attention in the 
production research due to its novelty in the manufacturing industry. However, 
 service-related business models, product service systems and smart services partly 
show similarities to subscription models. The literature research was therefore 
extended to these academic fields in order to identify relevant existing approaches.

1   Standard & Poor’s 500: Stock market index comprising 500 large companies listed on stock 
exchanges in the United States of America.
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It was found that the research questions can only be partly answered with existing 
approaches. They provide a basic understanding for subscription businesses in gen-
eral, but no definition for its application specifically in the M&E industry. Only few 
works provide a selection of potential offers, but no extensive overview and structure 
are available. Success factors and requirements are only singularly mentioned in some 
literature. However, no holistic overview or model was found.

Based on these findings, a case study of 107 existing subscription models was 
conducted. While the literature review was mostly focused on the M&E industry, the 
case studies included subscription models both from within and outside of the M&E 
industry. Especially successful cases were found in the software, service and enter-
tainment industries where subscription models are widespread by now. The case stud-
ies were conducted by means of scientific publications, company information, third 
party reports and personal interviews.

In the first step, an adequate definition of “subscription models in the M&E indus-
try” is developed. The elementary subscription characteristics is provided by exist-
ing literature, e.g. by Gassmann et al. [10]. However, according to Osterwalder and 
Pigneur, business model innovation is about creating customer value [11]. Based on 
the same idea, this work expands the elementary definition by outlining core value 
propositions for subscription customers in the M&E indsutry. This is done by extract-
ing the most constitutive value propositions from case studies of existing, success-
ful subscription models. However, since the vast majority of the analyzed cases are 
located outside of the M&E industry, their transferability to the M&E industry is also 
analyzed.

In the second step, potential offers are identified which can create the value prop-
ositions. Three sources are used: traditional offers within the M&E industry based on 
literature review, existing subscription offers within the M&E industry based on case 
studies, and existing subscription offers outside of the M&E industry based on case 
studies. As a continuous increase of productivity is one of the major challenges for the 
customers of the M&E industry, i.e. manufacturing companies, the identified offers 
are especially evaluated on their potential to increase the machines’ and equipment’s 
performance and utilization.

In the third step, success factors which can increase the fulfillment level of the 
value propositions from step 1 and therefore increase the customer value are identi-
fied. While success factors from existing subscription models within the M&E indus-
try can be directly considered, those from subscription models outside of the M&E 
industry need to be evaluated on their transferability.

Based on the aggregated results of value propositions, offers and success fac-
tors, requirements for the M&E manufacturer are identified in the fourth step. These 
requirements would enable the transformation and the operation of subscription mod-
els. They include both the technical and the organizational dimension.

The research approach is visualized in Fig. 1.
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3  Definition of “subscription” in the Machinery 
and Equipment Industry

Traditionally, subscription models describe recurrent payments for recurring values. 
They were first applied in the book and newspaper industry in the 17th century [10]. 
Today’s successful subscription models especially emphasize the importance of cus-
tomer centricity and suggest a wider definition in order to capture the nature of their 
success [4]. Consequently, an appropriate understanding of modern subscription mod-
els needs to be developed. Based on the paradigm customer centricity, the authors 
of this work identified five core value propositions for the M&E industry. They are 
briefly introduced in the following.

Customized Offers Providers can greatly increase the customers’ satisfaction by 
focusing on their problems instead of high quality products alone. Since all customers 
are different, individual solutions are required [12]. One way to do so is to provide 
customized physical products, digital products and services. Furthermore, a custom-
ized mix of standardized offers may also generate customized solutions but still main-
taining an economic cost structure.

Continuous Productivity Increase Increasing the customer’ productivity only once is 
not enough. The case study shows that subscription customers also need to be pro-
vided with new offers on a regular basis in order to achieve long-term satisfaction. 
Likewise, M&E manufacturers not only need to continuously improve their physical 
products, digital products and services, but also frequently generate new offers [6]. By 
doing so, the customers’ productivity can be continuously improved.

Flexibility Subscription customers seem to value the freedom in products and ser-
vices over the actual price [13]. In consequence, M&E manufacturers need to allow 
their customers to change between the products and services flexibly. Although this 
might be difficult to apply to the machines, it might be possible to apply to machine 
components, given a modular design. Customers also enjoy a significant financial 

Literature review with focus on the M&E industry (theory)

Value 
propositionsPotential offers Success factors

create support

Existing subscription models within 
the M&E industry (case studies)
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Transferability to the M&E industry?
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Fig. 1.  Research approch for the presented work.



Design of Tailored Subscription Business Models    721

flexibility since capital expenditures (CAPEX) for the purchasing of machines are 
turned into operational expenditures (OPEX).

Risk Sharing In order to establish a trustful long-term relationship with the custom-
ers, successful subscription providers take upon more risks than in traditional busi-
ness models [14]. At the same time, risk sharing creates an intrinsic motivation for 
providers to improve their performance continuously. The risks and potential benefits 
for the providers need to be reflected in a smart pricing strategy. Also, providers must 
not offer subscription model to any customer, but select the promising ones with care 
[15].

Convenience Company processes are often distinguished between core, support and 
management processes [16]. M&E manufacturers can create additional value by help-
ing customers to focus on their core processes [17]. This can be done by either sim-
plifying the customers’ non-core processes or by carrying out the processes for them. 
However, M&E providers need to find ways to deliver this core value proposition by 
digital means in order to maintain an economic cost structure.

Based on these core value propositions, a more adequate definition for subscrip-
tion models in the M&E industry was developed (see Fig. 2). It is worth mentioning 
that more value propositions and facets of value propositions were identified than 
described above. However, their transferability to the M&E industry was found hardly 
possible.

4  Subscription Offers for Customers

According to this definition, subscription providers need to develop customer offers 
with which the customers’ problems and needs are met. In order to do so, M&E man-
ufacturers can choose from a wide variety of potential offers to provide. These include 
both conventional offers, e.g. maintenance support, and modern offers by means of 
digitalization, e.g. analytics platforms. The challenge for the manufacturers is a miss-
ing overview and structure for the variety of potential offers. Fig. 3 shows the struc-
ture proposed by this work. The most significant offers that were identified in the case 
study are described for each category of the structure. They include traditional and 
subscription offers within as well as subscription offers outside of the M&E industry 
which were found transferable.

 

Subscription business models in the machinery and equipment industry describe a 
long-term relationship between suppliers and customers who receive recurring 
values for recurring payments. Based on consequent customer centricity, all 
generated values are designed towards the customers’ problems and needs, 
especially to a continuous increase of their productivity. The values are transported 
not only by physical products, but also by all digital products and services that are 
required and desired by the customers. 

Fig. 2.  Definition of subscription business models in the machinery and equipment industry.
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Within this structure, all potential subscription offers are divided into six catego-
ries. Even though the paradigm customer centricity suggests that the productivity of 
machineries and equipment are more important to the customers than the possession 
of these, the physical products are still the foundation of any subscription model. The 
majority of all offers in the other categories are designed to increase their produc-
tivity. Therefore, excellent machine qualities towards a high productivity are still an 
important source of competitive advantage and thus indispensable. Maintenance is 
also considered indispensable not only for subscription models but for any business 
model. It achieves a constant level of productivity which is inherent to the machine 
and equipment itself, but does not contribute to a continuous productivity increase. In 
contrast, modernization of physical components, digital solutions and services allows 
a gradual productivity increase over time. Therefore, the combination of these three 
categories is required in order to form a minimum set of subscription offers in order to 
achieve the five core value propositions.

The level of fulfillment for the core value propositions can be enhanced by add-
ing further subscription offers. With enabling offers, customers receive the required 
support, tools and knowledge in order to increase the overall performance by them-
selves. With relieving offers, subscription providers disburden their customers of 
non-core processes so the customers can focus on their core processes. In addition to 
these five categories, platforms are already commonly provided by many M&E man-
ufacturers. It seems obvious to include them into subscription models as well. They 
can both include additional offers and support offers of the other categories, and are 
often designed modularly in order to reduce the customization effort. Platforms are 
essentially important to the economic success of providers. On the one hand, provid-
ers can reduce their operational costs by enabling customer self-services. On the other 
hand, platforms can significantly increase rate of upselling (increase the utilization of 
a product category), cross-selling (sale of additional product categories) and renewal 
of subscription contracts [7]. Together, all six categories form a “mature subscription 
model” which provides more opportunities to increase the customers’ performance 
and productivity. This way, providers can establish a strong customer relationship that 
is difficult for competitors to substitute.

  
RelievingEnabling

Machinery and equipment

Maintenance Modernization

Platform

Basic
subscription

model

Mature
subscription

model

Fig. 3.  Structure for subscription-based offers in the machinery and equipment industry.
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An overview of some of the most significant offers that were identified in the case 
study are shown in Fig. 4. With the proposed structure, companies may identify spe-
cific offers with which their customers’ problems and needs may be met. Providers 
may also identify offers which are desired but cannot be delivered today due to miss-
ing capabilities. Therefore, the structure may also serve as a basis for the company’s 
future development of capabilities. However, it is worth mentioning that this collec-
tion only represents a snapshot of technologically available offers. With progressing 
technologies, further subscription offers may be developed in the M&E industry.

5  Success Factors and Requirements

The value propositions and potential offers were identified from the customers’ point 
of view. However, successful subscription models differ from others also from the 
providers’ point of view. While success factors can increase the effect of the offers, 
necessary requirements would enable the offers in the first place.

5.1  Success Factors

Success factors can increase the level of fulfillment for the core value propositions. 
For subscription models in the M&E industry, seven success factors were identified.

Continuous Innovation As the core value proposition continuous productivity 
increase implies, providers need to generate innovations on a regular basis. Apart 
from competences that are required, providers need to establish organizational capa-
bilities which support the internal development of innovations and incorporate exter-
nal innovations systematically [18, 19].

 

Machineryand
equipment

� Physical products
� Customization

� Production launch support
� …

Maintenance
� Service and maintenance agreement
� Predictive maintenance
� Remote maintenance
� …

Modernization
� Physical upgrades
� Software updates
� …

RelievingEnabling � Condition monitoring
� Trainings
� Consulting
� Peer group comparisons
� …

� Proactive delivery
(consumables, spare parts, etc)

� Jobsequencing by provider
� …

Platform � Digital support of all other offers
� Machine control
� Ordering (consumables, spare parts, etc.)

� Analytics platform
� Data market place
� …

Fig. 4.  Overview of most significant subscriptoin-based offers in the M&E industry.
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Customer Integration Customers should be actively integrated into the providers’ 
innovation processes. The goal is to identify both their explicit and implicit needs and 
to transfer them into product and service specifications. This way, a high level of ful-
fillment for the customers’ needs can be achieved. However, not all customers are suit-
able for integration. They need to be carefully selected [7].

Customer Analysis Another way to identify implicit customer requirements are 
 data-based analyses of the customers’ interaction with the machines and of the 
machine performance. The derived insights can be used both to develop more tar-
geted, customized solutions and to channel the development of general future machine 
generations.

Transparency M&E manufacturers establish a close partnership with their custom-
ers by focusing on solving their problems. In this partnership, a high level of trust 
is essential. This can be fostered by keeping all relevant information and decisions 
transparent, e.g. real-time machine data and reasons for maintenances. In subscription 
models which include outcome-based pricing mechanism, transparent billing struc-
tures are especially important.

Automated Processes By solving the customers’ problems individually, the efficiency 
potentials of standardized offers and processes are partly eliminated. In order to keep 
a reasonable cost structure, a high level of automation for the provider’s core and sup-
port processes by digital means is required. This may include for example processes 
in customer analysis and accounting, but also sales processes via the platform.

Value-Based Pricing The identification of a customer’s willingness to pay is a major 
challenge for subscription providers. The case study shows that successful providers 
achieve higher profitability by following a value-based instead of cost-based approach 
in designing their pricing strategy. However, this change of mentality seems to be 
especially difficult for the M&E industry.

Customer Success Management Following the developed definition of subscription 
models, the provider’s success highly depends on the customer’s success. A constant 
evaluation of the customer’s performance and its proactive support is required by the 
provider. This may even result in the formation of a specialized organization unit [7].

5.2  Requirements

Based on the previous results, four technical and four organizational requirements that 
subscription providers in the M&E industry need to fulfill could also be identified.

Modularity of Offers The continuous delivery of customized offers may cause exces-
sive costs for providers and threaten the profitability of the overall business model. In 
order to maintain an economic cost structure, both physical and digital products as 
well as service offers need to be designed modularly. Nevertheless, the variance of the 
modules should be kept at a manageable range.
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Real-Time Connectivity For some subscription offers, real-time capability is required, 
e.g. for condition monitoring, job sequencing by provider and interactions via the 
platform. Therefore, the machines and equipment need to be able to gather, process 
and transmit the relevant data in real-time.

Data Sharing Agreement Since the data can reveal the customers’ performance and 
knowhow, some customers may be reluctant to share them. Therefore, successful sub-
scription providers require a dedicated data sharing agreement with the customers. It 
forms the foundation for a trustful relationship.

Internet of Production The identification of improvement potentials may require cus-
tomer analyses combining data from different domains. In order to do so, the con-
cept of the Internet of Production, developed by the Laboratory for Machine Tools 
and Production engineering (WZL) of RWTH Aachen University, supports providers 
in developing an effective and efficient data infrastructure.

Digital Dynamic Capabilities The transformation to subscription models requires 
digital and data analytics competences which are sometimes scarce at M&E manufac-
turers. The acquisition or buildup of these competences may be a long-term task. At 
the same time, companies need to combine the digital capabilities with organizational 
dynamic capabilities in order to constantly generate new digital offers [20].

Specialized Sales Forces Traditional sales forces are experienced in selling one-off 
transaction contracts. Existing subscription providers have experienced great difficul-
ties in training them for selling subscription offers. This may be due to the importance 
of value-based pricing instead of the traditional cost-based approach. Therefore, many 
subscription providers found it easier to hire subscription specialized sales agents. 
Furthermore, the evaluation system for the sales teams also needs to be adapted.

Adapted Organization Not only the sales forces, but the entire organization needs to 
be adapted to subscription business. The aforementioned definition of subscription 
models implies a process-oriented organizational structure which seems to be rare 
in the M&E industry. At the same time, the organization needs to be able to foster a 
 customer-centered culture for leveraging the organizational dynamic capabilities.

Financial Resources Providers need to be able to afford the transition to subscription 
models financially. Subscription revenues are generated in regular small transactions. 
In comparison to traditional financial reports, revenues and profits will most likely 
experience a significant drop during the transition. At the same time, transition costs, 
e.g. new IT infrastructures and trainings, will further weigh down the financial results. 
In literature, this effect is often described in the so-called fish diagram [4, 6].

An aggregated overview of this work’s results is shown in Fig. 5.
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6  Outlook

The presented work provides a guide for M&E manufacturers in designing their own 
tailored subscription models. It includes an adapted definition for subscription mod-
els in the M&E industry, an overview and structure for potential offers for customers, 
as well as success factors and requirements for manufacturers. The results were vali-
dated with four M&E manufacturers who have already introduced subscription mod-
els or are planning to do so. These manufacturers are well established companies for 
industrial electric tools, industrial printing machines, high-end medical devices and 
air compressor systems. The results were found generally valid and applicable. The 
structure enables M&E manufacturers to define a specific set of value propositions 
and corresponding offers which suit the company’s strategy. By doing so, compa-
nies can design tailored subscription models. However, it was agreed that the results, 
especially the potential offers, depend on available technologies and may change over 
time. Furthermore, the significance of data analytics for both development and provi-
sion of the offers was found essentially important.

The results of this work reveal the necessity for further research in order to sup-
port M&E manufacturers in introducing subscription models successfully. While most 
of the aforementioned technical requirements can already be met with existing tech-
nologies, the organizational requirements still lack scientific insights. Researchers on 
the RWTH Aachen Campus are currently working on bridging some of these scientific 
gaps. At the same time, subscription models have already attracted companies from 
adjacent industries to enter the M&E industry. Component suppliers, e.g. for sensors, 
as well as service companies start to extend their businesses by introducing subscrip-
tion offers in the categories maintenance, enabling, relieving and platform. Therefore, 
it is important for M&E manufacturers to take leadership on subscription models and 
defend their market positions against existing and upcoming competitors.

Organizational requirements
Specialized

sales
forces

Adapted
organization

Digital
dynamic

capabilities

Financial
resources

Customer offers Success factors

Basic subscription characteristic:
� Recurring payment
� Recurring value

Technical requirements

Real-time
connectivity

Data sharing
agreement

Modularity
of offers

Internet of
Production

Customer centricity

Core value propositions

Flexibility

Risk sharing

Convenience

Continuous productivity increase

Customized offers � Continuous innovation

� Customer integration

� Customer analysis

� Transparency

� Automated processes

� Value-based pricing

� Customer success
management

RelievingEnabling

Machinery and equipment

Maintenance Modernization

Platform

Fig. 5.  Overview of aggregated results of the presented work.
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