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Abstract. The aim of this paper is to present the use of methods supporting
group decision making for the construction of air quality measurement net-
works. The article presents a a case study of making group decisions related to
the construction of a hybrid network for measuring air quality in Gdańsk. Two
different methods of data processing were used in the decision making process.
The first one is using fuzzy modeling for quantitative data processing to assess
the quality of PM10 measurement data. The other is using trust metrics for the
IoT nodes of four different measurement networks. The presented example
shows the complexity of the decision making process itself as well as the choice
of the method. The authors deliberately used both the quantitative and quali-
tative methods in the decision making process to show the need to search for the
right method by decision-makers.
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1 Introduction

Data collection of environmental data, such as the level of air pollution, through the
civic IoT networks poses a challenge when it comes to data quality. Data is often
collected on a voluntary basis, from measuring units of various quality, unevenly
distributed throughout the area. The authors experienced this problem first-hand while
constructing the air quality monitoring network in the area of Gdansk, Poland.

This problem may be approached through a combination of technological and
procedural methods, such as over-sampling, self-cleaning, certification or regular ser-
vice visits. Those methods however introduce a high cost that has not been acceptable
within the scope of the project.

Instead, the authors explored the ability to distinguish between data of various
quality through data post-processing, where data collected from various measuring
units are cross-verified before being released for the use. This ability has been achieved
within the project through a series of decisions. The focus of this paper is on the way
group decision making has been used throughout the project to reach the objective of
improving the data quality.
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The initial approach presented in this paper is based on the group of experts
developing the model of data analysis that is based on fuzzy logic. This approach
naturally invokes the notion of group decision making, as a group of experts had to
agree on details of method (such as the fuzzy function).

The second approach was based on the use of methods derived from the trust
management area, such as reputation-based systems or consensus-based systems to the
problem at hand. Here, decision-making has been invoked twice: once to agree on the
approach and details, but then also to delegate the actual decision-making to the
automated system.

The paper is structured as follows. It started from the background information and
the formulation of the research problem in the context of measurement of air quality.
The brief introduction to social group decision-making is followed by the detailed
presentation of the project used to collect data about air quality. Next, the solution
based on expert cooperation and the use of fuzzy logic is presented and results are
discussed. This is followed by the discussion of the possible use of other methods
inspired by trust management. Conclusions close the paper.

2 Group Decision-Making

Group decision-making is a process where decisions are made by a group of people.
However, some of its elements can be also used to facilitate the operation of the
automated process, where group decision-making is used as a metaphor.

The group decision-making process is a complex one [16] in which at least two
experts representing knowledge in a given field participate and determine their pref-
erence for making a joint decision [25, 26]. To assess this complexity, the challenge of
group decision making has to be approached early in the project.

During the project described in this paper, the problem of group decision making
became important. Decisions had to be made regarding the assessment of confidence in
PM10 monitoring networks and their nodes, on the basis of a number of measurements,
different in terms of value and quality of data, derived from different networks. For that,
a technical solution had to be found. Hence experts were called to select the most
appropriate solution.

As the question regarding the quality of data has been put forward to experts, two
decision-making processes became visible: the human one, within the group of experts
on what is the best approach to the problem and an automated one related to the
processing itself. While the project started with the first approach, it eventually sought
the automated solution, potentially supported by some human involvement, that
mimics human group decision-making.

Due to the fact that a much larger group of experts took part in complex decision-
making situations, the decision-making process requires the following steps:

• Selection of experts
• Evaluation of the complexity of the system which is assessed by experts
• Developing decisions using methods used by experts
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Within the scope of this project, the project management sought a mixed group of
experts from universities and the industry to work collaboratively on the problem.

In addition to expert knowledge, it is necessary to assure access to data relevant to
the decision-making process. In the current world in which Big Data is widely avail-
able, one should consider how much the knowledge of experts involved in the decision
process and its effects are actually derived from this knowledge of data. It should also
be considered and to what extent the decision-making process depends on access to
data and their size.

For this project, preliminary data gathered at the early stages of the network has
been used by experts to ascertain the applicability of various methods.

Existing research highlights the importance of decision-making problems as well as
the complexity of group decisions related to the uncertainty and knowledge of experts.
Available studies on group decision problems are also the basis for the analysis of
uncertainty in the case of monitoring nodes.

The following methods are used in group decision making: fuzzy modeling,
preference analysis or classical semantic analysis. During the analysis, the decision
making process in measurement networks was considered using the classical semantic
analysis [16] both for the analysis of decision-making processes as well as decision
modeling. For example, Wang and Hao [27] proposed using proportional language.
Also [5, 9] presents a linguistic approach to making decisions.

It seems that the use of linguistic analysis is still the preferred path to the analysis of
group decision-making processes. Therefore, on the one hand, classical methods of
knowledge representation are used, such as instructions, rules, association rules, as well
as methods of data mining [9, 27, 29]. It also includes the Bayes classification and
grouping of data and grouping. For this reason, group decision making is a search area
where you can also determine the suitability of linguistic processing methods [22]. It is
also the direction of research, the results of which are presented in this work.

The use of case studies are important for decision-making, as it both informs the
experts as well as indicate available solutions. For this reason, the presented article
presents a case study of the construction of a measurement network and then shows
examples of methods that can be (and were) used in the decision-making process.
Therefore, this article should be treated as a case study showing the decision-making
environment, the methods used and the decision-makers’ solutions used in the
decision-making process. For this reason, in the next part of the work presents the
decision making environment of the project implemented in Gdańsk related to the
construction of a hybrid quality measurement network.

After the installation of four monitoring networks in Gdańsk, the problem appeared
how to assess the quality of the obtained data. The project had to deal with three low
cost civic monitoring networks, generating low quality measurements off an oppor-
tunistically yet densely distributed set of units, and one automatic network with a small
number of monitoring stations generating data of high quality.

The situation was further complicated by the fact that civic units were often left
unattended for a prolonged period of time, leading to the further degradation of the
quality of measurements. However, the objectives of the project could have been
satisfied only with data from all the networks, so low quality nodes could not have been
excluded.
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In this situation, data mining methods had to be applied to data streams from
monitoring units before releasing processed data for the use. The challenge of a
decision-making process was thus to select the appropriate method or methods.

The project made certain assumptions about the approach to data mining that can be
described as follows.

• The quality of data is a function of the operation of the monitoring unit. That is, at
any point in time, the given unit produces data of certain quality. Such quality may
change in time (both degrade and improve), but the unit itself submits no malicious
results.

• The location of monitoring units can be both planned and unplanned, but the
network itself is dense enough to provide more than one measurement from dif-
ferent units, at least for certain area.

Therefore it should be possible to determine the function that processes data from
several sensors into a value that, with a given degree of accuracy, represents the actual
value.

3 Motivation – the ‘City Breathes’ Project

The project that motivated this work was conducted in the IBM Advanced Research
Center (IBM CAS) in Gdańsk, Poland. IBM CAS is a research environment located in
the university. It integrates both specialists from IBM as well as university employees.
In this environment, research projects are carried out for business partners as well as for
the benefit of the host city.

The Center is able both to implement a web-based solution based on IoT nodes and,
on the other hand, to produce software that supports the implementation of these works.
For the city, CAS implements projects for the development of city management sys-
tems, according to the Smart Cities strategy. CAS employees also deal with the con-
struction of mobile applications for IBM Rational products. They also deal with the
construction of reference models supporting the software development cycle.

As a part of the research conducted by CAS, a project was launched with a public
benefit organization such as NGO - FRAG (Gdańsk Agglomeration Development
Forum) in Gdańsk under the name “Miasto Oddycha” (City Breathes) [7]. The aim of
this project was to build a network of civic IoT nodes with the main purpose of the
local monitoring of the PM10 dust concentration. A hybrid monitoring network con-
sisting of several IoT networks and nodes was created, larger and more varied than the
existing Armaag public station network.

The assumption of the project is that civic IoT nodes are to complement the existing
monitoring network allowing for detailed measurement in selected locations. As the
result, the total number of IoT nodes, including all networks, has doubled. During the
network construction process, IoT nodes were made available to residents to encourage
them to participate in the project.

The research project with NGO included the installation and implementation of four
monitoring networks for the measurement of air pollution in Gdańsk by creating a
Civic Measurement Network. The development of the network as well as the time of
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installation of IoT nodes was dependent on the level of involvement of residents in the
process of installing measuring nodes on their properties. It was also contingent on the
decision of FRAG.

In the first stage, measuring nodes purchased by one of the early business partners
were used. Next, nodes manufactured as part of the student project at the School of
Banking in Gdańsk were included in the monitoring network. Subsequently, existing
measuring nodes of the City Hall were included. The next stage was the invitation to
the Luftdaten project from Germany.

The selection of the Internet of Things nodes as well as the network development
was coordinated by NGOs. While making decisions, the expansion of existing net-
works, adding new networks, improving the operation of individual IoT nodes as well
as the expansion of automatic networks were taken into account. Both NGO repre-
sentatives, city representatives and representatives of the university were involved in
the decision making process.

Two different methods for the evaluation of existing measurement network nodes
and extension possibilities were evaluated in the process of decision making, taking
into account the quality of measurements obtained. It was found that the further
development of the network will be possible based on the analysis of the quality of
measurements. Next, the decision makers were given a solution allowing for the
assessment of trust in the measurement stations that they could apply taking into
account both the automatic stations which IoT nodes and measurement networks
provided by individual partners.

4 The Civic Measurement Network

The Civic Measurement Network merges four monitoring networks: Armaag, WSB,
Luftdaten and Airly. While sharing the same area of the city of Gdansk, they focused
on different aspects of the monitoring, leading to nodes that are often incomparable in
terms of cost, reliability, measurement process or quality of data.

4.1 The Armaag Network

The Armaag network [4] uses nine measurement stations for automatic measurement of
PM10 dust and other substances: sulfur dioxide, nitric oxide as well as ammonia and
benzene. The quality of data is considered high, in terms of reliability, veracity and
accuracy. An example of the Armaag measurement node is shown on Fig. 1. The figure
also shows the location of measurement stations and sample PM10 measurement
results obtained in hourly cycles.

The Use of Group Decision-Making 131



Analysis of the distribution of these measurement stations indicates that their
number is inadequate to the needs of the area. Specifically, the question often arise
about the level of PM10 dust in any place in the city, not just near the installed stations.

Significant costs of the Armaag measurement station limit the installation capacity
of a larger number of such stations in Gdańsk. However, from the point of view of the
quality of the civic network, the use of data from this small number of Armaag
automatic stations can be crucial for the assessment of the quality of measurements at
selected locations, as it can serve as a reference network, specifically if combined with
pollution spreading model. This model can be used to locally estimate the concen-
tration of dust in the air.

4.2 The WSB Network

Another monitoring network has been created as a part of a student project at WSB
University. This network is built using IoT nodes that use Arduino Uno and Rasp-
berry PI microcontrollers, selected for their ability to handle measurement sensors used
to measure PM10 concentration. The process of building the node, the selection of
software and the calibration of IoT nodes, created the conditions for the evaluation of
the possibility of using this type of measurement stations in the construction of low-
cost networks using low-cost measuring sensors.

The construction process (Fig. 2) also showed how complex it is to develop such a
node. However, once created, the process of constructing of IoT nodes to measure
PM10 is relatively simple and repeatable, allowing to produce nodes relatively fast.

Fig. 1. The Armaag monitoring network
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4.3 The Luftdaten Network

The Luftdaten project was created as part of the Open Knowledge Lab Stuttgart group
of researchers and journalists programmers in Stuttgart [17]. Its implementation
resulted from the analysis of significant air pollution in this city and the need to conduct
continuous monitoring. The starting point for the construction of this network was the
assumption that the sensor with the microcontroller should not cost more than 30 €.
Eventually a network consisting of 300 independent IoT nodes measuring PM10 and
PM2.5 pollutants in Stuttgart was created. Then the idea was transferred to other cities
in Germany and Europe.

Currently, there are over 5600 such IoT nodes in Europe, of which 4,000 are
installed in Germany. In Gdańsk, the installation of IoT PM10 and 2.5 nodes from
Luftdaten was conducted through self-installation. During meetings with residents
organized by the Civic Hub it was shown how the measurement of PM10 dust is
carried out, but also the way of installing these IoT nodes. It turned out that due to the
simplicity of the node, each of the residents after one meeting is able to install their
own IoT node to measure PM10. Residents were also informed about the limitations

Fig. 3. IoT for measuring PM10 dust and a website with data presentation for Gdańsk

Fig. 2. Construction, IoT node and its deployment at the WSB in Gdansk
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associated with such a measurement method, such as low accuracy of measurement.
Figure 3 shows the IOT node from Luftdaten and the site with measurement data for
Gdańsk.

4.4 The Airly Network

The final monitoring network is Airly [1]. It is using small size IoT nodes similar to
Lufdaten, aimed at local measurements and at a dense network. The installation of
these measurement stations and their use was preceded by a thorough analysis of the
need to install such measuring nodes in the city.

There are several reasons for those units to be installed. Because of their number,
they allowed for the user of mathematical modelling that enabled predictions of air
quality up to 24 h in advance. It also allowed to study the impact of various activities
on the level of pollution. The network also increased residents’ awareness of the
pollution. The problem of air pollution in Poland is particularly important, as World
Health Organization (WHO) standards are exceeded many times. Another reason is the
issue of safety, i.e. indicating both places where the level of air pollution is low, as well
as indicating what should be done to ensure safety for children, through the education
of parents.

It was also important that by creating a dense measuring network one could inform
all those who are interested in outdoor activities like runners, cyclists and athletes in
order to plan time of their activities so that the level of air pollution would be relatively
low. Further, the network allows for dynamic response to changes, so that proper
planning can take place. Figure 4 shows Airly stations and a map of pollution
spreading.

5 Preliminary Data Analysis

Experts require data to make decisions, and in case of this project, they used mea-
surements taken from the network, and applied simple forms of analysis to determine
the nature of a problem. Their primary intention was to provisionally validate the

Fig. 4. IoT Airly nodes and the map of pollution for Gdańsk
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assumption that only some stations degrade the overall quality of data. Experts worked
with data similar to presented below.

Currently, the network consists of 23 stations of four different types. Some stations
generate data at regular yet infrequent intervals of 30 or 60 min, some generate it less
regularly, in about 5 min intervals. There is no guarantee that all readings always reach
the server, so there are some missing readings. In total, the network generated more
than 2,000 readings in any 24 h period.

The scatterplot of the recent readings of the PM 10 level over the relatively typical
24 h period is shown on Fig. 5. It is visible from the plot that, despite being geo-
graphically distributed, the majority of readings follow the similar pattern of gradual
increases and decreases, defined by the general geography of the Gdansk area. How-
ever, there are some definitive outliers that cannot be easily explained.

If data cleansing [21] is applied to this kind of data set, it is likely to eliminate
definitive outlier readings, i.e. probably those reporting the excessively high level of
PM10. However, there may be problems with readings that gradually increase,
specifically those towards the right side of the scatterplot, where it may be hard to
discern between true outliers and local trends.

Closer examination of selected stations (Fig. 6) shows that, against the typical
backdrop demonstrated by station “1”, only few stations such as “51” and “59” show
unusual patterns of readings. That is, the majority of outliers and suspiciously-looking
trends can be attributed to a small number of stations, thus validation one of the
assumptions. If eliminated, or at least reduced in their impact on the final outcome, all
remaining readings will provide information of higher quality. Thus the problem of
data quality seems to lie with particular stations, not with individual readings.
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Fig. 5. Scatterplot of typical 24 h data points
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6 Fuzzy Logic Analyzis

In the decision-making process, a quantitative approach was initially used. The second
assumption, as indicated earlier, was about the coverage. That is, the network must
have a sufficient number of nodes to compensate for the unreliability of some. Experts
determined that fuzzy modeling can be used to determine the number of nodes nec-
essary to ensure higher quality of measurements. Only then trust-based methods can be
used.

The initial group decision was to use fuzzy modelling, and the process was sup-
ported by the expert knowledge of the group. The range of measurements from July
and August 2018 has been collected and used. This data set consisted of hourly data
from the Armaag automatic stations and two measurement networks (Airly, Luftaden).
Minute aggregation for hourly data from measurement stations built by students of the
College of Banking was also included in the data set. These data allowed to construct a
fuzzy model whose aim was to estimate the accuracy of measurement data obtained by
individual IoT nodes.

To achieve this, the concentration with the highest accuracy of PM10 was deter-
mined with the fuzzy model. Then, these values were compared to the PM10 values
obtained from the measurement stations. It was possible because the initial processing
procedure was used using the clustering mechanisms. The application of these
mechanisms created the conditions for estimating the data distribution and the use of
standardization and normalization processes for data from the IoT nodes.

The principle was adopted that the choice of the final Data Mining method is a
consequence of the preliminary data analysis. This preliminary data analysis presented
in Fig. 7 shows the grouping at low, medium and high values from all networks.
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The outcome of the preliminary data analysis indicated that the use of the fuzzy
modelling can improve quality of the results from the network, thus satisfying one of
the objectives of this step. Further, the use of fuzzy modelling was also considered to
support the assessment of trust using data pre-processing based on clustering and
evaluation of the quality of this data.

Such grouping of data creates conditions for building the functions of belonging
and locating in the vertices of the membership functions in the centres of gravity of the
pre-processed data. The centre of gravity method was used to place the apex of the
membership function. Next, the fuzzy modelling procedure was applied, in which both
the application process which took into account small average and high values based on
expert knowledge was taken into account. The built-in rules were developed using the
complete model construction procedures in which the number of rules was dependent
on the number of input variables as well as on the granulation of these variables.

It was assumed that the number of input variables depends on the number of data
obtained from four measurement stations. It was assumed that the value of the output
variable is the exact value of the measurement. It was assumed that the station created
with the use of a fuzzy model will allow to estimate the most accurate value. Figure 8
shows the results of measurements obtained with a fuzzy measurement station. It turns
out that measurement errors are high both in the case of using sensor stations as well as
automatic ones.

The analysis of measurement data coming from four measurement stations as well
as automatic data stations obtained by means of a fuzzy model was the basis for
defining trust in various elements of monitoring networks.

As the result, group decisions were made by the representatives of the Gdańsk
Agglomeration Development Foundation regarding the possibility of expanding the
existing monitoring network by additional monitoring stations. This decision was
guided by the understanding of the quality of the data obtained. It stated that IoT nodes
with a lower quality of measurement should form the basis for the further development
of the network. The need to install additional monitoring stations was indicated, cre-
ating an even more extensive measurement network. Group decisions were also made

Fig. 7. Initial data analysis
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in the construction of a fuzzy model in which the mechanism of inference was based on
expert knowledge.

Further, with regard to the accuracy of measurements, decisions were also made
when constructing and evaluating hourly data. Because hourly data was obtained on the
basis of minute data and hence considered either taking into account the average
measurement, the maximum value, the minimum value or the median. The choice of
the average was based on the analysis of other hourly data and required expert
assessments. In this expert assessment, other assessments were also taken regarding
average values that were not published anywhere. It was assumed that all measuring
networks with cheap measuring sensors acquire minute data and the hourly value is
presented. However, none of the PM10 data providers presented the method under
which the hourly value was determined on the basis of minute values.

The use of the fuzzy model used in the work allowed to estimate the accuracy of
measurements of individual stations for the Gdańsk measurement networks. It also
enabled the indication of those stations whose measurement quality is the lowest and
indicated the necessity of extending the measurement networks by those whose mea-
surement accuracy is high. It also enabled the support of the decision-making process
regarding the expansion of the network with new IoT nodes.

7 Trust-Based Systems

As preconditions have been met, it was possible to introduce the notion of trust-based
analysis to reduce the impact of ill-behaving nodes-stations. This was an important step
from the perspective of a decision-making process. It is worth noting that up to now,
the focus of the decision-making process was on a group of human, whether experts or
decision-makers. Data itself was the subject of decisions, but parameters guiding those
decisions were made by humans. Trust-based approach required experts to delegate at
least some of their knowledge to the automated processing agents, something that was
no apparent from the start [11].

Fig. 8. Error values obtained from fuzzy modelling
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Trust has been introduced here as a metaphor. That is, the experts did not assume
that nodes are somehow ‘trustworthy’ in a human sense of this word, but merely
observed that applying the simplified notion of trustworthiness to nodes can be ben-
eficial for the overall network.

Trust-based approach required certain re-positioning of the problem. First, mea-
surement data is no longer treated as a fact (whether true or not), but merely as an
opinion of the node. Second, trustworthiness of the node must be automatically derived
from data delivered by node, with no human intervention [14].

Research area of computational trust management is concerned with the collection,
processing and the dissemination of trustworthiness and trust in its computational form
(see [7] for an overview). It is inspired by social sciences that view trust as one of the
major social enablers [10], but it has also its roots in information security where trust is
seen as a foundation of applicable security measures [2]. Research such as Semantic
Web [24] combined trust and provenance to determine the quality of information on the
Web.

Trust and trustworthiness have several domain-specific definitions [18, 19], some-
times conflicting. If applied to the problem of data quality in in monitoring networks,
one can define trust as the extent of rational reliance on monitoring data received from
the unit. That is, the user of the data stream can trust data within the stream up to certain
level, determined by trustworthiness of data. For example, more trustworthy data may be
met with more trust in a form of important decisions being made while less trustworthy
data will be met with less trust, for example with ignoring such data.

Note that trust management techniques can be incorporated into data processing of
monitoring data in more than one way. While it may be expected to attribute trust-
worthiness to monitoring units, and use the provenance of data to determine trust-
worthiness of data, it is also possible to combine data of various levels of
trustworthiness into a fuzzy set, or to post-process data with different level of trust-
worthiness into a more coherent (and more trustworthy) ones, in a manner know e.g.
from the reputation-based systems.

Trust-based schemes can be classified depending on the source of trust that they can
handle and it is useful to briefly describe such classification to determine which scheme
can be applied to improve data quality, as discussed below.

7.1 Authority-Based Schemes

These are the very popular schemes, known primarily from information security [2].
Trustworthiness of a particular unit is determined here by the authority external to the
scheme. For example, an administrator of a computer system may determine trust-
worthiness of its users and grant them different levels of access. Changes in trust-
worthiness must be again monitored by the external procedure (e.g. vetting) and
corrections must be made manually.

If applied to the monitoring network, authority-bases scheme implies that trust-
worthiness of units should be determined by e.g. a group of experts. There is certain
potential in such approach, as the experts already noticed that e.g. the Armaag network
is expected to deliver more trustworthy results. However, authority-based scheme alone
cannot provide flexibility and responsiveness when it comes to other networks.

The Use of Group Decision-Making 139



7.2 Reputation-Based Schemes

The class of reputation-based schemes is both wide and popular [23], especially if one
considers such schemes as Facebook’s ‘likes’, eBay’s reputation or Spotify recom-
mendations. They all operate by automatically collating information about the extent of
perceived trustworthiness from observers/consumers, centrally processing it into a
reputation metric of producers/providers and distributing such reputation to interested
parties, where it is accepted as the approximation of a trustworthiness of producers.

It is characteristic to those schemes that the trustworthiness is determined auto-
matically by the system (without human intervention), automatically responds to
changes in the behavior of producers (as reported by observers) and delivers an
objective (or at least intra-subjective) understanding regarding the reputation.

Schemes do not value all opinions to the same extent, as not all opinions are always
objective, well-intentioned and expressed. Thus schemes have to assess not only the
trustworthiness of producers but also the trustworthiness of consumers, decreasing the
impact of ill-behaving consumer on the overall trustworthiness. Schemes may also
implement certain ageing of opinions, so that older opinions weight less towards the
overall reputation. This allows to capture long-term changes in the behavior of the
producer.

Reputation-based schemes, while inspired by social systems, found several appli-
cations in technology as well. All technological applications are underpinned by the
same notion of providers delivering some services with varying degrees of trustwor-
thiness and consumers, generating statements about individual experiences with pro-
viders, where consumers also have a varying degree of trustworthiness when it comes
to the quality of their opinions. In some applications, the same technical component can
play both roles: providers and customers.

Such approach is used e.g. in trust-based routing [15], where routers deliver service
of different quality while components that wants to have their traffic routed can select
the most trustworthy providers, while gossiping about their experience. Similarly, trust-
based service composition [6] allows consumers to choose the service provider that
they can trust on the basis of the experience of others. Cooperation among technical
agents [28] uses trustworthiness to select the most trustworthy agents in open systems.

In the case of monitoring networks, such scheme should be able to calculate the
reputation of the monitoring unit, on the basis of information submitted from other
units. The main challenge lies in the fact that for the system to operate, there is a need
to recreate the stream of opinions from what is currently only the stream of mea-
surements. Let’s consider a cluster two monitoring units that should produce similar
results, but that deliver different ones. Assuming that no other information is available,
it is unlikely to be possible to automatically determine which data is more trustworthy
(i.e. which data more closely reflect the physical reality). Either unit may be trust-
worthy or not.

7.3 Evidence-Based Schemes

Evidence-based schemes operate by focusing on acquiring and retaining evidence
about one’s trustworthiness while deferring the determination of the level of such
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trustworthiness to interested parties (consumers). Each consumer can ten make their
own decision regarding the trustworthiness of others on the basis of the available
evidence. Contrasting with reputation-based schemes, there is no commonly shared
notion of trustworthiness nor globally available reputations, so that decisions can be
subjective.

Decision-making process, while left to consumers, can be quite complex (see e.g.
[12]), generally mimicking rational human reasoning. The scheme itself is concerned
only with the preservation of evidence. For that end, it uses technologies that increases
confidence in data.

Blockchain technology (such as Bitcoin [20]) is the current example of such
scheme at work. Nodes within the blockchain network manage the distributed database
of evidence that is ever-growing, public and immutable. Individual nodes, however,
have a duty to parse such database and resolve by themselves whether individual
transactions.

Considering the challenge of data quality in the monitoring network, it is unlikely
that the evidence-based scheme can be directly applied, as it is the objective of the
project to achieve common understanding of trustworthiness. However, the fact that all
measurement data (hence ‘the evidence’) will be stored in a database creates an
opportunity to explore various algorithms to determine trustworthiness out of the
common pool of evidence.

7.4 Introducing Trust into the Analysis of Data Quality

As trust is a social and psychological construct, it can be applied to data quality in
monitoring networks only by analogy. As already mentioned, the key premise of the
introduction of trust and trust-based reasoning will be the ability to automatically grade
monitoring units and data they produce with certain level of trustworthiness. It does not
imply that units have any kind of volition, but in a manner known from other trust-
based solutions (e.g. [6]), trustworthiness will be attributed to nodes as a convenient
metric. Such trustworthiness should be understood as the ability of the node to produce
correct data.

Of three schemes presented earlier (authority-based, reputation-based and evidence-
based), the architecture of the monitoring network lends itself to the reputation-based
one. However, reputation-based systems flourish only if they are provided with the
abundance of opinions that have comparable semantics, large base of responders,
preferably separated from those who provide the service, of reasonable variety, and that
are easy to process. Thus the main challenge for monitoring networks lies in extending
the base of responders and introduce variety. For that, some elements of the authority-
based scheme can be used.

It is therefore proposed here that there will be a way of introducing some initial
variety into the level of trustworthiness of nodes, in the arbitrary way. Initially, this can
be done manually (in a form of a bootstrap process), attributing initial higher trust-
worthiness to those nodes that are technically able to produce more correct results. For
example, it has been already mentioned that one of the networks used in the experiment
has nodes that produce results of higher quality.
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This can be complemented by the (again, arbitrary and possibly expert-based) rule-
based process that decrease trustworthiness of those nodes that produce apparently
incorrect measurements, such as technically impossible values, physically impossible
changes, unlikely drift etc. All those situations tend to indicate technical problems with
the node, so that it is only fitting to use them to indicate the loss of trust in data
produced by the node.

Apart from this bootstrapping activity and certain weeding off misbehaving nodes,
nodes should be left to themselves to figure out which one is more trustworthy. Nodes
do not produce separate opinions about other nodes, only a stream of measurement
data. Therefore it is necessary to generate the stream of opinions about other nodes
from such data stream.

Such generation may e.g. lead to opinions in a form of expectations that one node
may have about measurements from other nodes, both past and future. Thus every node
will not only produce results, but - indirectly - will also produce expectations regarding
measurements that will be (or were) obtained by other nodes.

This task can be achieved only because nodes measure certain physical phenomena,
such as the concentration of PM10 in the air. Those phenomena follow physical rules
that make certain combination of measurements less believable than others. The
already developed pollution spreading model incorporates this knowledge and allows
to statistically interpolate the concentration of various pollutants from available
measurements.

Due to the nature of both the phenomenon and the model, the confidence in such
opinions decrease both in time and in space. Thus the confidence is higher when it
comes to short-term predictions near the sensor, and becomes lower when the model
has to predict the concentration ahead in time or far from the sensor.

Thus it is possible to determine two different aspects of trustworthiness of the node:
one that is related to its ability to report and another that is related to the quality of its
data. The former is the synthesis of the outcome of authority-based activities and the
ability to make correct predictions, as dictated by the model. Note that, contrasting with
social reputation-based systems, this trustworthiness is determined per relationship and
per measurement. That is, the same node can have a different level of trustworthiness as
a reporter in relation to different nodes, as those nodes can be at different distance.
Further, the trustworthiness may vary depending on the temporal distance between the
current and the predicted measurement.

Once the node can provide opinions about the trustworthiness of other nodes, it will
be possible to introduce known algorithms to determine the trustworthiness of nodes
when it comes to data quality.

7.5 The Use of Fuzzy Logic in Trust-Based Systems

As it has been discussed earlier, the project already used fuzzy modelling as a first
approach, with good results. It is therefore useful to consider extending the use of fuzzy
logic when it comes to trust based approach.

The use of fuzzy logic to determine the extent of trustworthiness has been already a
research subject (e.g. [3, 13]). The key advantage is that fuzzy reasoning handles
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uncertainty and imprecision effectively, in a manner that can be easily comprehended
by humans.

Fuzzy logic can be effectively used in recommendation-based systems to deliver the
final value of trustworthiness, specifically when evidence of trustworthiness are
incomparable or fuzzy by themselves. Further, it can be used to express a wide range of
trust-related situations such as the lack of information or distrust (i.e. in nodes that
seem to be overtaken by the adversary) [8].

Several aspects of the proposition presented here lend themselves to fuzzy values
and fuzzy processing. For example, the level of confidence in the predictions provided
by the model can be expressed in a form of fuzzy values and can be then a subject of
processing according to the rules of fuzzy logic. In a similar manner, the reasoning
about trustworthiness can be presented as fuzzy reasoning.

Consequently, it may be beneficial to implement fuzzy reasoning as a computa-
tional foundation of the trust-based approach.

8 Conclusion

This paper presents a case study of a process of decision-making that was used to
resolve the challenge of data quality in heterogeneous monitoring networks that deal
with air quality. Networks consist of a limited number of automatic stations with high
measurement accuracy and a large number of low-cost measuring nodes with low
measurement quality.

The approach assumed that data quality is a function of a monitoring unit that can
be expressed as a trustworthiness of this unit. Following an expert-based group deci-
sion making, initial results were obtained through fuzzy modelling of both minute and
hourly data, to determine trustworthiness of units.

Analysis of minute data indicated the need to use the median operator as the one
that best corresponds to the value obtained from other measuring nodes. Group deci-
sions were also made in the assessment of fuzzy rules built for the purpose of deter-
mining interpolated values. On the basis of this assessment, the trustworthiness of
nodes was proposed as a solution to the problem of data quality. The accuracy of
automatic station measurements was taken into account.

It seems that in the future the application of fuzzy modelling should take place both
for the assessment of the location of measurement stations and for the assessment of
measurement accuracy.

Complementing the solution could be the use of reputation-based schemes that are
based on computational forms of trust. Such schemes were presented and discussed in
this paper. If applied, the quality of data can be still expressed as trustworthiness of
monitoring node, verified by measurements taken by other nodes, and consolidated
using the physical model of the phenomena that are measured.

The authors expect that the combination of human-based group decision making
and the automated processing controlled by computational trust algorithms may deliver
significantly improved results.
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