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Preface

In this book, we take the notion of nonlinear expectation as a fundamental notion of
an axiomatical system. This enables us to get directly many new and fundamental
results: such as nonlinear law of large numbers, central limit theorem, the theory of
Brownian motion under nonlinear expectation and the corresponding new
stochastic analysis of Itô’s type. Many of them are highly non-trivial, natural but
usually hard to be expected from its special case of the classical linear expectation
theory, i.e., probability theory. In this new framework, the nonlinear version of the
notion of independence and identical distribution plays a crucially important role.

This book is based on the author’s Lecture Notes [140] and its extension [144],
used in my teaching of postgraduate courses in Shandong University, and several
series of lectures, among them, 2nd Workshop on Stochastic Equations and Related
Topics, Jena, July 23–29, 2006; Graduate Courses given at Yantai Summer School
in Finance, Yantai University, July 06–21, 2007; Graduate Courses at Wuhan
Summer School, July 24–26, 2007; Mini-Course given at Institute of Applied
Mathematics, AMSS, April 16–18, 2007; Mini-course at Fudan University, May
2007 and August 2009; Graduate Courses at CSFI, Osaka University, May 15–June
13, 2007; Minerva Research Foundation Lectures of Columbia University in Fall of
2008; Mini-Workshop of G-Brownian motion and G-expectations in Weihai, July
2009, a series talks in Department of Applied Mathematics, Hong Kong
Polytechnic University, November–December, 2009 and an intensive course in
WCU Center for Financial Engineering, Ajou University and graduate courses
during 2011–2013 in Princeton University. The hospitalities and encouragements
of the above institutions and the enthusiasm of the audiences are the main engine to
use these lecture notes and make this book.

I thank, especially, Li Juan and Hu Mingshang for many comments and sug-
gestions given during those courses. During the preparation of this book, a special
reading group was organized with members Hu Mingshang, Li Xinpeng, Xu
Xiaoming, Lin Yiqing, Su Chen, Wang Falei and Yin Yue. They proposed very
helpful suggestions for the revision of the book. Hu Mingshang, Li Xinpeng, Song
Yongsheng and Wang Falei have made great efforts and contributed many exercises
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for the final editing. Their efforts are decisively important for the realization of this
book.

The author is grateful to Jordan Stoyanov for reviewing and scrutinizing the
whole text. This helped to essentially minimize the inaccuracies and make the text
consistent and smooth.

Jinan, China Shige Peng
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Introduction

How to measure uncertain quantities is an important problem. A widely accepted
mathematical tool is probability theory. But in our real world, it is rare to find an
ideal situation in which the probability can be exactly determined. Often the
uncertainty of the probability itself becomes a hard problem. In the theory of
economics, this type of higher level uncertainty is known as Knightian uncertainty.
We refer to Frank Knight [102] and the survey of Lars Hansen (2014).

This book is focused on the recent developments on problems of probability
model uncertainty by using the notion of nonlinear expectations and, in particular,
sublinear expectations. Roughly speaking, a nonlinear expectation E is a monotone
and constant preserving functional defined on a linear space of random variables.
We are particularly interested in sublinear expectations, i.e., E½X þ Y � �E½X� þ
E½Y � for all random variables X, Y and E½kX� ¼ kE½X� for any constant k� 0.

A sublinear expectation E can be represented as the upper expectation of a
subset of linear expectations fEh : h 2 Hg, i.e., E½X� ¼ suph2H Eh½X�. In most
cases, this subset is often treated as an uncertain model of probabilities
fPh : h 2 Hg, and the notion of sublinear expectation provides a robust way to
measure a risk loss X. In fact, the sublinear expectation theory provides many rich,
flexible and elegant tools.

A remarkable point of view is that we emphasize the term “expectation” rather
than the well-accepted classical notion “probability” and its non-additive counter-
part “capacity”. A technical reason is that in general, the information contained in a
nonlinear expectation E will be lost if one considers only its corresponding
“non-additive probability” or “capacity” PðAÞ ¼ E½1A�. Philosophically, the notion
of expectation has its direct meaning of “mean”, “average”, which is not necessary
to be derived from the corresponding “relative frequency” which is the origin of the
probability measure. For example, when a person gets a sample fx1; � � � ; xNg from a
random variable X, he/she can directly use X ¼ 1

N

P
xi to calculate its mean. In

general he/she uses uðXÞ ¼ 1
N

P
uðxiÞ for the mean of uðXÞ for a given function u.

We will discuss in detail this issue after the overview of our new law of large
numbers (LLN) and central limit theorem (CLT).
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A theoretical foundation of the above expectation framework is our new LLN
and CLT under sublinear expectations. Classical LLN and CLT have been widely
used in probability theory, statistics, data analysis, as well as many practical situ-
ations such as financial pricing and risk management. They provide a strong and
convincing way to explain why in practice normal distributions are so widely
utilized. But often a serious problem is that, in general, the “i.i.d.” condition is
difficult to be satisfied. In practice, for the most real-time processes and data for
which the classical trials and samplings become impossible, the uncertainty of
probabilities and distributions can not be neglected. In fact the abuse of normal
distributions in finance and many other industrial or commercial domains has been
criticized.

Our new CLT does not need this strong “i.i.d.” assumption. Instead of fixing a
probability measure P, we introduce an uncertain subset of probability measures
fPh : h 2 Hg and consider the corresponding sublinear expectation E½X� ¼ suph2H
Eh½X�. Our main assumptions are the following:

(i) The distribution of each Xi is within a subset of distributions Fh, h 2 H, and
we don’t know which h is the “right one”.

(ii) Any realization of X1 ¼ x1; � � � ;Xn ¼ xn does not change this distributional
uncertainty of Xnþ 1.

Under E, we call X1;X2; � � � to be identically distributed if condition (i) is sat-
isfied, and we call Xnþ 1 to be independent from X1; � � � ;Xn if condition (ii) is
fulfilled. Mainly under the above much weak “i.i.d.” assumptions, we have proved
that for each continuous function u with linear growth we have the following LLN:
as n ! 1, E½uðSn=nÞ� ! supl� v� l uðvÞ: Namely, the uncertain subset of distri-

butions of Sn=n is approximately the subset of all probability distribution measures
of random variables taken values in ½l; l�. In particular, if l ¼ l ¼ 0, then Sn=n

converges to 0. In this case, if we assume furthermore that r2 ¼ E½X2
1 � and

r2 ¼ �E½�X2
1 �, then we have the following extension of the CLT:

lim
n!1E½uðSn=

ffiffiffi
n

p Þ� ¼ E½uðXÞ�:

Here, the random variable X is G-normally distributed and denoted by
Nðf0g � ½r2; r2�Þ. The value E½uðXÞ� can be calculated by defining uðt; xÞ :¼
E½uðxþ ffiffi

t
p

XÞ� which solves the partial differential equation (PDE) @tu ¼ GðuxxÞ
with GðaÞ :¼ 1

2 ðr2aþ � r2a�Þ. Our results reveal a deep and essential relation
between the theory of probability and statistics under uncertainty and second order
fully nonlinear parabolic equations (HJB equations). We have two interesting sit-
uations: when u is a convex function, then the value of E½uðXÞ� coincides with

1ffiffiffiffiffiffiffi
2pr2

p R1
�1 uðxÞexp � x2

2r2

� �
dx; but if u is a concave function, the above r2 needs to

be replaced by r2. If r ¼ r ¼ r, then Nðf0g � r2; r2�Þ ¼ Nð0; r2Þ, which is a
classical normal distribution.
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This result provides a new way to explain a well-known puzzle: many practi-
tioners, e.g., traders and risk officials in financial markets can widely use normal
distributions without serious data analysis or even with data inconsistence. In many
typical situations E½uðXÞ� can be calculated by using normal distributions with
careful choice of parameters, but it is also a high risky quantification if the rea-
soning behind has not been understood.

We call Nðf0g � ½r2; r2�Þ the G-normal distribution. This new type of sublinear
distributions was first introduced in [138] (see also [139–142]) for a new type of
“G-Brownian motion” and the related calculus of Itô’s type. The main motivations
were uncertainties in statistics, measures of risk and super-hedging in finance (see
El Karoui, Peng and Quenez [58], Artzner, Delbaen, Eber and Heath [3], Eber and
Heath, Chen and Epstein [28], Föllmer and Schied [69]). Fully nonlinear
super-hedging is also a possible domain of applications (see Avellaneda, Lévy and
Paras [6], Lyons [114].

Technically, we introduce a new method to prove our CLT on a sublinear
expectation space. This proof is short since we have borrowed a deep interior
estimate of fully nonlinear partial differential equation (PDE) from Krylov [105]. In
fact, the theory of fully nonlinear parabolic PDE plays an essential role in deriving
our new results of LLN and CLT. In the classical situation, the corresponding PDE
becomes a heat equation which is often hidden behind its heat kernel, i.e., the
normal distribution. In this book, we use the powerful notion of viscosity solutions
for our nonlinear PDE initially introduced by Crandall and Lions [38]. This notion
is especially useful when the equation is degenerate. For reader’s convenience, we
provide an introductory chapter in Appendix C. If readers are only interested in the
classical non-degenerate cases, the corresponding solutions will become smooth
(see the last section of Appendix C).

We define a sublinear expectation on the space of continuous paths from R
þ to

R
d which is an analogue of Wiener’s law, by which a G-Brownian motion is

formulated. Briefly speaking, a G-Brownian motion ðBtÞt� 0 is a continuous process
with independent and stationary increments under a given sublinear expectation E.

G-Brownian motion has a very rich and interesting new structure which
non-trivially generalizes the classical one. We can develop the related stochastic
calculus, especially Itô’s integrals and the related quadratic variation process Bh i.
A very interesting new phenomenon of the G-Brownian motion is that its quadratic
variation process Bh i is also a continuous process with independent and stationary
increments, and thus can be still regarded as a Brownian motion. The corresponding
G-Itô’s formula is obtained. We have also established the existence and uniqueness
of solutions to stochastic differential equation based on this new stochastic calculus
by the same Picard iterations as in the classical situation.

New norms were introduced in the notion of G-expectation by which the cor-
responding stochastic calculus becomes significantly more flexible and powerful.
Many interesting, attractive and challenging problems are also provided within this
new framework.
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In this book, we adopt a novel method to present our G-Brownian motion theory.
In the first two chapters, as well as the first two sections of Chap. 3, our sublinear
expectations are only assumed to be finitely sub-additive, instead of “r-
sub-additive”. This is just because all the related results obtained in this part do not
need the “r-sub-additive” assumption, and readers even need not to have the
background of classical probability theory. In fact, in the whole part of the first five
chapters, we only use a very basic knowledge of functional analysis such as Hahn–
Banach Theorem (see Appendix A). A special situation is when all the sublinear
expectations treated in this book become linear. In this case, the book still can be
considered as a source based on a new, simple and rigorous approach to introduce
the classical Itô’s stochastic calculus, since we do not need the knowledge of
probability theory. This is an important advantage to use expectation as the basic
notion.

The “authentic probabilistic parts”, i.e., the pathwise analysis of G-Brownian
motion and the corresponding random variables, viewed as functions of
G-Brownian path, is presented in Chap. 6. Here just as in the classical “P-sure
analysis”, we introduce “ĉ-sure analysis” for G-capacity ĉ.

In Chap. 7, we present a highly nontrivial generalization of the classical
martingale representation theorem. In a nonlinear G-Brownian motion framework, a
G-martingale can be decomposed into two essentially different martingales, the first
one is an Itô’s integral with respect to the G-Brownian motion B, and the second
one is a non-increasing G-martingale. The later term vanishes once G is a linear
function and thus B becomes to a classical Brownian motion.

In Chap. 8, we use the quasi-surely analysis theory to develop Itô’s integrals
without the quasi-continuity condition. This allows us to define Itô’s integral on
stopping time interval. In particular, this new formulation can be applied to obtain
Itô’s formula for a general C1;2-function, thus extend previously available results.

For reader’s convenience, we provide some preliminary results in functional
analysis, probability theory and nonlinear partial differential equations of parabolic
types in Appendix A, B and C, respectively.
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Part I
Basic Theory of Nonlinear Expectations



Chapter 1
Sublinear Expectations and Risk
Measures

Asublinear expectation is also called theupper expectationor theupper prevision, and
this notion is used in situations when the probability models have uncertainty. In this
chapter, we present the basic notion of sublinear expectations and the corresponding
sublinear expectation spaces. We give the representation theorem of a sublinear
expectation and the notions of distributions and independence within the framework
of sublinear expectations. We also introduce a natural Banach norm of a sublinear
expectation in order to get the completion of a sublinear expectation space which is
a Banach space. As a fundamentally important example, we introduce the notion of
coherent risk measures in finance. A large part of the notions and the results in this
chapter will be used throughout the book.

1.1 Sublinear Expectations and Sublinear Expectation
Spaces

Let � be a given set and let H be a linear space of real valued functions defined on
�. In this book, we suppose that H satisfies the following two conditions:

(1) c ∈ H for each constant c;
(2) |X | ∈ H if X ∈ H .

In this book, the space H will be used as the space of random variables.

Definition 1.1.1 A Sublinear expectation E is a functionalE : H �→ R satisfying
(i) Monotonicity:

E[X ] ≤ E[Y ] if X ≤ Y.

(ii) Constant preserving:
E[c] = c for c ∈ R.

© Springer-Verlag GmbH Germany, part of Springer Nature 2019
S. Peng, Nonlinear Expectations and Stochastic Calculus under Uncertainty,
Probability Theory and Stochastic Modelling 95,
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4 1 Sublinear Expectations and Risk Measures

(iii) Sub-additivity: For each X,Y ∈ H ,

E[X + Y ] ≤ E[X ] + E[Y ].

(iv) Positive homogeneity:

E[λX ] = λE[X ] for λ ≥ 0.

The triplet (�,H,E) is called a sublinear expectation space. If (i) and (ii) are
satisfied, E is called a nonlinear expectation and the triplet (�,H,E) is called a
nonlinear expectation space.

Definition 1.1.2 Let E1 and E2 be two nonlinear expectations defined on (�,H).
We say that E1 is dominated by E2, or E2 dominates E1, if

E1[X ] − E1[Y ] ≤ E2[X − Y ] for X,Y ∈ H . (1.1.1)

Remark 1.1.3 From (iii), a sublinear expectation is dominated by itself. In many
situations, (iii) is also called the property of self-domination. If the inequality in
(iii) becomes equality, then E is a linear expectation, i.e., E is a linear functional
satisfying Properties (i) and (ii).

Remark 1.1.4 Properties (iii)+(iv) are called sublinearity. This sublinearity implies
(v) Convexity:

E[αX + (1 − α)Y ] ≤ αE[X ] + (1 − α)E[Y ] for α ∈ [0, 1].

If a nonlinear expectation E satisfies the convexity property, we call it a convex
expectation.

Properties (ii)+(iii) imply
(vi) Cash translatability:

E[X + c] = E[X ] + c for c ∈ R.

In fact, we have

E[X ] + c = E[X ] − E[−c] ≤ E[X + c] ≤ E[X ] + E[c] = E[X ] + c.

For Property (iv), an equivalent form is

E[λX ] = λ+
E[X ] + λ−

E[−X ] for λ ∈ R.

In this book, we will systematically study the sublinear expectation spaces. In
the following chapters, unless otherwise stated, we consider the following sublin-
ear expectation space (�,H,E): if X1, · · · , Xn ∈ H , then ϕ(X1, · · · , Xn) ∈ H for
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each ϕ ∈ Cl.Lip(R
n), where Cl.Lip(R

n) denotes the linear space of functions ϕ satis-
fying the following local Lipschitz condition:

|ϕ(x) − ϕ(y)| ≤ C(1 + |x |m + |y|m)|x − y| for x, y ∈ R
n ,

where the constant C > 0 and the integer m ∈ N depend on ϕ.

Often ann-dimensional randomvariable X=(X1, · · ·, Xn) is called ann-dimensional
random vector, denoted by X ∈ Hn .

Here we mainly useCl.Lip(R
n) in our framework, and this is only for convenience

of techniques. In fact, our essential requirement is thatH contains all constants and,
moreover, X ∈ H implies |X | ∈ H . In practice, Cl.Lip(R

n) can be replaced by any
one of the following spaces of functions defined on R

n:

• L0(Rn): the space of Borel measurable functions;
• L

∞(Rn): the space of bounded Borel-measurable functions;
• Cb(R

n): the space of bounded and continuous functions;
• Ck

b (R
n): the space of bounded and k-times continuously differentiable functions

with bounded derivatives of all orders less than or equal to k;
• Ck

l.Lip(R
n): the space of k-times continuously differentiable functions, whose par-

tial derivatives of all orders less than or equal to k are in Cl,Lip(R
n);

• CLip(R
n): the space of Lipschitz continuous functions;

• Cb.Lip(R
n): the space of bounded and Lipschitz continuous functions;

• Cuni f (R
n): the space of bounded and uniformly continuous functions.

• USC(Rn): the space of upper semi continuous functions on R
n

• LSC(Rn): the space of lower semi continuous functions on Rn .

Next we give two examples of sublinear expectations.

Example 1.1.5 In a game a gambler randomly pick a ball from an urn containing
W white, B black and Y yellow balls. The owner of the urn, who is the banker of
the game, does not tell the gambler the exact numbers of W, B and Y . He/She only
ensures that W + B + Y = 100 and W = B ∈ [20, 25]. Let ξ be a random variable
defined by

ξ =
⎧
⎨

⎩

1 if the picked ball is white;
0 if the picked ball is yellow;

−1 if the picked ball is black.

Problem: how to conservativelymeasure the loss X = ϕ(ξ) for a given local Lipschitz
function ϕ on R.

We know that the distribution of ξ is

{−1 0 1
p
2 1 − p p

2

}

with uncertainty:p ∈ [μ,μ] = [0.4, 0.5].
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Thus the robust expectation of ξ is

E[ϕ(ξ)] := sup
P∈P

EP [ϕ(ξ)]
= sup

p∈[μ,μ]
[ p
2 (ϕ(1) + ϕ(−1)) + (1 − p)ϕ(0)].

Notice, in this example, that ξ has distribution uncertainty.

Example 1.1.6 A more general situation is that the banker of a game can choose a
distribution from a set of distributions {F(θ, A)}A∈B(R),θ∈� of a random variable ξ .
In this situation the robust expectation of the risk position ϕ(ξ) for a given function
ϕ ∈ Cl.Lip(R) is

E[ϕ(ξ)] := sup
θ∈�

∫

R

ϕ(x)F(θ, dx).

1.2 Representation of a Sublinear Expectation

A sublinear expectation can be expressed as a supremum of linear expectations.

Theorem 1.2.1 Let E be a functional defined on a linear space H satisfying sub-
additivity and positive homogeneity. Then there exists a family of linear functionals
Eθ : H �→ R, indexed by θ ∈ �, such that

E[X ] = max
θ∈�

Eθ [X ] for X ∈ H . (1.2.1)

Moreover, for each X ∈ H , there exists θX ∈ � such that E[X ] = EθX [X ].
Furthermore, ifE is a sublinear expectation, then the corresponding Eθ is a linear

expectation.

Proof Let Q = {Eθ : θ ∈ �} be the family of all linear functionals dominated by E,
i.e., Eθ [X ] ≤ E[X ], for all X ∈ H , Eθ ∈ Q.

Let us first prove that this Q is not an empty set. For a given X ∈ H , we set
L = {aX : a ∈ R}which is a subspaceofH .Wedefine a linear functional I : L �→ R

by I [aX ] := aE[X ], ∀a ∈ R. Then I [·] forms a linear functional on L and I ≤ E on
L . SinceE[·] is sub-additive and positively homogeneous, by Hahn–Banach theorem
(see Appendix A), there exists a linear functional E defined on H such that E = I
on L and E ≤ E on H . Thus this E is a linear functional dominated by E such that
E[X ] = E[X ], namely (1.2.1) holds.

Furthermore, ifE is a sublinear expectation, then for each Eθ and each nonnegative
element X ∈H , we have Eθ [X ] = −Eθ [−X ] ≥ −E[−X ] ≥ 0.Moreover, since for
each c ∈ R,

−Eθ [c] = Eθ [−c] ≤ E[−c] = −c, and Eθ [c] ≤ E[c] = c,

Eθ also preserves constants. Hence it is a linear expectation. �
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Observe that the above linear expectation Eθ is possibly finitely additive. We now
give an important sufficient condition for the σ -additivity of such Eθ :

Theorem 1.2.2 (Robust Daniell-Stone Theorem) Assume that (�,H,E) is a sub-
linear expectation space satisfying

E[Xi ] → 0, as i → ∞, (1.2.2)

for each sequence {Xi }∞i=1 of random variables in H such that Xi (ω) ↓ 0 for each
ω ∈ �. Then there exists a family of probability measures {Pθ }θ∈� defined on the
measurable space (�, σ (H)) such that

E[X ] = max
θ∈�

∫

�

X (ω)dPθ , for each X ∈ H . (1.2.3)

Here σ(H) is the smallest σ -algebra generated by H .

Proof Theorem1.2.1 implies that there exists a family of linear expectations {Eθ }θ∈�

defined on the measurable space (�, σ (H)) such that E[X ] = maxθ∈� Eθ [X ] for
each element X ∈ H . Note that Condition (1.2.2) implies that Eθ [Xi ] ↓ 0 for each
θ ∈ �. It then follows from the well-known Daniell-Stone theorem (see Theorem
3.3 in Appendix B) that there exists a unique probability Pθ defined on (�, σ (H))

such that Eθ [X ] = ∫

�
X (ω)dPθ which implies (1.2.3). �

Remark 1.2.3 We call the subset {Pθ }θ∈� the uncertain probability measures asso-
ciated to the sublinear expectation E. {Pθ : θ ∈ �}. For a given n-dimensional ran-
dom vector X ∈ H , we set {FX (θ, A) = Pθ (X ∈ A), A ∈ B(Rn)}θ∈� and call it the
uncertain probability distributions of X .

1.3 Distributions, Independence and Product Spaces

We now give the notion of distributions of random variables under sublinear expec-
tations.

Let X = (X1, · · · , Xn) be a given n-dimensional random vector on a nonlinear
expectation space (�,H,E). We define a functional on Cl.Lip(R

n) by

FX [ϕ] := E[ϕ(X)] : ϕ ∈ Cl.Lip(R
n) �→ R.

The triplet (Rn,Cl.Lip(R
n),FX ) forms a nonlinear expectation space. FX is called

the distribution of X under E. This notion is very useful for a sublinear expectation
E. In this case FX is also a sublinear expectation. Furthermore we can prove that (see
Theorem1.2.2), there exists a family of probability measures {FX (θ, ·)}θ∈� defined
on (Rn,B(Rn)) such that
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FX [ϕ] = sup
θ∈�

∫

Rn

ϕ(x)FX (θ, dx), for each ϕ ∈ Cl.Lip(R
n).

Thus FX [·] characterizes the uncertainty of the distributions of X .

Definition 1.3.1 Let X1 and X2 be two n–dimensional random vectors defined on
nonlinear expectation spaces (�1,H1,E1) and (�2,H2,E2), respectively. They are

called identically distributed, denoted by X1
d= X2, if

E1[ϕ(X1)] = E2[ϕ(X2)] for allϕ ∈ Cb.Lip(R
n).

We say that the distribution of X1 is stronger than that of X2 if E1[ϕ(X1)] ≥
E2[ϕ(X2)], for each ϕ ∈ Cb.Lip(R

n).

Note that X ∈ Hn implies that ϕ(X) ∈ H for each ϕ ∈ Cl.Lip(R
n). Then in our

framework, the identically distributed can also be characterized by the following.

Proposition 1.3.2 Suppose that X1
d= X2. Then

E1[ϕ(X1)] = E2[ϕ(X2)] for allϕ ∈ Cl.Lip(R
n).

Moreover X1
d= X2 if and only if their distributions coincide.

Proof For each ϕ ∈ Cl.Lip(R
n) and integer N ≥ 1, we define

ϕN (x) := ϕ((x ∧ N ) ∨ (−N )), ∀x ∈ R
n.

It is easy to check that ϕN ∈ Cb.Lip(R
n). Moreover, there exist some constantsC and

m such that

|ϕN (x) − ϕ(x)| ≤ C(1 + |x |m)(|x | − N )+ ≤ C(1 + |x |m)
|x |2
N

,

from which we deduce that

lim
N→∞Ei [|ϕN (Xi ) − ϕ(Xi )|] = 0, i = 1, 2.

Consequently,

E1[ϕ(X1)] = lim
N→∞E1[|ϕN (X1)] = lim

N→∞E2[|ϕN (X2)] = E2[ϕ(X2)],

which is the desired result. �

Remark 1.3.3 In many cases of sublinear expectations, X1
d= X2 implies that the

uncertainty subsets of distributions of X1 and X2 are the same, e.g., in view of
Remark1.2.3,
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{FX1(θ1, ·) : θ1 ∈ �1} = {FX2(θ2, ·) : θ2 ∈ �2}.

Similarly, if the distribution of X1 is stronger than that of X2, then

{FX1(θ1, ·) : θ1 ∈ �1} ⊃ {FX2(θ2, ·) : θ2 ∈ �2}.

The distribution of X ∈ H has the following typical parameters:

μ̄ := E[X ], μ := −E[−X ].

The interval [μ, μ̄] characterizes the mean-uncertainty of X .
A natural question is: can we find a family of distribution measures to represent

the above sublinear distribution of X? The answer is affirmative.

Lemma 1.3.4 Let (�,H,E) be a sublinear expectation space. Let X ∈ Hd be
given. Then for each sequence {ϕn}∞n=1 ⊂ Cl.Lip(R

d) satisfying ϕn ↓ 0, as n → ∞,
we have E[ϕn(X)] ↓ 0.

Proof For each fixed N > 0,

ϕn(x) ≤ kn,N + ϕ1(x)1[|x |>N ] ≤ kn,N + ϕ1(x)|x |
N

for each x ∈ R
d×m,

where kn,N = max|x |≤N ϕn(x). We then have

E[ϕn(X)] ≤ kn,N + 1

N
E[ϕ1(X)|X |].

It follows from ϕn ↓ 0 that kn,N ↓ 0. Thus we have limn→∞ E[ϕn(X)] ≤
1
N E[ϕ1(X)|X |]. Since N can be arbitrarily large, we get E[ϕn(X)] ↓ 0 as n → ∞.
�
Lemma 1.3.5 Let (�,H,E) be a sublinear expectation space and let FX [ϕ] :=
E[ϕ(X)] be the sublinear distribution of X ∈ Hd . Then there exists a family of
probability measures {Fθ }θ∈� defined on (Rd ,B(Rd)) such that

FX [ϕ] = sup
θ∈�

∫

Rd

ϕ(x)Fθ (dx), ϕ ∈ Cl.Lip(R
d). (1.3.1)

Proof From Lemma1.3.4, the sublinear expectation FX [ϕ] := E[X ] defined on the
space (Rd ,Cl.Lip(R

n)) satisfies the following downwardly continuous property:
for each sequence {ϕn}∞n=1 ⊂ Cl.Lip(R

d) satisfying ϕn ↓ 0 as n → ∞, we have
FX [ϕn] ↓ 0. The proof then follows directly from the robust Daniell-Stone The-
orem1.2.2. �
Remark 1.3.6 Lemma1.3.5 tells us that in fact the sublinear distribution FX of X
characterizes the uncertainty of the distribution of X which is a subset of distributions
{Fθ }θ∈�.
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The following property is very useful in the sublinear expectation theory.

Proposition 1.3.7 Let (�,H,E) be a sublinear expectation space and X,Y be two
random variables such that E[Y ] = −E[−Y ], i.e., Y has no mean-uncertainty. Then
we have

E[X + αY ] = E[X ] + αE[Y ] for α ∈ R.

In particular, if E[Y ] = E[−Y ] = 0, then E[X + αY ] = E[X ].
Proof We have

E[αY ] = α+
E[Y ] + α−

E[−Y ] = α+
E[Y ] − α−

E[Y ] = αE[Y ] for α ∈ R.

Thus

E[X + αY ] ≤ E[X ] + E[αY ] = E[X ] + αE[Y ] = E[X ] − E[−αY ] ≤ E[X + αY ].

�

A more general form of the above proposition is:

Proposition 1.3.8 We make the same assumptions as in the previous proposition.
Let Ẽ be a nonlinear expectation on (�,H) dominated by the sublinear expectation
E in the sense of Definition1.1.2. If E[Y ] = −E[−Y ], then we have

Ẽ[αY ] = αẼ[Y ] = αE[Y ], α ∈ R, (1.3.2)

as well as
Ẽ[X + αY ] = Ẽ[X ] + αẼ[Y ],X ∈ H, α ∈ R. (1.3.3)

In particular
Ẽ[X + c] = Ẽ[X ] + c, for c ∈ R. (1.3.4)

Proof We have

−Ẽ[Y ] = Ẽ[0] − Ẽ[Y ] ≤ E[−Y ] = −E[Y ] ≤ −Ẽ[Y ]

and

E[Y ] = −E[−Y ] ≤ −Ẽ[−Y ]
= Ẽ[0] − Ẽ[−Y ] ≤ E[Y ].

From these relations we conclude that Ẽ[Y ] = E[Y ] = −Ẽ[−Y ] and thus (1.3.2).
Still by the domination,
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Ẽ[X + αY ] − Ẽ[X ] ≤ E[αY ],
Ẽ[X ] − Ẽ[X + αY ] ≤ E[−αY ] = −E[αY ].

Therefore (1.3.3) holds. �

Definition 1.3.9 A sequence of n-dimensional random vectors {ηi }∞i=1 defined on
a nonlinear expectation space (�,H,E) is said to converge in distribution (or
converge in law) under E if for each ϕ ∈ Cb.Lip(R

n), the sequence {E[ϕ(ηi )]}∞i=1
converges.

The following result is easy to check.

Proposition 1.3.10 Let {ηi }∞i=1 converge in law in the above sense. Then themapping
F[·] : Cb.Lip(R

n) �→ R defined by

F[ϕ] := lim
i→∞E[ϕ(ηi )] for ϕ ∈ Cb.Lip(R

n)

is a sublinear expectation defined on (Rn,Cb.Lip(R
n)).

The following notion of independence plays a key role in the nonlinear expectation
theory.

Definition 1.3.11 In a nonlinear expectation space (�,H,E), a random vector Y ∈
Hn is said to be independent of another random vector X ∈ Hm under E if for
each test function ϕ ∈ Cb.Lip(R

m+n) we have

E[ϕ(X,Y )] = E[E[ϕ(x,Y )]x=X ].

Remark 1.3.12 Note that the space Cb.Lip(R
m+n) can be replaced by Cl.Lip(R

m+n)

due to the assumptions on H . This is left as an exercise.

Remark 1.3.13 The situation “Y is independent of X” often appears when Y occurs
after X , thus a robust expectation should take the information of X into account.

Remark 1.3.14 In a sublinear expectation space (�,H,E), Y is independent of X
means that the uncertainty of distributions {FY (θ, ·) : θ ∈ �} of Y does not change
after each realization of X = x . In other words, the “conditional sublinear expecta-
tion” of Y with respect to X is E[ϕ(x,Y )]x=X . In the case of linear expectation, this
notion of independence is just the classical one.

It is important to observe that, under a nonlinear expectation, Y is independent of
X does not in general imply that X is independent of Y . An illustration follows.

Example 1.3.15 Weconsider a casewhereE is a sublinear expectation and X,Y ∈ H
are identically distributed with E[X ] = E[−X ] = 0 and σ 2 = E[X2] > σ 2 =
−E[−X2]. We also assume that E[|X |] > 0, thus E[X+] = 1

2E[|X | + X ] =
1
2E[|X |] > 0. In the case of Y independent of X , we have
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E[XY 2] = E[X+σ 2 − X−σ 2] = (σ 2 − σ 2)E[X+] > 0.

This contradicts the relation
E[XY 2] = 0,

which is true if X is independent of Y .

The independence property of two random vectors X,Y involves only the “joint
distribution” of (X, Y ). The following result tells us how to construct random vectors
with given “marginal distributions” and with a specific direction of independence.

Definition 1.3.16 Let (�i ,Hi ,Ei ), i = 1, 2 be two sublinear (resp. nonlinear)
expectation spaces. We denote

H1 ⊗ H2 := {Z(ω1, ω2) = ϕ(X (ω1),Y (ω2)) : (ω1, ω2) ∈ �1 × �2,

X ∈ Hm
1 , Y ∈ Hn

2 , ϕ ∈ Cl.Lip(R
m+n), m, n = 1, 2, · · · , }

and, for each random variable of the above form Z(ω1, ω2) = ϕ(X (ω1),Y (ω2)),

(E1 ⊗ E2)[Z ] := E1[ϕ̄(X)],where ϕ̄(x) := E2[ϕ(x,Y )], x ∈ R
m .

It is easy to check that the triplet (�1 × �2,H1 ⊗ H2,E1 ⊗ E2) forms a sublinear
(resp. nonlinear) expectation space. We call it the product space of sublinear (resp.
nonlinear) expectation spaces (�1,H1, E1) and (�2,H2, E2). In this way, we can
define the product space

(
n∏

i=1

�i ,

n⊗

i=1

Hi ,

n⊗

i=1

Ei

)

of given sublinear (resp. nonlinear) expectation spaces (�i ,Hi ,Ei ), i = 1, 2, · · · , n.
In particular, when (�i ,Hi ,Ei ) = (�1,H1, E1) we have the product space of the
form (�n

1,H⊗n
1 , E⊗n

1 ).

Let X, X̄ be two n-dimensional random vectors on a sublinear (resp. nonlinear)

expectation space (�,H,E). X̄ is called an independent copy of X if X̄
d= X and

X̄ is independent of X .
The following property is easy to check.

Proposition 1.3.17 Let Xi be an ni -dimensional random vector on sublinear (resp.
nonlinear) expectation space (�i ,Hi ,Ei ) for i = 1, · · · , n, respectively. We denote

Yi (ω1, · · · , ωn) := Xi (ωi ), i = 1, · · · , n.

Then Yi , i = 1, · · · , n are random vectors on (
∏n

i=1 �i ,
⊗n

i=1 Hi ,
⊗n

i=1 Ei ). More-

over we have Yi
d= Xi and Yi+1 is independent of (Y1, · · · ,Yi ), for each i =

1, 2, · · · , n − 1.
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Furthermore, if (�i ,Hi ,Ei ) = (�1,H1, E1) and Xi
d= X1 for all i , then we also

have Yi
d= Y1. In this case Yi is said to be an independent copy of Y1 for i = 2, · · · , n.

Remark 1.3.18 In the above construction the integer n can also be infinity. In this
case each random variable X ∈ ⊗∞

i=1 Hi belongs to (
∏k

i=1 �i ,
⊗k

i=1 Hi ,
⊗k

i=1 Ei )

for some positive integer k < ∞ and, for this X , we have

∞⊗

i=1

Ei [X ] :=
k⊗

i=1

Ei [X ].

In a sublinear expectation space we have:

Example 1.3.19 We consider a situation where two random variables X and Y inH
are identically distributed and their common distribution is

FX [ϕ] = FY [ϕ] = sup
θ∈�

∫

R

ϕ(y)F(θ, dy)for ϕ ∈ Cl.Lip(R),

where for each θ ∈ �, {F(θ, A)}A∈B(R) is a probability measure on (R,B(R)). In
this case, “Y is independent of X” means that the joint distribution of X and Y is

FX,Y [ψ] = sup
θ1∈�

∫

R

[

sup
θ2∈�

∫

R

ψ(x, y)F(θ2, dy)

]

F(θ1, dx) for ψ ∈ Cl.Lip(R
2).

1.4 Completion of Sublinear Expectation Spaces

Let (�,H,E) be a sublinear expectation space. Then we have the following useful
inequalities.

We recall the well-known classical inequalities.

Lemma 1.4.1 For r > 0 and 1 < p, q < ∞ with 1
p + 1

q = 1, we have

|a + b|r ≤ max{1, 2r−1}(|a|r + |b|r ) for a, b ∈ R; (1.4.1)

|ab| ≤ |a|p
p

+ |b|q
q

, (Young’s inequality). (1.4.2)

Proposition 1.4.2 For each X,Y ∈ H , we have

E[|X + Y |r ] ≤ max{1, 2r−1}(E[|X |r ] + E[|Y |r ]), for r > 0; (1.4.3)

E[|XY |] ≤ (E[|X |p])1/p · (E[|Y |q ])1/q , for 1 < p, q < ∞,
1

p
+ 1

q
= 1;
(1.4.4)
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(E[|X + Y |p])1/p ≤ (E[|X |p])1/p + (E[|Y |p])1/p, for p > 1. (1.4.5)

In particular, for 1 ≤ p < p′, we have the Lyapnov inequality:

(E[|X |p])1/p ≤ (E[|X |p′ ])1/p′
.

Proof The inequality (1.4.3) follows from (1.4.1).
For the case E[|X |p] · E[|Y |q ] > 0, we set

ξ = X

(E[|X |p])1/p , η = Y

(E[|Y |q ])1/q .

By (1.4.2) we have

E[|ξη|] ≤ E[ |ξ |p
p

+ |η|q
q

] ≤ E[ |ξ |p
p

] + E[ |η|q
q

]

= 1

p
+ 1

q
= 1.

Thus (1.4.4) follows.
For the case E[|X |p] · E[|Y |q ] = 0,we consider E[|X |p] + ε and E[|Y |q ] + ε for

ε > 0. Applying the above method and letting ε → 0, we get (1.4.4).
We now prove (1.4.5). We only consider the case E[|X + Y |p] > 0.

E[|X + Y |p] = E[|X + Y | · |X + Y |p−1]
≤ E[|X | · |X + Y |p−1] + E[|Y | · |X + Y |p−1]
≤ (E[|X |p])1/p · (E[|X + Y |(p−1)q ])1/q
+ (E[|Y |p])1/p · (E[|X + Y |(p−1)q ])1/q .

Since (p − 1)q = p, we obtain (1.4.5).
By (1.4.4), it is easy to deduce that (E[|X |p])1/p ≤ (E[|X |p′ ])1/p′

for
1 ≤ p < p′. �

For each fixed p ≥ 1, we observe that H p
0 = {X ∈ H , E[|X |p] = 0} is a linear

subspace ofH . TakingH p
0 as our null space, we introduce the quotient spaceH/H p

0 .
Observe that, for every {X} ∈ H/H p

0 with a representation X ∈ H , we can define an
expectation E[{X}] := E[X ] which is still a sublinear expectation. We set ‖X‖p :=
(E[|X |p]) 1

p . By Proposition1.4.2, ‖·‖p defines a Banach norm onH/H p
0 .We extend

H/H p
0 to its completion Ĥp under this norm, then (Ĥp, ‖·‖p) is a Banach space. In

particular, when p = 1, we denote it by (Ĥ, ‖·‖).
For each X ∈ H , the mappings

X+(ω) : H �→ H and X−(ω) : H �→ H
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satisfy

|X+ − Y+| ≤ |X − Y | and |X− − Y−| = |(−X)+ − (−Y )+| ≤ |X − Y |.

Thus they are both contraction mappings under ‖·‖p and can be continuously

extended to the Banach space (Ĥp, ‖·‖p).
We can define the partial order “≥” in this Banach space.

Definition 1.4.3 An element X in (Ĥ, ‖·‖) is said to be nonnegative, or X ≥ 0,
0 ≤ X , if X = X+. We also write X ≥ Y , or Y ≤ X , if X − Y ≥ 0.

It is easy to check that X ≥ Y and Y ≥ X imply X = Y on (Ĥp, ‖·‖p).
For each X,Y ∈ H , note that

|E[X ] − E[Y ]| ≤ E[|X − Y |] ≤ ||X − Y ||p.

We discuss below further properties of sublinear expectations.

Definition 1.4.4 The sublinear expectation E[·] can be continuously extended to
(Ĥp, ‖·‖p), on which it is still a sublinear expectation. We still denote it by

(�, Ĥp,E).
Let (�,H,E1) be a nonlinear expectation spac1e. We say that E1 is dominated

by E, or E dominates E1, if

E1[X ] − E1[Y ] ≤ E[X − Y ] for X,Y ∈ H .

From this we can easily deduce that |E1[X ] − E1[Y ]| ≤ E[|X − Y |], thus the non-
linear expectation E1[·] can be continuously extended to (Ĥp, ‖·‖p), on which it is

still a nonlinear expectation. We still denote it by (�, Ĥp,E1).

Remark 1.4.5 It is important to note that X1, · · · , Xn ∈ Ĥ does not imply in general
that ϕ(X1, · · · , Xn) ∈ Ĥ for each ϕ ∈ Cl.Lip(R

n). Thus, when we talk about the

notions of distributions, independence and product spaces on (�, Ĥ,E), the space
Cb.Lip(R

n) cannot be replaced by Cl.Lip(R
n).

Remark 1.4.6 If the linear spaceH just satisfies that |X | ∈ H if X∈H and ϕ(X)∈H
for each X ∈ Hn , ϕ ∈ Cb.Lip(R

n), we could also get the Banach space (Ĥ, ‖·‖1).

1.5 Examples of i.i.d Sequences Under Uncertainty
of Probabilities

We give three typical examples of i.i.d sequence under sublinear expectations.

Example 1.5.1 (Nonlinear version of Bernoulli random sequence) In an urn there
are totally b1 black balls and w1 white balls such that b1 + w1 = 100. But what
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I know about the number b1 is only b1 ∈ [μ,μ] with a pair of fixed and known
number 0 < μ < μ < 100. Now we are allowed to completely randomly mix and
then choose a ball from the urn, then get 1 dollar if the chosen ball is black, and −1
dollar if it is white. Our gain ξ1 for this game is a random number

ξ1(ω) = 1{ black ball } − 1{ white ball }.

Now we repeat this game, but after each time i the random number ξi is output and
a new game begins, the number of the balls bi+1 can be changed by our counterpart
within the fixed range [μ,μ] without informing us. What we can do is, again, to
sufficiently mixed the 100 balls in the urn, then completely randomly choose a ball
and thus get the random variable ξi+1. In this way a random sequence {ξi }∞i=1 is then
produced from this game.

Now at the starting time i = 0, if we sell a contract ϕ(ξi ) based on the i th output
ξi , then, in considering the worst case scenario, the robust expectation is

Ê[ϕ(ξi )] = Ê[ϕ(ξ1)] = max
p∈[μ,μ][pϕ(1) + (1 − p)ϕ(−1)], i = 1, 2, · · · ,

It is clear that Ê[ϕ(ξi )] = Ê[ϕ(ξ j )] for each i, j = 1, 2, · · · . Namely the sequence is
identically distributed. We can also check that ξi+1 is independent from (ξ1, · · · , ξi ).
In general, if a path-dependent loss function is X (ω) = ϕ(ξ1, . . . , ξi ), then the robust
expected loss is:

Ê[X ] = Ê[ϕ(ξ1, . . . , ξi , ξi+1)] = Ê[Ê[ϕ(x1, . . . , xi , ξi+1)]{ξ j=x j ,1≤ j≤i}].

This sequence is a typical Bernoulli random sequence under uncertainty of proba-
bilities, which is a more realistic simulation of of real world uncertainty.

Example 1.5.2 Let us consider another Bernoulli random sequence in which, at each
time i , there are bi black balls,wi white balls and yi yellow balls in the urn, satisfying
bi = wi , bi + wi + yi = 100 and bi ∈ [μ,μ]. Here the bounds 0 < μ < μ < 50 are
known and fixed. The game is repeated similarly as for the last one with the following
random output ξi at time i :

ξi (ω) = 1{ black ball } − 1{ white ball }.

Namely, ξ = 0 if a yellow ball is chosen at the time i . We then have a different i.i.d
sequence {ξi }∞i=1:

Ê[ξi ] = −Ê[−ξi ] = 0.

We call this type of Bernoulli sequence under uncertainty a symmetric sequence.

Example 1.5.3 A very general situation is to replace the above urn to a generator
of random vectors. At each time i this generator, follows a probability distribution
Fθ (x), outputs a random vector ξi completely randomly. But the rule is that there
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is a given subset {Fθ }θ∈� of probability distributions and, we do not know which
one is chosen. Moreover, at the next time i + 1, this generator can follow another
completely different distribution Fθ ′ from the subset {Fθ }θ∈�. Similarly as in the first
example, {ξi }∞i=1 constitutes an i.i.d. sequence of random vectors with distribution
uncertainty. We have

Ê[ϕ(ξi )] = max
θ∈�

∫

Rd

ϕ(x)Fθ (dx).

1.6 Relation with Coherent Measures of Risk

Let the pair (�,H) be such that � is a set of scenarios andH is the collection of all
possible risk positions in a financial market.

If X ∈ H , then for each constant c, X ∨ c, X ∧ c are all inH . One typical example
in finance is that X is the tomorrow’s price of a stock. In this case, any European call
or put options with strike price K of the forms (S − K )+, (K − S)+, are inH .

A risk supervisor is responsible for taking a rule to tell traders, securities compa-
nies, banks or other institutions under his supervision, which kind of risk positions
is unacceptable and thus a minimum amount of risk capitals should be deposited
in order to make the positions acceptable. The collection of acceptable positions is
defined by

A = {X ∈ H : X is acceptable}.

This set has meaningful properties in economy.

Definition 1.6.1 A set A is called a coherent acceptable set if it satisfies:
(i) Monotonicity:

X ∈ A, Y ≥ X imply Y ∈ A.

(ii) 0 ∈ A but −1 /∈ A.
(iii) Positive homogeneity:

X ∈ A implies λX ∈ A for λ ≥ 0.

(iv) Convexity:

X,Y ∈ A implyαX + (1 − α)Y ∈ A for α ∈ [0, 1].

Remark 1.6.2 Properties (iii) and (iv) imply
(v) Sublinearity:

X,Y ∈ A ⇒ μX + νY ∈ A for constants μ, ν ≥ 0.
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Remark 1.6.3 If the set A only satisfies (i), (ii) and (iv), then A is called a convex
acceptable set.

In this section we mainly study the coherent case. Once the rule of the accept-
able set is fixed, the minimum requirement of risk deposit is then automatically
determined.

Definition 1.6.4 Given a coherent acceptable setA, the functional ρ(·) defined by

ρ(X) = ρA(X) := inf{m ∈ R : m + X ∈ A}, X ∈ H

is called the coherent risk measure related to A.

It is easy to see that
ρ(X + ρ(X)) = 0.

Proposition 1.6.5 A coherent risk measure ρ(·) satisfies the following four proper-
ties:

(i)Monotonicity: If X ≥ Y , then ρ(X) ≤ ρ(Y ).
(ii) Constant preserving: ρ(1) = −ρ(−1) = −1.
(iii) Sub-additivity: For each X,Y ∈ H , ρ(X + Y ) ≤ ρ(X) + ρ(Y ).

(iv) Positive homogeneity: ρ(λX) = λρ(X)for λ ≥ 0.

Proof (i) and (ii) are obvious.
We now prove (iii). Indeed,

ρ(X + Y ) = inf{m ∈ R : m + (X + Y ) ∈ A}
= inf{m + n : m, n ∈ R, (m + X) + (n + Y ) ∈ A}
≤ inf{m ∈ R : m + X ∈ A} + inf{n ∈ R : n + Y ∈ A}
=ρ(X) + ρ(Y ).

The case λ = 0 for (iv) is trivial; when λ > 0,

ρ(λX) = inf{m ∈ R : m + λX ∈ A}
= λ inf{n ∈ R : n + X ∈ A} = λρ(X),

where n = m/λ. �

Obviously, if E is a sublinear expectation, we define ρ(X) := E[−X ], then ρ

is a coherent risk measure. Conversely, if ρ is a coherent risk measure, we define
E[X ] := ρ(−X), then E is a sublinear expectation.
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1.7 Exercises

Exercise 1.7.1 Prove that a functional E is sublinear if and only if it satisfies con-
vexity and positive homogeneity.

Exercise 1.7.2 Suppose that all elements inH are bounded. Prove that the strongest
sublinear expectation on H is

E
∞[X ] := X∗ = sup

ω∈�

X (ω).

Namely, all other sublinear expectations are dominated by E∞[·].
Exercise 1.7.3 Suppose that the sublinear expectation E is given by

E[X ] = max
θ∈�

Eθ [X ],∀X ∈ H,

where Eθ is a family of linear expectations. Prove that E[X ] = E[−X ] = 0 if and
only if Eθ [X ] = 0 for each θ ∈ �.

Exercise 1.7.4 Suppose that L∞(�,F ) is the collection of all bounded random
variables on ameasurable space (�,F ). Given a finitely additive probabilitymeasure
Q on (�,F ), define

EQ[X ] :=
N∑

i=1

xi Q(Ai ), for all X ∈ L
∞
0 (�,F ).

Here L∞
0 (�,F ) is the collection of all random variables X of the form

X (ω) =
N∑

i=1

xi1Ai (ω), xi ∈ R, Ai ∈ F , i = 1, · · · , N .

Show that:

(i) EQ : L∞
0 (�,F ) �→ R is a linear expectation.

(ii) EQ is continuous under the norm ‖·‖∞ and it can be extended from L
∞
0 (�,F )

to a linear continuous functional on L∞(�,F ).

Furthermore, suppose that E : L∞(�,F ) �→ R is a linear expectation. Prove that
there exists a finitely additive probability measure Q on (�,F ) such that E = EQ .

Exercise 1.7.5 Suppose X,Y ∈ Hd and Y is an independent copy of X . Prove that,
for each a ∈ R and b ∈ R

d , a + 〈b,Y 〉 is an independent copy of a + 〈b, X〉.
Exercise 1.7.6 Prove that the space Cl.Lip(R

m+n) can be replaced by the space
Cb.Lip(R

m+n) in Definition1.3.11.
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Exercise 1.7.7 Let (�,H,E) be a sublinear expectation space and Xi be in H,

i = 1, 2, 3, 4.

(i) Suppose that X2 is independent of X1 and X3 is independent of (X1, X2). Prove
that (X2, X3) is independent of X1.

(ii) Suppose that X1
d= X2 and X3

d= X4. Prove that if X3 is independent of X1 and

X4 is independent of X2, then X1 + X3
d= X2 + X4.

Exercise 1.7.8 Suppose that E is a linear expectation on (�,H) and X,Y ∈ H .
Show that X is independent of Y if and only if Y is independent of X .

Exercise 1.7.9 Let X and Y be two non-constant random variables in a sublinear
expectation space (�,H,E) and satisfy E[X ] �= −E[−X ]. Suppose that X is inde-
pendent of Y and Y is independent of X . Show that:

(i) E[(ϕ(Y ) − E[ϕ(Y )])+] = 0 for each ϕ ∈ Cb.Lip(R).
(ii) there exists a closed subset B of R such that

E[(φ(Y )] = sup
y∈B

φ(y), for all φ ∈ Cb.Lip(R).

Exercise 1.7.10 Prove that the inequalities (1.4.3), (1.4.4), (1.4.5) still hold for
(�, Ĥ,E).

Exercise 1.7.11 Suppose that X ∈ Ĥp satisfies limλ→∞ E[(|X |p − λ)+] = 0. Prove

that ϕ(X) ∈ Ĥp for each ϕ ∈ C(R) satisfying |ϕ(x)| ≤ C(1 + |x |p).
Exercise 1.7.12 Suppose that X ∈ Ĥ is bounded. Prove that XY ∈ Ĥ , for each
Y ∈ Ĥ satisfying that limλ→∞ E[(|Y | − λ)+] = 0.

Exercise 1.7.13 Suppose that {Xn}∞n=1 converges to X and {Yn}∞n=1 converges to Y
under ‖·‖p for p ≥ 1.

(i) Prove that if Yn
d= Xn for each n, then Y

d= X .
(ii) Prove that if Yn is independent of Xn for each n, then Y is independent from X .

Exercise 1.7.14 Let ρ(·) be a coherent risk measure. We define

Aρ := {X ∈ H : ρ(X) ≤ 0}.

Prove that Aρ is a coherent acceptable set.
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Notes and Comments

The sublinear expectation is also called the upper expectation (see Huber [88] in
robust statistics), or the upper prevision in the theory of imprecise probabilities
(see Walley [172] and a rich literature provided in the Notes of this book). To our
knowledge, the Representation Theorem1.2.1 was firstly obtained in [88] for the
case where � is a finite set, and this theorem was rediscovered independently by
Heath Artzner, Delbaen, Eber and Heath [3] and then by Delbaen [45] for a general
�. A typical dynamic nonlinear expectation is the so-called g–expectation (small
g), which was introduced in the the years of 90s, see e.g., [130] in the framework of
backward stochastic differential equations. For the further development of this theory
and it’s applications, readers are referred to Briand et al. [20], Chen [26], Chen and
Epstein [28], Chen et al. [29], Chen and Peng [30, 31], Coquet et al. [35, 36], Jiang
[96], Jiang and Chen [97, 98], Peng [132, 135], Peng and Xu [148] and Rosazza-
Gianin [152]. It seems that the notions of distributions and independence under
nonlinear expectations are new. We believe that these notions are perfectly adapted
for the further development of dynamic nonlinear expectations. For other types of
the related notions of distributions and independence under nonlinear expectations or
non-additive probabilities, we refer to the Notes of the book [172] and the references
listed in Marinacci [115], Maccheroni and Marinacci [116]. Coherent risk measures
can also be regarded as sublinear expectations defined on the space of risk positions
in financial market. This notion was firstly introduced in [3]. Readers can also be
referred to the well-known book of Föllmer and Schied [69] for the systematical
presentation of coherent risk measures and convex risk measures. For the dynamic
risk measure in continuous time, see [135] or [152], Barrieu and El Karoui [10] using
g-expectations. The notion of super-hedging and super pricing (see El Karoui and
Quenez [57] and El Karoui, Peng and Quenez [58]) are also closely related to this
formulation.



Chapter 2
Law of Large Numbers and Central
Limit Theorem Under Probability
Uncertainty

In this chapter, we first introduce two types of fundamentally important distributions,
namely, maximal distribution and a new type of nonlinear normal distribution—G-
normal distribution in the theory of sublinear expectations. The former corresponds to
constants and the latter corresponds to normal distribution in the classical probability
theory. We then present the law of large numbers (LLN) and central limit theorem
(CLT) under sublinear expectations. It is worth pointing out that the limit in LLN is
a maximal distribution and the limit in CLT is a G-normal distribution.

2.1 Some Basic Results of Parabolic Partial Differential
Equations

We recall some basic results from parabolic partial differential equations (PDEs),
defined on the time-space [0, T ] × R

d , of the following type:

∂t u(t, x) − G(Du(t, x), D2u(t, x)) = 0, t ∈ (0, T ), (2.1.1)

u(0, x) = ϕ(x) for x ∈ R
d , (2.1.2)

where D := (∂xi )
d
i=1, D

2 := (∂2
xi x j

)di, j=1 and G : Rd × S(d) �→ R, ϕ ∈ C(Rd) are
given functions.

Let Q be a subset of [0,∞) × R
d . We denote by C(Q) all continuous functions

u defined on Q, in the relative topology on Q, with a finite norm

‖u‖C(Q) = sup
(t,x)∈Q

|u(t, x)|.

Given α, β ∈ (0, 1), let Cα,β(Q) be the set of functions in C(Q) such that following
norm is finite:
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‖u‖Cα,β (Q) = ‖u‖C(Q) + sup
(t,x),(s,y)∈Q,(t,x)�=(s,y)

|u(t, x) − u(t, y)|
|s − t |α + |x − y|β .

We also introduce the norms

‖u‖C1,1(Q) =‖u‖C(Q) + ‖∂t u‖C(Q) +
d∑

i=1

‖∂xi u‖C(Q),

‖u‖C1,2(Q) =‖u‖C1,1(Q) +
d∑

i, j=1

‖∂xi x j u‖C(Q),

and

‖u‖C1+α,1+β (Q) =‖u‖Cα,β (Q) + ‖∂t u‖Cα,β (Q) +
d∑

i=1

‖∂xi u‖Cα,β (Q),

‖u‖C1+α,2+β (Q) =‖u‖C1+α,1+β (Q) +
d∑

i, j=1

‖∂xi x j u‖Cα,β (Q).

The corresponding subspaces of C(Q) in which the correspondent derivatives exist
and the above norms are finite are denoted respectively by

C1,1(Q), C1,2(Q), C1+α,1+β(Q) and C1+α,2+β(Q).

We always suppose that the given function G : Rd × S(d) �→ R is continuous
and satisfies the following degenerate ellipticity condition:

G(p, A) ≤ G(p, A′) whenever A ≤ A′. (2.1.3)

In many situations, we assume that G is a sublinear function, i.e., it satisfies

G(p, A) − G(p′, A′) ≤ G(p − p′, A − A′), for all p, p′ ∈ R
d , A, A′ ∈ S(d).

(2.1.4)
and

G(αp, αA) = αG(p, A), for all α ≥ 0, p ∈ R
d , A ∈ S(d). (2.1.5)

Sometimes we need the following strong ellipticity condition: there exists a constant
λ > 0 such that

G(p, A) − G(p, Ā) ≥ λtr[A − Ā], for all p ∈ R
d , A, A′ ∈ S(d) (2.1.6)
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Definition 2.1.1 Aviscosity subsolution of (2.1.1) defined on (0, T ) × R
d , is a func-

tion u ∈ USC((0, T ) × R
d) such that for all (t, x) ∈ (0, T ) × R

d , φ ∈ C2((0, T ) ×
R

d) with u(t, x) = φ(t, x) and u < φ on (0, T ) × R
d\(t, x), we have

∂tφ(t, x) − G(Dφ(t, x), D2φ(t, x)) ≤ 0.

Likewise, a viscosity supersolution of (2.1.1) defined on (0, T ) × R
d is a function

v ∈ LSC((0, T ) × R
d) such that for all (t, x) ∈ (0, T ) × R

d , φ ∈ C2((0, T ) × R
d)

with u(t, x) = φ(t, x) and u > φ on (0, T ) × R
d\(t, x), we have

∂tφ(t, x) − G(Dφ(t, x), D2φ(t, x)) ≥ 0.

A viscosity solution of (2.1.1) defined on (0, T ) × R
d is a function which is

simultaneously a viscosity subsolution and a viscosity supersolution of (2.1.1) on
(0, T ) × R

d .

Theorem 2.1.2 Suppose (2.1.3), (2.1.4) and (2.1.5) hold. Then for any ϕ ∈ Cl.Lip

(Rd), there exists a unique u ∈ C([0,∞) × R
d), bounded by

|u(t, x) − u(t, x̄)| ≤ C(1 + |x |k + |x̄ |k)(|x − x̄ |) (2.1.7)

and
|u(t, x) − u(t + s, x)| ≤ C(1 + |x |k)(|s| + |s|1/2), (2.1.8)

and satisfying initial condition (2.1.2) such that, u is a viscosity solution of the
PDE (2.1.1) on (0, T ) × R

d for each T > 0. Moreover, setting uϕ(t, x) = u(t, x)
to indicate its dependence of the initial condition u(0, ·) = ϕ(·), we have, for each
(t, x) ∈ [0,∞) × R

d ,

uϕ(t, x) ≤ uψ(t, x), if ϕ ≤ ψ; (2.1.9)

uc(t, x) ≡ c, for each constant c; (2.1.10)

uαϕ(t, x) = αuϕ(t, x), for all constant α ≥ 0; (2.1.11)

uϕ(t, x) − uψ(t, x) ≤ uϕ−ψ(t, x), for each ϕ,ψ ∈ Cb(R
d). (2.1.12)

If moreover, the strong ellipticity condition (2.1.6) holds and the initial condition ϕ

is uniformly bounded, then for each 0 < κ < T , there is a number α ∈ (0, 1) such
that u ∈ C1+α/2,2+α([κ, T ] × R

d), namely,

‖u‖u∈C1+α/2,2+α([κ,T ]×Rd ) < ∞. (2.1.13)

Proof The proofs of (2.1.7)–(2.1.12) are provided in Appendix C, TheoremsC.2.5,
C.2.6, C.2.8 and C.3.4. The property of smoothness (2.1.13) is due to Krylov (see
Appendix C, Theorem C.4.5 for details). �
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Remark 2.1.3 It is easy to check that, if u ∈ C1,2(0, T ), then u is a viscosity solution
of (2.1.1)–(2.1.2) if and only if u satisfies

∂t u(t, x) − G(Du(t, x), D2u(t, x)) = 0, for each t ∈ (0, T ), x ∈ R
d .

In this book we will mainly use the notion of viscosity solution to describe the
solution of this PDE. For reader’s convenience, we give a systematic introduction
of the notion of viscosity solution and its related properties used in this book (see
AppendixC, Sect.C1–C3). It is worth to mention here that for G satisfying strongly
elliptic condition (2.1.6), the viscosity solution of the PDE (2.1.1) with initial con-
dition (2.1.2) becomes a classical C1,2-solution. Readers without knowledge of vis-
cosity solutions can simply understand solutions of this PDE in the classical sense.

2.2 Maximal Distribution and G-Normal Distribution

Let us define a special type of very simple distributions which are frequently used in
practice, known as “worst case risk measure”.

Definition 2.2.1 (maximal distribution) A d-dimensional random vector η =
(η1, · · · , ηd) on a sublinear expectation space (�,H,E) is called maximally dis-
tributed if there exists a bounded, closed and convex subset � ⊂ R

d such that

E[ϕ(η)] = max
y∈�

ϕ(y), ϕ ∈ Cl.Lip(R
d).

Remark 2.2.2 Here � gives the degree of uncertainty of η. It is easy to check that
this maximally distributed random vector η satisfies the relation

aη + bη̄
d= (a + b)η for a, b ≥ 0,

where η̄ is an independent copy of η. We will see later that in fact this relation
characterizes a maximal distribution. Maximal distribution is also called “worst case
risk measure” in finance.

Remark 2.2.3 When d = 1wehave� = [μ,μ], whereμ = E[η] andμ = −E[−η].
The distribution of η is

Fη[ϕ] = E[ϕ(η)] = sup
μ≤y≤μ̄

ϕ(y) for ϕ ∈ Cl.Lip(R).

Recall a well-known classical characterization: X
d= N (0, ) if and only if

aX + bX̄
d=

√
a2 + b2X for a, b ≥ 0, (2.2.1)
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where X̄ is an independent copy of X . The covariance matrix  is defined by  =
E[XXT ]. We will see that, within the framework of sublinear distributions, this
normal distribution is just a special type of normal distributions. Let us consider
the so-calledG-normal distribution in probability model under uncertainty situation.
The existence, uniqueness and characterization will be given later.

Definition 2.2.4 (G-normal distribution) We say that a d-dimensional random vec-
tor X = (X1, · · · , Xd) on a sublinear expectation space (�,H,E) is called (cen-
tered) G-normally distributed if

aX + bX̄
d=

√
a2 + b2X for a, b ≥ 0,

where X̄ is an independent copy of X .

Remark 2.2.5 Noting that, for G-normally distributed X , E[X + X̄ ] = 2E[X ] and
E[X + X̄ ] = E[√2X ] = √

2E[X ], we then have E[X ] = 0. Similarly, we can prove
that E[−X ] = 0. Therefore such X has no mean-uncertainty.

The following property is easy to be proved by the definition.

Proposition 2.2.6 Let X beG-normally distributed. Then for each A ∈ R
m×d , AX is

alsoG-normally distributed. In particular, for eacha ∈ R
d , 〈a, X〉 is a1-dimensional

G-normally distributed random variable. The converse is not true in general (see
Exercise2.5.1).

We denote by S(d) the collection of all d × d symmetric matrices. Let X be G-
normally distributed and η be maximally distributed d-dimensional random vectors
on (�,H,E). The following function is basically important to characterize their
distributions:

G(p, A) := E
[
1
2 〈AX, X〉 + 〈p, η〉] , (p, A) ∈ R

d × S(d). (2.2.2)

It is easy to check that G is a sublinear function, monotone in A ∈ S(d) in the
following sense: for each p, p̄ ∈ R

d and A, Ā ∈ S(d)

⎧
⎨

⎩

G(p + p̄, A + Ā) ≤ G(p, A) + G( p̄, Ā),

G(λp, λA) = λG(p, A), ∀λ ≥ 0,
G(p, A) ≤ G(p, Ā), if A ≤ Ā.

(2.2.3)

Clearly, G is also a continuous function. By Theorem1.2.1 in Chap.1, there exists a
bounded and closed subset � ⊂ R

d × R
d×d such that

G(p, A) = sup
(q,Q)∈�

[
1
2 tr[AQQT ] + 〈p, q〉] for (p, A) ∈ R

d × S(d). (2.2.4)

In Sects. 1.1–2.1 some main properties of such special type of parabolic PDE are
provided in Theorem2.1.2.

We have the following result, which will be proved in the next section.
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Proposition 2.2.7 Let G : Rd × S(d) �→ R be a given sublinear and continuous
function, monotone in A ∈ S(d) in the sense of (2.2.3). Then there exists a G-
normally distributed d-dimensional random vector X and a maximally distributed
d-dimensional random vector η on some sublinear expectation space (�,H,E)

satisfying (2.2.2) and

(aX + bX̄ , a2η + b2η̄)
d= (

√
a2 + b2X, (a2 + b2)η), for a, b ≥ 0, (2.2.5)

where (X̄ , η̄) is an independent copy of (X, η).

Definition 2.2.8 The pair (X, η) satisfying (2.2.5) is called G-distributed associ-
ated to the function G given in (2.2.2).

Remark 2.2.9 In fact, if the pair (X, η) satisfies (2.2.5), then

aX + bX̄
d=

√
a2 + b2X, aη + bη̄

d= (a + b)η for a, b ≥ 0.

Thus X is G-normally distributed and η is maximally distributed.

The above pair (X, η) is characterized by the following parabolic partial differ-
ential equation (PDE for short) defined on [0,∞) × R

d × R
d :

∂t u − G(Dyu, D2
xu) = 0, (2.2.6)

with Cauchy condition u|t=0 = ϕ, where G : Rd × S(d) �→ R is defined by (2.2.2)
and D2

xu = (∂2
xi x j

u)di, j=1, Dxu = (∂xi u)di=1. The PDE (2.2.6) is called a G-equation.

Proposition 2.2.10 Assume that the pair (X, η) satisfies (2.2.5). For any given func-
tion ϕ ∈ Cl.Lip(R

d × R
d), we define

u(t, x, y) := E[ϕ(x + √
t X, y + tη)], (t, x, y) ∈ [0,∞) × R

d × R
d .

Then we have

u(t + s, x, y) = E[u(t, x + √
sX, y + sη)], s ≥ 0. (2.2.7)

We also have the estimates: for each T > 0, there exist constants C, k > 0 such that,
for all t, s ∈ [0, T ] and x, x̄, y, ȳ ∈ R

d ,

|u(t, x, y) − u(t, x̄, ȳ)| ≤ C(1 + |x |k + |x̄ |k + |y|k + |ȳ|k)(|x − x̄ | + |y − ȳ|)
(2.2.8)

and
|u(t, x, y) − u(t + s, x, y)| ≤ C(1 + |x |k + |y|k)(s + |s|1/2). (2.2.9)

Moreover, u is the unique viscosity solution, continuous in the sense of (2.2.8) and
(2.2.9), of the PDE (2.2.6).
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Proof Since ϕ ∈ Cl.Lip(R
n), we can find some constants C,C1 and k so that

u(t, x, y) − u(t, x̄, ȳ) = E[ϕ(x + √
t X, y + tη)] − E[ϕ(x̄ + √

t X, ȳ + tη)]
≤ E[ϕ(x + √

t X, y + tη) − ϕ(x̄ + √
t X, ȳ + tη)]

≤ E[C1(1 + |X |k + |η|k + |x |k + |y|k + |x̄ |k + |ȳ|k)]
× (|x − x̄ | + |y − ȳ|)

≤ C(1 + |x |k + |y|k + |x̄ |k + |ȳ|k)(|x − x̄ | + |y − ȳ|).

This is (2.2.8).
Let (X̄ , η̄) be an independent copy of (X, η). By (2.2.5),

u(t + s, x, y) = E[ϕ(x + √
t + sX, y + (t + s)η)]

= E[ϕ(x + √
sX + √

t X̄ , y + sη + t η̄)]
= E[E[ϕ(x + √

sx̃ + √
t X̄ , y + s ỹ + t η̄)](̃x ,̃y)=(X,η)]

= E[u(t, x + √
sX, y + sη)],

we thus obtain (2.2.7). From this and (2.2.8) it follows that

u(t + s, x, y) − u(t, x, y) = E[u(t, x + √
sX, y + sη) − u(t, x, y)]

≤ E[C1(1 + |x |k + |y|k + |X |k + |η|k)(√s|X | + s|η|)],

thus we conclude (2.2.9).
Now, for a fixed (t, x, y) ∈ (0,∞) × R

d × R
d , let ψ ∈ C2,3

l.Lip([0,∞) × R
d ×

R
d) be such that ψ ≥ u and ψ(t, x, y) = u(t, x, y). By ( 2.2.7) and Taylor’s expan-

sion, it follows that, for δ ∈ (0, t),

0 ≤ E[ψ(t − δ, x + √
δX, y + δη) − ψ(t, x, y)]

≤ C̄(1 + |x |m + |y|m)(δ3/2 + δ2) − ∂tψ(t, x, y)δ

+ E[〈Dxψ(t, x, y), X〉 √
δ + 〈

Dyψ(t, x, y), η
〉
δ + 1

2

〈
D2

xψ(t, x, y)X, X
〉
δ]

= −∂tψ(t, x, y)δ + E[〈Dyψ(t, x, y), η
〉 + 1

2

〈
D2

xψ(t, x, y)X, X
〉]δ

+ C̄(1 + |x |m + |y|m)(δ3/2 + δ2)

= −∂tψ(t, x, y)δ + δG(Dyψ, D2
xψ)(t, x, y) + C̄(1 + |x |m + |y|m)(δ3/2 + δ2),

where the constants C̄ and m depend on ψ . Consequently, it is easy to check that

[∂tψ − G(Dyψ, D2
xψ)](t, x, y) ≤ 0.

Thus u is a viscosity subsolution of (2.2.6). Similarlywe can prove that u is a viscosity
supersolution of (2.2.6). �
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Remark 2.2.11 Note that in Proposition2.2.10, we assume for convenience that, all
moments of (X, η) exist. In fact, this condition can be weakened, see Exercise2.5.4.

Corollary 2.2.12 If both (X, η) and (X̄ , η̄) satisfy (2.2.5) with the same G, i.e.,

G(p, A) = E

[
1
2 〈AX, X〉 + 〈p, η〉

]
= E

[
1
2

〈
AX̄ , X̄

〉 + 〈p, η̄〉
]

for (p, A) ∈ R
d × S(d),

then (X, η)
d= (X̄ , η̄). In particular, X

d= −X.

Proof For each ϕ ∈ Cl.Lip(R
d × R

d), we set

u(t, x, y) := E[ϕ(x + √
t X, y + tη)],

ū(t, x, y) := E[ϕ(x + √
t X̄ , y + t η̄)], (t, x, y) ∈ [0,∞) × R

d × R
d .

By Proposition2.2.10, both u and ū are viscosity solutions of the G-equation (2.2.6)
with the same Cauchy condition u|t=0 = ū|t=0 = ϕ. It follows from the uniqueness
of the viscosity solution that u ≡ ū. In particular,

E[ϕ(X, η)] = E[ϕ(X̄ , η̄)].

Thus (X, η)
d= (X̄ , η̄). �

Corollary 2.2.13 Let (X, η) satisfy (2.2.5). For each ϕ ∈ Cl.Lip(R
d) we define

v(t, x) := E[ϕ(x + √
t X + tη)], (t, x) ∈ [0,∞) × R

d . (2.2.10)

Then v is the unique viscosity solution of the following parabolic PDE:

∂t v − G(Dxv, D
2
x v) = 0, v|t=0 = ϕ. (2.2.11)

Moreover,wehave v(t, x + y) ≡ u(t, x, y), where u is the solution of thePDE (2.2.6)
with initial condition u(t, x, y)|t=0 = ϕ(x + y).

Example 2.2.14 Let X be G-normally distributed. The distribution of X is charac-
terized by the function

u(t, x) = E[ϕ(x + √
t X)], ϕ ∈ Cl.Lip(R

d).

In particular, E[ϕ(X)] = u(1, 0), where u is the solution of the following parabolic
PDE defined on [0,∞) × R

d :

∂t u − G(D2u) = 0, u|t=0 = ϕ, (2.2.12)

where G = GX (A) : S(d) �→ R is defined by
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G(A) := 1
2E[〈AX, X〉], A ∈ S(d).

The parabolic PDE (2.2.12) is called a G-heat equation.
It is easy to check that G is a sublinear function defined on S(d). By Theorem

1.2.1 in Chap.1, there exists a bounded, convex and closed subset � ⊂ S(d) such
that

1
2E[〈AX, X〉] = G(A) = 1

2 sup
Q∈�

tr[AQ], A ∈ S(d). (2.2.13)

Since G(A) is monotone: G(A1) ≥ G(A2), for A1 ≥ A2, it follows that

� ⊂ S+(d) = {θ ∈ S(d) : θ ≥ 0} = {
BBT : B ∈ R

d×d
}
.

Here R
d×d is the set of all d × d matrices. If � is a singleton: � = {Q}, then

X is classical zero-mean normally distributed with covariance Q. In general, �

characterizes the covariance uncertainty of X . We denote X
d= N ({0} × �) (Recall

Eq. (2.2.4), we can set (q, Q) ∈ {0} × �).

When d = 1, we have X
d= N ({0} × [σ 2, σ 2]) (We also denote by X

d=
N (0, [σ 2, σ 2])), where σ 2 = E[X2] and σ 2 = −E[−X2]. The correspondingG-heat
Eq. (2.2.12) becomes

∂t u − 1
2 (σ

2(∂2
xxu)+ − σ 2(∂2

xxu)−) = 0, u|t=0 = ϕ. (2.2.14)

In the case σ 2 > 0, this equation is also called the Barenblatt equation.

In the following two typical situations, the calculation of E[ϕ(X)] is quite easy.

Proposition 2.2.15 Let X
d= N ({0} × [σ 2, σ 2]). Then, for each convex (resp. con-

cave) function ϕ in Cl.Lip(R), we have

E[ϕ(X)] = 1√
2πσ 2

∫ ∞

−∞
ϕ(y) exp

(
− y2

2σ 2

)
dy, (2.2.15)

(resp. 1√
2πσ 2

∫ ∞

−∞
ϕ(y) exp

(
− y2

2σ 2

)
dy).

Proof We only consider the non-trivial case of σ 2 > 0. It is easy to check that

u(t, x) := 1√
2πσ 2t

∫ ∞

−∞
ϕ(x + y) exp

(
− y2

2σ 2t

)
dy

is the unique smooth solution of the following classical linear heat equation

∂t u(t, x) = σ 2

2
∂2
xxu(t, x), (t, x) ∈ (0,∞) × R,
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with limt→0 u(t, x) = ϕ(x). It is also easy to check that, if ϕ is a convex func-
tion, then u(t, x) is also a convex function in x , thus ∂xxu(t, x) ≥ 0. Consequently,
u is also the unique smooth solution of the G-heat Eq. (2.2.14). We then have
u(t, x) = E[ϕ(x + √

t X)] and thus (2.2.15) holds. The proof for the concave case is
similar. �
Example 2.2.16 Let η be maximally distributed. The distribution of η is character-
ized by the solutions of the following parabolic PDEs defined on [0,∞) × R

d :

∂t u − gη(Du) = 0, u|t=0 = ϕ, (2.2.16)

where gη(p) : Rd �→ R is defined by

gη(p) := E[〈p, η〉], p ∈ R
d .

It is easy to check that gη is a sublinear function defined onRd . By Theorem1.2.1
in Chap.1, there exists a bounded, convex and closed subset �̄ ⊂ Rd such that

gη(p) = sup
q∈�̄

〈p, q〉 , p ∈ R
d . (2.2.17)

By this characterization, we can prove that the distribution of η is given by

F̂η[ϕ] = E[ϕ(η)] = sup
v∈�̄

ϕ(v) = sup
v∈�̄

∫

Rd

ϕ(x)δv(dx), ϕ ∈ Cl.Lip(R
d), (2.2.18)

where δv is the Dirac measure centered at v. This means that the maximal distribution
with the uncertainty subset of probabilities as Dirac measures concentrated at all v ∈
�̄. We denote η

d= N (�̄ × {0}) (Recall Eq. (2.2.4), we can set (q, Q) ∈ �̄ × {0}).
In particular, for d = 1,

gη(p) := E[pη] = μ̄p+ − μp−, p ∈ R,

where μ̄ = E[η] andμ = −Ê[−η]. The distribution of η is given by (2.2.18). Some-

times we also denote η
d= N ([μ, μ̄] × {0}).

2.3 Existence of G-Distributed Random Variables

In this section, we give the proof of the existence of G-distributed random variables,
namely, the proof of Proposition2.2.7.

Let G : Rd × S(d) �→ R be a given sublinear function, monotone in A ∈ S(d) in
the sense of (2.2.3).We now construct a pair of d-dimensional random vectors (X, η)

on some sublinear expectation space (�,H,E) satisfying (2.2.2) and (2.2.5).
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For each ϕ ∈ Cl.Lip(R
2d), let u = uϕ be the unique viscosity solution of the G-

equation (2.2.6) with uϕ|t=0 = ϕ. We take �̃ = R
2d , H̃ = Cl.Lip(R

2d) and ω̃ =
(x, y) ∈ R

2d . The corresponding sublinear expectation Ẽ[·] is defined by Ẽ[ξ ] =
uϕ(1, 0, 0), for each ξ ∈ H̃ of the form ξ(ω̃) = (ϕ(x, y))(x,y)∈R2d ∈ Cl.Lip(R

2d). The
monotonicity and sub-additivity of uϕ with respect to ϕ are provided in (2.1.9)–
(2.1.12) of Theorem1.1.2 in Chap. 1. The property of constant preserving of Ẽ[·] are
easy to check. Thus the functional Ẽ[·] : H̃ �→ R forms a sublinear expectation.

We now consider a pair of d-dimensional random vectors (X̃ , η̃)(ω̃) = (x, y). We
have

Ẽ[ϕ(X̃ , η̃)] = uϕ(1, 0, 0) for ϕ ∈ Cl.Lip(R
2d).

In particular, just setting ϕ0(x, y) = 1
2 〈Ax, x〉 + 〈p, y〉, we can check that

uϕ0(t, x, y) = G(p, A)t + 1

2
〈Ax, x〉 + 〈p, y〉 .

We thus have

Ẽ
[
1
2

〈
AX̃ , X̃

〉 + 〈p, η̃〉] = uϕ0(1, 0, 0) = G(p, A), (p, A) ∈ R
d × S(d).

We construct a product space

(�,H,E) = (�̃ × �̃, H̃ ⊗ H̃, Ẽ ⊗ Ẽ),

and introduce two pairs of random vectors

(X, η)(ω̃1, ω̃2) = ω̃1, (X̄ , η̄)(ω̃1, ω̃2) = ω̃2, (ω̃1, ω̃2) ∈ �̃ × �̃.

By Proposition1.3.17 in Chap,1, (X̄ , η̄) is an independent copy of (X, η).
We now prove that the distribution of (X, η) satisfies condition (2.2.5). For each

ϕ ∈ Cl.Lip(R
2d) and for each fixed λ > 0, (x̄, ȳ) ∈ R

2d , since the function v defined
by v(t, x, y) := uϕ(λt, x̄ + √

λx, ȳ + λy) solves exactly the same Eq. (2.2.6), with
Cauchy condition

v(t, ·, ·)|t=0 = ϕ(x̄ + √
λ × ·, ȳ + λ × ·),

we have
E[ϕ(x̄ + √

λX, ȳ + λη)] = v(1, 0, 0) = uϕ(λ, x̄, ȳ).

By the definition of E, for each t > 0 and s > 0,

E[ϕ(
√
t X + √

s X̄ , tη + sη̄)] = E[E[ϕ(
√
t x + √

s X̄ , t y + sη̄)](x,y)=(X,η)]
= E[uϕ(s,

√
t X, tη)] = uu

ϕ(s,·,·)(t, 0, 0)
= uϕ(t + s, 0, 0)
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= E[ϕ(
√
t + sX, (t + s)η)].

This means that (
√
t X + √

s X̄ , tη + sη̄)
d= (

√
t + sX, (t + s)η). Thus the distribu-

tion of (X, η) satisfies condition (2.2.5).

Remark 2.3.1 From now on, when we mention the sublinear expectation space
(�,H,E), we suppose that there exists a pair of randomvectors (X, η) on (�,H,E)

such that (X, η) is G-distributed.

2.4 Law of Large Numbers and Central Limit Theorem

In this section we present two most important results in the limit theory of nonlinear
expectations: the law of large numbers and central limit theorem.

For the universality of theory, in the sequel we always assume that the space of
random variables H is a linear space such that |X | ∈ H if X ∈ H and ϕ(X) ∈ H
for each X ∈ Hn , ϕ ∈ Cb.Lip(R

n). In fact, the condition that all moments of random
variables exist is not necessary for our results.

Theorem 2.4.1 (Law of large numbers) Let {Yi }∞i=1 be a sequence of Rd -valued

random variables on (�,H,E). We assume that Yi+1
d= Yi and Yi+1 is independent

from {Y1, · · · ,Yi } for each i = 1, 2, · · · . We assume further the following uniform
integrability condition:

lim
λ→+∞E[(|Y1| − λ)+] = 0. (2.4.1)

Then the sequence { 1n (Y1 + · · · + Yn)}∞n=1 converges in law to amaximal distribution,
i.e.,

lim
n→∞E

[
ϕ
(
1
n

(
Y1 + · · · + Yn

)] = max
θ∈�̄

ϕ(θ), (2.4.2)

for all functions ϕ ∈ C(Rd) satisfying linear growth condition, i.e., |ϕ(x)| ≤ C(1 +
|x |), where �̄ is the (unique) bounded, closed and convex subset of Rd satisfying

max
θ∈�̄

〈p, θ〉 = E[〈p,Y1〉], p ∈ R
d .

Remark 2.4.2 Note that in general ϕ(Y1) is in the completion space Ĥ , see Exer-
cise1.7.11 in Chap. 1.

The convergence result (2.4.2) means that the sequence { 1n
∑n

i=1 Yi } converges in
law to a d-dimensional maximal distributed random vector η and the corresponding
sublinear function g : Rd �→ R is defined by

g(p) := E[〈p,Y1〉], p ∈ R
d .
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Remark 2.4.3 When d = 1, the sequence { 1n
∑n

i=1 Yi } converges in law to N ([μ, μ̄]
× {0}), where μ̄ = E[Y1] and μ = −E[−Y1]. In the general case, the averaged sum
1
n

∑n
i=1 Yi converges in law to N (�̄ × {0}), where �̄ ⊂ R

d is the bounded, convex
and closed subset defined in Example2.2.16. If we take in particularϕ(y) = d�̄(y) =
inf{|x − y| : x ∈ �̄}, then by (2.4.2) we have the following generalized law of large
numbers:

lim
n→∞E

[
d�̄( 1n (Y1 + · · · + Yn)

]
= sup

θ∈�̄

d�̄(θ) = 0. (2.4.3)

If Yi has no mean-uncertainty, or in other words, �̄ is a singleton: �̄ = {θ0}, then
(2.4.3) becomes

lim
n→∞E

[
| 1n (Y1 + · · · + Yn) − θ0|

]
= 0.

The above LLN can be directly obtained from a more general limit theorem,
namely, Theorem2.4.7, which also contain the following central limit theorem (CLT)
as a special case.

Theorem 2.4.4 (Central limit theoremwith zero-mean)Let {Xi }∞i=1 be a sequence of
R

d -valued random variables on a sublinear expectation space (�,H,E). We assume

that Xi+1
d= Xi and Xi+1 is independent from {X1, · · · , Xi } for each i = 1, 2, · · · .

We further assume that E[X1] = E[−X1] = 0 and

lim
λ→+∞E[(|X1|2 − λ)+] = 0. (2.4.4)

Then the sequence { 1√
n
(X1 + · · · + Xn)}∞n=1 converges in law to X:

lim
n→∞E

[
ϕ
(

1√
n
(X1 + · · · + Xn)

)]
= E[ϕ(X)],

for all functions ϕ ∈ C(Rd) with linear growth condition, where X is a G-normally
distributed random vector and the corresponding sublinear function G : S(d) �→ R

is defined by
G(A) := E

[
1
2 〈AX1, X1〉

]
, A ∈ S(d).

Remark 2.4.5 A sufficient condition for (2.4.1) (resp. (2.4.4)) is

E[|Xi |2+δ] < ∞ (resp. E[|Yi |1+δ] < ∞) (2.4.5)

for some δ > 0.

Remark 2.4.6 When d = 1, the sequence { 1√
n
(X1 + · · · + Xn)}∞n=1 converges in law

to N ({0} × [σ 2, σ 2]), where σ 2 = E[X2
1] and σ 2 = −E[−X2

1]. In particular, if σ 2 =
σ 2, we have the classical central limit theorem.
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In this section we will prove our main theorem that nontrivially generalizes the
above LLN and CLT.

Theorem 2.4.7 (Central limit theorem with law of large numbers) Let {(Xi ,Yi )}∞i=1
be a sequence of Rd × R

d -valued random vectors on a sublinear expectation space

(�,H,E). We assume that (Xi+1,Yi+1)
d= (Xi ,Yi ) and (Xi+1,Yi+1) is independent

from (X1,Y1), · · · , (Xi ,Yi ) for each i = 1, 2, · · · . We further assume that E[X1] =
E[−X1] = 0 and

lim
λ→+∞E[(|X1|2 − λ)+] = 0, lim

λ→+∞E[(|Y1| − λ)+] = 0. (2.4.6)

Then the sequence {∑n
i=1(

Xi√
n

+ Yi
n )}∞n=1 converges in law to X + η, i.e.,

lim
n→∞E

[
ϕ
( n∑

i=1

(
Xi√
n

+ Yi
n

))]
= E[ϕ(X + η)], (2.4.7)

for all functions ϕ ∈ C(Rd) with a linear growth condition, where the pair of
random vectors (X, η) is G-distributed. The corresponding sublinear function
G : Rd × S(d) �→ R is defined by

G(p, A) := E

[
〈p,Y1〉 + 1

2 〈AX1, X1〉
]
, A ∈ S(d), p ∈ R

d .

Thus the limit E[ϕ(X + η)] equals to u(1, 0), where u is the solution of the PDE
(2.2.11) in Corollary2.2.13.

The following result can be immediately obtained from the above central limit
theorem.

Theorem 2.4.8 We make the same assumptions as in Theorem2.4.7. Then for each
function ϕ ∈ C(Rd × R

d) satisfying linear growth condition, we have

lim
n→∞E

[
ϕ
( n∑

i=1

Xi√
n
,

n∑

i=1

Yi
n

)]
= E[ϕ(X, η)].

Proof It is easy to prove Theorem2.4.7 by Theorem2.4.8. To prove Theorem2.4.8
from Theorem2.4.7, it suffices to define a pair of 2d-dimensional random vectors

X̄i = (Xi , 0), Ȳi = (0,Yi ) for i = 1, 2, · · · .
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We have

lim
n→∞E

[
ϕ
( n∑

i=1

Xi√
n
,

n∑

i=1

Yi
n

)]
= lim

n→∞E

[
ϕ
( n∑

i=1

(
X̄i√
n

+ Ȳi
n

))]
= E[ϕ(X̄ + η̄)]

= E[ϕ(X, η)]

with X̄ = (X, 0) and η̄ = (0, η). �

The following result is a direct consequence of Theorem2.4.8.

Corollary 2.4.9 Given a fixed ϕ ∈ C(Rd × R
d) satisfying a linear growth condi-

tion, we make the same assumptions as in Theorem2.4.7. If there exists a sequence
of Rd × R

d -valued random vectors
{
(X̄i , Ȳi )

}∞
i=1 on a sublinear expectation space

(�̄,H̄, Ē) such that

Ē

[
ϕ
( n∑

i=1

X̄i√
n
,

n∑

i=1

Ȳi
n

)]
= E

[
ϕ
( n∑

i=1

Xi√
n
,

n∑

i=1

Yi
n

)]

for each n ≥ 1, then

lim
n→∞E

[
ϕ
( n∑

i=1

X̄i√
n
,

n∑

i=1

Ȳi
n

)]
= E[ϕ(X, η)].

The following lemma tells us that the claim of Theorem2.4.7 holds in a non-
degenerate situation with test function ϕ ∈ Cb.Lip(R

d).

Lemma 2.4.10 We keep the same assumptions as in Theorem2.4.7. We further
assume that there exists a constant β > 0 such that, for each A, Ā ∈ S(d) with
A ≥ Ā, we have

E[〈AX1, X1〉] − E[〈 ĀX1, X1
〉] ≥ β tr[A − Ā], (2.4.8)

where tr[A] is the trace operator for A ∈ S(d). Then our main result (2.4.7) holds
for test function ϕ ∈ Cb.Lip(R

d).

Proof For a small but fixed h > 0, let V be the unique viscosity solution of

∂t V + G(DV, D2V ) = 0, (t, x) ∈ [0, 1 + h) × R
d , V |t=1+h = ϕ. (2.4.9)

Since (X, η) satisfies (2.2.5), we have

V (h, 0) = E[ϕ(X + η)], V (1 + h, x) = ϕ(x). (2.4.10)

Since (2.4.9) is a uniformly parabolic PDE andG is a convex function, by the interior
regularity of V (see (2.1.13) in Chap.1, or TheoremC.4.5 in Appendix C), we have
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‖V ‖C1+α/2,2+α([0,1]×Rd ) < ∞ for some α ∈ (0, 1). (2.4.11)

We set δ = 1
n and Sn0 = 0 and

S̄ni :=
i∑

k=1

(
Xk√
n

+ Yk
n

)
, i = 1, 2, · · · , n.

Then

V (1, S̄nn ) − V (0, 0) =
n−1∑

i=0

{V ((i + 1)δ, S̄ni+1) − V (iδ, S̄ni )}

=
n−1∑

i=0

{[V ((i + 1)δ, S̄ni+1) − V (iδ, S̄ni+1)] + [V (iδ, S̄ni+1) − V (iδ, S̄ni )]} =
n−1∑

i=0

{
I iδ + J iδ

}
.

Here we regroup the main terms of Taylor’s expansion of V (iδ + δ, S̄ni+1) − V (iδ,
S̄ni+1) and V (iδ, S̄ni+1) − V (iδ, S̄ni ) into

J iδ = ∂t V (iδ, S̄ni )δ +
〈
DV (iδ, S̄ni ), Xi+1

√
δ + Yi+1δ

〉
+ 1

2

〈
D2V (iδ, S̄ni )Xi+1, Xi+1

〉
δ.

Their residue terms are put into I iδ :

I iδ = δK 0,i
δ (ω) +

〈
K 1,i

δ , δYi+1

〉
+

〈
K 2,i

δ

√
δXi+1,

√
δXi+1

〉

with

K 0,i
δ (ω) =

∫ 1

0
[∂t V (iδ + αδ, S̄ni+1) − ∂t V (iδ, S̄ni )]dα,

K 1,i
δ (ω) =

∫ 1

0
[DV (iδ, S̄ni + Xi+1

√
δ + αYi+1δ) − DV (iδ, S̄ni )]dα,

K 2,i
δ (ω) =

∫ 1

0

∫ 1

0
[D2V (iδ, S̄i + αβXi+1

√
δ)β − D2V (iδ, S̄ni )]dαdβ.

It then follows from the estimate (2.4.11) that, for all i = 0, 1, · · · , n − 1 with n =
1, 2, · · · ,

|K j,i
δ (ω)| ≤ C, j = 0, 1, 2,

E[|K 0,i
δ |] ≤ CE[(1 + |Xi+1|α/2 + |Yi+1|α/2)]δα/2 = c0Cδα/2,

E[|K j,i
δ |] ≤ CE[(1 + |Xi+1|α + |Yi+1|α)]δα = c1Cδα, j = 1, 2,
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where C = ‖V ‖C1+α/2,α [0,1]×Rd , c0 = E[(1 + |X1|α/2 + |Y1|α/2)] and c1 = E[(1 + |
X1|α + |Y1|α)]. It follows from Condition (2.4.6) that, for each ε > 0 , we can find
a large enough number c such that CE[(|X1|2 − c)

+] + CE[(|Y1| − c)+] < ε/2,
and for this fixed c, we can find a sufficiently small δ0 > 0, such that c0Cδα/2 +
2cc1Cδα < ε/2, for all δ < δ0. It follows that E[|I iδ |]/δ → 0, as δ → 0, uniformly.
Therefore

∑n−1
i=0 E[|I iδ |] → 0 as n → ∞.

Observe that

E

[ n−1∑

i=0

J iδ
]

−
n−1∑

i=0

E

[
|I iδ |

]
≤ E

[
V (1, S̄nn )

] − V (0, 0) ≤ E

[ n−1∑

i=0

J iδ
]

+
n−1∑

i=0

E
[|I iδ |

]
.

(2.4.12)
Now let us prove that

E

[ n−1∑

i=0

J iδ
]

= 0.

Indeed, since

E

[ 〈
DV (iδ, S̄ni ), Xi+1

√
δ
〉 ]

= E

[
−

〈
DV (iδ, S̄ni ), Xi+1

√
δ
〉 ]

= 0,

we derive directly from the definition of the function G that

E[J iδ ] = E[∂t V (iδ, S̄ni ) + G(DV (iδ, S̄ni ), D
2V (iδ, S̄ni ))]δ.

Combining the above two equalities with ∂t V + G(DV, D2V ) = 0 and use the inde-
pendence of (Xi+1, Yi+1) from {(X1,Y1), · · · , (Xi ,Yi )}, we obtain

E

[ n−1∑

i=0

J iδ
]

= E

[ n−2∑

i=0

J iδ
]

= · · · = 0.

Thus (2.4.12) can be rewritten as

|E[V (1, S̄nn )] − V (0, 0)| ≤
n−1∑

i=0

E[|I iδ |].

As n → ∞, we have
lim
n→∞E[V (1, S̄nn )] = V (0, 0). (2.4.13)

On the other hand, for each t, t ′ ∈ [0, 1 + h] and x ∈ R
d , we have

|V (t, x) − V (t ′, x)| ≤ C(
√|t − t ′| + |t − t ′|).
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Thus |V (0, 0) − V (h, 0)| ≤ C (
√
h + h) and, by (2.4.13),

|E[V (1, S̄nn )] − E[ϕ(S̄nn )]| = |E[V (1, S̄nn )] − E[V (1 + h, S̄nn )]| ≤ C(
√
h + h).

It follows from (2.4.10) and (2.4.13) that

lim sup
n→∞

|E[ϕ(S̄nn )] − E[ϕ(X + η)]| ≤ 2C(
√
h + h).

Since h can be arbitrarily small, we have

lim
n→∞E[ϕ(S̄nn )] = E[ϕ(X + η)].

�

Remark 2.4.11 From the proof we can check that the main assumption of identical
distribution of {Xi ,Yi }∞i=1 can be weakened to

E

[
〈p,Yi 〉 + 1

2 〈AXi , Xi 〉
]

= G(p, A), i = 1, 2, · · · , p ∈ R
d , A ∈ S(d).

We are now in the position to give the proof of Theorem2.4.7.
Proof of Theorem2.4.7 In the case when the uniform ellipticity condition (2.4.8)
does not hold,wefirst introduce a perturbation to prove the above convergence forϕ ∈
Cb.Lip(R

d). According to Definition1.3.16 and Proposition1.3.17 in Chap. 1, we can
construct a sublinear expectation space (�̄, H̄, Ē) and a sequence of random vectors

{(X̄i , Ȳi , κ̄i )}∞i=1 such that, for each n = 1, 2, · · · , {(X̄i , Ȳi )}ni=1
d= {(Xi ,Yi )}ni=1 and

(X̄n+1, Ȳn+1, κ̄n+1) is independent from {(X̄i , Ȳi , κ̄i )}ni=1 and, moreover,

Ē[ψ(X̄i , Ȳi , κ̄i )] = (2π)−d/2
∫

Rd

E[ψ(Xi ,Yi , x)]e−|x |2/2dx for ψ ∈ Cb.Lip(R
3×d).

We then use the perturbation X̄ ε
i = X̄i + εκ̄i for a fixed ε > 0. It is easy to see that

the sequence {(X̄ ε
i , Ȳi )}∞i=1 satisfies all conditions in the above CLT, in particular,

Gε(p, A) := Ē

[
1
2

〈
AX̄ ε

1, X̄
ε
1

〉 + 〈
p, Ȳ1

〉 ] = G(p, A) + ε2

2 tr[A].

This function Gε is striongly elliptic. We then can apply Lemma2.4.10 to

S̄ε
n :=

n∑

i=1

(
X̄ ε
i√
n

+ Ȳi
n

)
=

n∑

i=1

(
X̄ i√
n

+ Ȳi
n

)
+ εJn, Jn =

n∑

i=1

κ̄i√
n

and obtain
lim
n→∞ Ē[ϕ(S̄ε

n)] = Ē[ϕ(X̄ + η̄ + εκ̄)],
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where ((X̄ , κ̄), (η̄, 0)) is Ḡ-distributed under Ē[·] and

Ḡ( p̄, Ā) := Ē

[
1
2

〈
Ā(X̄1, κ̄1)

T , (X̄1, κ̄1)
T
〉 + 〈

p̄, (Ȳ1, 0)
T
〉 ]

, Ā ∈ S(2d), p̄ ∈ R
2d .

By Proposition2.2.6, it is easy to prove that (X̄ + εκ̄, η̄) isGε-distributed and (X̄ , η̄)

is G-distributed. But we have

∣∣E[ϕ(S̄n)] − Ē[ϕ(S̄ε
n)]

∣∣ = ∣∣Ē[ϕ(S̄ε
n − εJn)] − Ē[ϕ(S̄ε

n)]
∣∣

≤ εCĒ[|Jn|] ≤ C ′ε

and similarly,

∣∣E[ϕ(X + η)] − Ē[ϕ(X̄ + η̄ + εκ̄)]∣∣ = ∣∣Ē[ϕ(X̄ + η̄)] − Ē[ϕ(X̄ + η̄ + εκ̄)]∣∣ ≤ Cε.

Since ε can be arbitrarily small, it follows that

lim
n→∞E[ϕ(S̄n)] = E[ϕ(X + η)] for all ϕ ∈ Cb.Lip(R

d).

On the other hand, it is easy to check that supn E[|S̄n|2] + E[|X + η|2] < ∞. We
then can apply the following lemma to prove that the above convergence holds for
ϕ∈ C(Rd) with linear growth condition. The proof is complete. �

Lemma 2.4.12 Let (�,H,E) and (�̃, H̃, Ẽ) be two sublinear expectation spaces
and let Yn ∈ H and Y ∈ H̃ , n = 1, 2, · · · , be given. We assume that, for a given p ≥
1, supn E[|Yn|p] + Ẽ[|Y |p] < ∞. If the convergence limn→∞ E[ϕ(Yn)] = Ẽ[ϕ(Y )]
holds for each ϕ ∈ Cb.Lip(R

d), then it also holds for all functions ϕ ∈ C(Rd) with
the growth condition |ϕ(x)| ≤ C(1 + |x |p−1).

Proof We first prove that the stated convergence holds for ϕ ∈ Cb(R
d) with a com-

pact support. In this case, for each ε > 0, we can find ϕ̄ ∈ Cb.Lip(R
d) such that

supx∈Rd |ϕ(x) − ϕ̄(x)| ≤ ε
2 . We have

|E[ϕ(Yn)] − Ẽ[ϕ(Y )]| ≤ |E[ϕ(Yn)] − E[ϕ̄(Yn)]| + |Ẽ[ϕ(Y )] − Ẽ[ϕ̄(Y )]|
+ |E[ϕ̄(Yn)] − Ẽ[ϕ̄(Y )]| ≤ ε + |E[ϕ̄(Yn)] − Ẽ[ϕ̄(Y )]|.

Thus lim supn→∞ |E[ϕ(Yn)] − Ẽ[ϕ(Y )]| ≤ ε. The convergence must hold since ε

can be arbitrarily small.
Now let ϕ be an arbitrary C(Rd)-function with growth condition |ϕ(x)| ≤ C(1 +

|x |p−1). For each N > 0 we can find ϕ1, ϕ2 ∈ C(Rd) such that ϕ = ϕ1 + ϕ2, where
ϕ1 has a compact support and ϕ2(x) = 0 for |x | ≤ N , and |ϕ2(x)| ≤ |ϕ(x)| for all x .
It is clear that

|ϕ2(x)| ≤ 2C(1 + |x |p)
N

for x ∈ R
d .
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Thus

|E[ϕ(Yn)] − Ẽ[ϕ(Y )]| = |E[ϕ1(Yn) + ϕ2(Yn)] − Ẽ[ϕ1(Y ) + ϕ2(Y )]|
≤ |E[ϕ1(Yn)] − Ẽ[ϕ1(Y )]| + E[|ϕ2(Yn)|] + Ẽ[|ϕ2(Y )|]
≤ |E[ϕ1(Yn)] − Ẽ[ϕ1(Y )]| + 2C

N
(2 + E[|Yn|p] + Ẽ[|Y |p])

≤ |E[ϕ1(Yn)] − Ẽ[ϕ1(Y )]| + C̄

N
,

where C̄ = 2C(2 + supn E[|Yn|p] + Ẽ[|Y |p]). We thus have lim supn→∞ |E[ϕ(Yn)]
− Ẽ[ϕ(Y )]| ≤ C̄

N . Since N can be arbitrarily large, E[ϕ(Yn)] must converge to
Ẽ[ϕ(Y )]. �

2.5 Exercises

Exercise 2.5.1 We consider X = (X1, X2), where X1
d= N ({0} × [σ 2, σ 2]) with

σ > σ , X2 is an independent copy of X1. Show that:

(i) For each a ∈ R
2, 〈a, X〉 is a 1-dimensionalG-normally distributed random vari-

able.
(ii) X is not G-normally distributed.

Exercise 2.5.2 Let X beG-normally distributed. For eachϕ ∈ Cl.Lip(R
d),wedefine

a function
u(t, x) := E[ϕ(x + √

t X)], (t, x) ∈ [0,∞) × R
d .

Show that u is the unique viscosity solution of the PDE (2.2.12) with u
∣∣
t=0 = ϕ.

Exercise 2.5.3 Let η be maximally distributed. For each ϕ ∈ Cl.Lip(R
d), we define

a function
u(t, y) := E[ϕ(y + tη)], (t, y) ∈ [0,∞) × R

d .

Show that u is the unique viscosity solution of the PDE (2.2.16) with Cauchy
condition u|t=0 = ϕ.

Exercise 2.5.4 Given a sublinear expectation space (�,H,E), whereH is a linear
space such that |X | ∈ H if X ∈ H and ϕ(X) ∈ H for each X ∈ Hn , ϕ ∈ Cb.Lip(R

n).
Suppose the random vector ξ ∈ Hd and satisfies the condition:

(i) |ξ |2 ∈ H and limλ→∞ E[(|ξ |2 − λ)+] = 0.
(ii) E[ϕ(aξ + bξ̄ )] = E[ϕ(

√
a2 + b2ξ)] for each a, b ≥ 0 and ϕ(x) ∈ Cb.Lip(R

d),
where ξ̄ is an independent copy of ξ .

Show that for each ψ(x) ∈ Cl.Lip(R
d):
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(1) ψ(ξ) ∈ Ĥ , where Ĥ is the completion space of H under the norm E[| · |].
(2) E[ψ(aξ + bξ̄ )] = E[ψ(

√
a2 + b2ξ)] for each a, b ≥ 0.

(Hint: use viscosity solution approach.)

Exercise 2.5.5 Prove that E[X3] > 0 and E[X4 − 3X2] > 0 for X
d= N ({0} × [σ 2,

σ 2]) with σ 2 < σ 2.

Exercise 2.5.6 Prove that

E[ϕ(X)] ≥ sup
σ≤σ≤σ

Eσ [ϕ(X)], for ϕ ∈ Cl,Lip(R).

where Eσ denotes the linear expectation corresponding to the classical normal dis-
tribution N (0, σ 2). An interesting problem is to prove that, if ϕ is neither convex nor
concave, the above inequality becomes strict.

Exercise 2.5.7 Let {Xi }∞i=1 be a sequence of i.i.d. random variables with E[X1] =
E[−X1] = 0 and E[|X1|q ] < ∞ for some q ≥ 2. Prove that for each 2 ≤ p ≤ q,

E[|X1 + · · · + Xn|p] ≤ Cpn
p/2,

where Cp is a constant depending on p.

Exercise 2.5.8 Let Xi ∈ H, i = 1, 2, · · · , be such that Xi+1 is independent from
{X1, · · · , Xi }, for each i = 1, 2, · · · . We further assume that

E[Xi ] = −E[−Xi ] = 0,

lim
i→∞E[X2

i ] = σ 2 < ∞, lim
i→∞ −E[−X2

i ] = σ 2,

E[|Xi |2+δ] ≤ M for some δ > 0 and a constant M.

Prove that the sequence {S̄n}∞n=1 defined by

S̄n = 1√
n

n∑

i=1

Xi

converges in law to X , i.e.,

lim
n→∞E[ϕ(S̄n)] = E[ϕ(X)] for ϕ ∈ Cb.li p(R),

where X
d= N ({0} × [σ 2, σ 2]).

In particular, if σ 2 = σ 2, it becomes a classical central limit theorem.
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Exercise 2.5.9 Let the d-dimensional random vector X be defined on a sublinear
expectation space (�,H,E). Suppose that

X + X̄
d= √

2X,

where X̄ is an independent copy of X . Prove that X is G-normally distributed.

Notes and Comments

The material of this chapter is mainly from [139, 140, 142] (see also in the Notes
[144] in which a stronger condition of the form

E[|X1|p] < ∞, E[|Y1|q ] < ∞, for a large p > 2 and q > 1

was in the place of the actual more general Condition (2.4.6). Condition (2.4.6) was
proposed in Zhang [180]. The actual proof is a minor technique modification of the
original one. We also mention that Chen considered strong laws of large numbers
for sublinear expectations in [27] .

The notion of G-normal distribution was firstly introduced for in [138] for 1-
dimen-sional case, and then in [141] for multi-dimensional case. In the classical
situation, it is known that a distribution satisfying relation (2.2.1) is stable (see Lévy
[107, 108]). In this sense,G-normal distribution, togetherwithmaximal-distribution,
are most typical stable distributions in the framework of sublinear expectations.

Marinacci [115] proposed different notions of distributions and independence via
capacity and the corresponding Choquet expectation to obtain a law of large numbers
and a central limit theorem for non-additive probabilities (see also Maccheroni and
Marinacci [116]). In fact, our results show that the limit in CLT, under uncertainty, is
a G-normal distribution in which the distribution uncertainty cannot be just a family
of classical normal distributions with different parameters (see Exercise2.5.5).

The notion of viscosity solutions plays a basic role in the definitions and prop-
erties of G-normal distribution and maximal distribution. This notion was initially
introduced by Crandall and Lions [38]. This is a fundamentally important notion
in the theory of nonlinear parabolic and elliptic PDEs. Readers are referred to
Crandall et al. [39] for rich references of the beautiful and powerful theory of viscos-
ity solutions. Regarding books on the theory of viscosity solutions and the related
HJB equations, see Barles [9], Fleming and Soner [66] as well as Yong and Zhou
[177].

We note that, in the casewhen the uniform ellipticity condition holds, the viscosity
solution (2.2.10) becomes a classicalC1+ α

2 ,2+α-solution (see the very profound result
of Krylov [105] and in Cabre and Caffarelli [24] andWang [171] ). In 1-dimensional
situation, when σ 2 > 0, the G-equation becomes the following Barenblatt equation:
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∂t u + γ |∂t u| = �u, |γ | < 1.

This equation was first introduced by Barenblatt [8] (see also Avellaneda et al. [6]).
The rate of convergence of LLN and CLT under sublinear expectation plays a

crucially important role in the statistical analysis for random data under uncertainty.
We refer to Fang et al. [63], and Song [166, 167], in which a nonlinear generalization
of Stein method, obtained by Hu et al. [83], is applied as a sharp tool to attack this
problem. A very recent important contribution to the convergence rate of G-CLT is
Krylov [106].

We also refer to Jin and Peng [99] for a design of unbiased optimal estimators, as
well as [149] for the construction of G-VaR.



Part II
Stochastic Analysis Under G-Expectations



Chapter 3
G-Brownian Motion and Itô’s Calculus

The aim of this chapter is to introduce the concept of G-Brownian motion, study
its properties and construct Itô’s integral with respect to G-Brownian motion. We
emphasize here that thisG-Brownianmotion Bt , t ≥ 0 is consistent with the classical
one. In fact once its mean uncertainty and variance uncertainty vanish, namely

Ê[B1] = −Ê[−B1] and Ê[B2
1 ] = −Ê[−B2

1 ],

then B becomes a classicalBrownianmotion. ThisG-Brownianmotion also has inde-
pendent and stable increments. G-Brownian motion has a very rich and interesting
new structure which non-trivially generalizes the classical one. Thus we can develop
the related stochastic calculus, especially Itô’s integrals and the related quadratic
variation process. A very interesting feature of the G-Brownian motion is that its
quadratic process also has independent increments which are identically distributed.
The corresponding G-Itô’s formula is also presented.

We emphasize that the above construction of G-Brownian motion and the estab-
lishment of the corresponding stochastic analysis of generalized Itô’s type, from
this chapter to Chap. 5, have been rigorously realized without firstly constructing a
probability space or its generalization, whereas its special situation of linear expec-
tation corresponds in fact to the classical Brownian motion under a Wiener probabil-
ity measure space. This is an important advantage of the expectation-based frame-
work. The corresponding path-wise analysis of G-Brownian motion functional will
be established in Chap. 6, after the introduction of the corresponding G-capacity.
We can see that all results obtained in this chapter to Chap.5 still hold true in G-
capacity surely analysis.

3.1 Brownian Motion on a Sublinear Expectation Space

Definition 3.1.1 Let (�,H, Ê) be a sublinear expectation space. (Xt )t≥0 is called a
d-dimensional stochastic process if for each t ≥ 0, Xt is a d-dimensional random
vector inH .

© Springer-Verlag GmbH Germany, part of Springer Nature 2019
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We now give the definition of Brownian motion on sublinear expectation space
(�,H, Ê).

Definition 3.1.2 A d-dimensional stochastic process (Bt )t≥0 on a sublinear expec-
tation space (�,H, Ê) is called a G-Brownian motion if the following properties
are satisfied:

(i) B0(ω)= 0;
(ii) For each t, s ≥ 0, Bt+s − Bt and Bs are identically distributed and Bt+s − Bt

is independent from (Bt1 , Bt2 , · · · , Btn ), for each n ∈ N and 0 ≤ t1 ≤ · · · ≤ tn ≤ t .
(iii) limt↓0 Ê[|Bt |3]t−1 = 0.
Moreover, if Ê[Bt ] = Ê[−Bt ] = 0, then (Bt )t≥0 is called a symmetric G-

Brownian motion.

In the sublinear expectation space, symmetric G-Brownianmotion is an important
case of Brownian motion. From now on up to Sect. 3.6, we will study its proper-
ties, which are needed in stochastic analysis of G-Brownian motion. The following
theorem gives a characterization of the symmetric Brownian motion.

Theorem 3.1.3 Let (Bt )t≥0 be a givenRd–valued symmetric G-Brownian motion on
a sublinear expectation (�,H, Ê). Then, for each fixed ϕ ∈ Cb.Lip(R

d), the function

u(t, x) := Ê[ϕ(x + Bt )], (t, x) ∈ [0,∞) × R
d

is the viscosity solution of the following parabolic PDE:

∂t u − G(D2u) = 0, u|t=0 = ϕ. (3.1.1)

where

G(A) = 1

2
Ê[〈AB1, B1〉], A ∈ S(d). (3.1.2)

In particular, B1 is G-normally distributed and Bt
d= √

t B1.

Proof We only need to prove that u is the viscosity solution. We first show that

Ê[〈ABt , Bt 〉] = 2G(A)t, A ∈ S(d).

For each given A ∈ S(d), we set b(t) =Ê[〈ABt , Bt 〉]. Then b(0) = 0 and |b(t)| ≤
|A|(Ê[|Bt |3])2/3 → 0 as t → 0. Note that Ê[Bt ] = Ê[−Bt ] = 0, we have for each
t, s ≥ 0,

b(t + s) = Ê[〈ABt+s, Bt+s〉] = Ê[〈A(Bt+s − Bs + Bs), Bt+s − Bs + Bs〉]
= Ê[〈A(Bt+s − Bs), (Bt+s − Bs)〉 + 〈ABs, Bs〉 + 2〈A(Bt+s − Bs), Bs〉]
= b(t) + b(s),
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thus b(t) = b(1)t =2G(A)t .
Then we show that u is Lipschitz in x and 1

2 -Hölder continuous in t . In fact, for
each fixed t , u(t, ·) ∈Cb.Lip(R

d) since

|u(t, x) − u(t, y)| = |Ê[ϕ(x + Bt )] − Ê[ϕ(y + Bt )]|
≤ Ê[|ϕ(x + Bt ) − ϕ(y + Bt )|]
≤ C |x − y|,

where C is the Lipschitz constant of ϕ.
For each δ ∈ [0, t], since Bt − Bδ is independent from Bδ , we also have

u(t, x) = Ê[ϕ(x + Bδ + (Bt − Bδ)]
= Ê[Ê[ϕ(y + (Bt − Bδ))]y=x+Bδ

],

hence
u(t, x) = Ê[u(t − δ, x + Bδ)]. (3.1.3)

Thus

|u(t, x) − u(t − δ, x)| = |Ê[u(t − δ, x + Bδ) − u(t − δ, x)]|
≤ Ê[|u(t − δ, x + Bδ) − u(t − δ, x)|]
≤ Ê[C |Bδ|] ≤ C

√
2G(I )

√
δ.

To show that u is a viscosity solution of (3.1.1), we fix (t, x) ∈ (0,∞) × R
d and let

v ∈ C2,3
b ([0,∞) × R

d) be such that v ≥ u and v(t, x) = u(t, x). From (3.1.3) we
have

v(t, x) = Ê[u(t − δ, x + Bδ)] ≤ Ê[v(t − δ, x + Bδ)].

Therefore by Taylor’s expansion,

0 ≤ Ê[v(t − δ, x + Bδ) − v(t, x)]
= Ê[v(t − δ, x + Bδ) − v(t, x + Bδ) + (v(t, x + Bδ) − v(t, x))]
= Ê[−∂t v(t, x)δ + 〈Dv(t, x), Bδ〉 + 1

2 〈D2v(t, x)Bδ, Bδ〉 + Iδ]
≤ −∂t v(t, x)δ + 1

2 Ê[〈D2v(t, x)Bδ, Bδ〉] + Ê[Iδ]
= −∂t v(t, x)δ + G(D2v(t, x))δ + Ê[Iδ],

where

Iδ =
∫ 1

0
−[∂t v(t − βδ, x + Bδ) − ∂t v(t, x)]δdβ
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+
∫ 1

0

∫ 1

0
〈(D2v(t, x + αβBδ) − D2v(t, x))Bδ, Bδ〉αdβdα.

In view of condition (iii) in Definition3.1.2, we can check that limδ↓0 δ−1
Ê[|Iδ|] = 0,

from which we get ∂t v(t, x) − G(D2v(t, x)) ≤ 0, hence u is a viscosity subsolution
of (3.1.1). We can analogously prove that u is a viscosity supersolution. Thus u is a
viscosity solution. �

For simplicity, symmetric Brownian motion is also called G-Brownian motion,
associated with the generator G given by (3.1.2).

Remark 3.1.4 We can prove that, for each t0 > 0, (Bt+t0 − Bt0)t≥0 is a G-Brownian
motion. For each λ > 0, (λ− 1

2 Bλt )t≥0 is also a symmetric G-Brownian motion. This
is the scaling property of G-Brownian motion, which is the same as that for the
classical Brownian motion.

In the rest of this book we will use the notation

Ba
t = 〈a, Bt 〉 for each a = (a1, · · · , ad)

T ∈ R
d .

By the above definition we have the following proposition which is important in
stochastic calculus.

Proposition 3.1.5 Let (Bt )t≥0 be a d-dimensional G-Brownian motion on a sub-
linear expectation space (�,H,E). Then (Ba

t )t≥0 is a 1-dimensional Ga-Brownian
motion for each a ∈Rd , where Ga(α) = 1

2 (σ
2
aaT α+ − σ 2

−aaT α−), σ 2
aaT = 2G(aaT ) =

Ê[〈a, B1〉2], σ 2
−aaT = −2G(−aaT ) = −Ê[−〈a, B1〉2].

In particular, for each t, s ≥ 0, Ba
t+s − Ba

t
d= N ({0} × [sσ 2

−aaT , sσ 2
aaT ]).

Proposition 3.1.6 For each convex function ϕ ∈ Cl.Lip(R) , we have

Ê[ϕ(Ba
t+s − Ba

t )] = 1
√
2πsσ 2

aaT

∫ ∞

−∞
ϕ(x) exp(− x2

2sσ 2
aaT

)dx .

For each concave function ϕ ∈ Cl.Lip(R) and σ 2
−aaT > 0, we have

Ê[ϕ(Ba
t+s − Ba

t )] = 1
√
2πsσ 2

−aaT

∫ ∞

−∞
ϕ(x) exp(− x2

2sσ 2
−aaT

)dx .

In particular, the following relations are true:

Ê[(Ba
t − Ba

s )2] = σ 2
aaT (t − s), Ê[(Ba

t − Ba
s )4] = 3σ 4

aaT (t − s)2,

Ê[−(Ba
t − Ba

s )2] = −σ 2
−aaT (t − s), Ê[−(Ba

t − Ba
s )4] = −3σ 4

−aaT (t − s)2.
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3.2 Existence of G-Brownian Motion

In the rest of this book, we use the notation � = Cd
0 (R+) for the space of all Rd–

valued continuous paths (ωt )t∈R+ , with ω0 = 0, equipped with the distance

ρ(ω(1), ω(2)) :=
∞∑

i=1

2−i [(max
t∈[0,i] |ω

(1)
t − ω

(2)
t |) ∧ 1], ω(1), ω(2) ∈ �.

For each fixed T ∈ [0,∞), we set �T := {ω·∧T : ω ∈ �}. We will consider the
canonical process Bt (ω) = ωt , t ∈ [0,∞), for ω ∈ �.

For each fixed T ∈ [0,∞), we set also

Lip(�T ) := {ϕ(Bt1∧T , · · · , Btn∧T ) : n ∈ N, t1, · · · , tn ∈ [0,∞), ϕ ∈ Cl.Lip(Rd×n) }.

It is clear that Lip(�t )⊆Lip(�T ), for t ≤ T . We set

Lip(�) :=
∞⋃

n=1

Lip(�n).

Remark 3.2.1 It is clear that Cl.Lip(R
d×n), Lip(�T ) and Lip(�) are vector lat-

tices. Moreover, note that ϕ,ψ ∈ Cl.Lip(R
d×n) implies ϕ · ψ ∈ Cl.Lip(R

d×n), then
X , Y ∈Lip(�T ) implies X · Y ∈Lip(�T ). In particular, for each t ∈ [0,∞), Bt ∈
Lip(�).

Let G(·) : S(d) → R be a given monotone and sublinear function. By Theo-
rem 1.2.1 in Chap. 1, there exists a bounded, convex and closed subset � ⊂ S+(d)

such that

G(A) = 1

2
sup
B∈�

(A, B) , A ∈ S(d).

By Sect. 2.3 in Chap. 2, we know that the G-normal distribution N ({0} × �) exists.
Let us construct a sublinear expectation on (�, Lip(�)) such that the canonical

process (Bt )t≥0 is a G-Brownian motion. For this, we first construct a sequence of
d-dimensional random vectors (ξi )

∞
i=1 on a sublinear expectation space (�̃, H̃, Ẽ)

such that ξi is G-normally distributed and ξi+1 is independent from (ξ1, · · · , ξi ) for
each i = 1, 2, · · · .

We now construct a sublinear expectation Ê defined on Lip(�) via the following
procedure: for each X ∈ Lip(�) with

X = ϕ(Bt1 − Bt0 , Bt2 − Bt1 , · · · , Btn − Btn−1)

for some ϕ ∈ Cl.Lip(R
d×n) and 0 = t0 < t1 < · · · < tn < ∞, we set

Ê[ϕ(Bt1 − Bt0 , Bt2 − Bt1 , · · · , Btn − Btn−1)] := Ẽ[ϕ(
√

t1 − t0ξ1, · · · ,
√

tn − tn−1ξn)].
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The related conditional expectation of X = ϕ(Bt1 , Bt2 − Bt1 , · · · , Btn − Btn−1) under
�t j is defined by

Ê[X |�t j ] = Ê[ϕ(Bt1 , Bt2 − Bt1 , · · · , Btn − Btn−1)|�t j ] := ψ(Bt1 , · · · , Bt j − Bt j−1),

where

ψ(x1, · · · , x j ) = Ẽ[ϕ(x1, · · · , x j ,
√

t j+1 − t jξ j+1, · · · ,
√

tn − tn−1ξn)].

Ê[·] consistently defines a sublinear expectation on Lip(�) and (Bt )t≥0 is a G-
Brownian motion. Since Lip(�T )⊆Lip(�), Ê[·] is also a sublinear expectation on
Lip(�T ).

Definition 3.2.2 The sublinear expectation Ê[·]: Lip(�) → R defined through the
above procedure is called a G–expectation. The corresponding canonical process
(Bt )t≥0 on the sublinear expectation space (�, Lip(�), Ê) is called a G–Brownian
motion.

In the rest of the book, when we talk about G–Brownian motion, we mean that
the canonical process (Bt )t≥0 is under G-expectation.

Proposition 3.2.3 We list the properties of Ê[·|�t ] that hold for each X, Y ∈Lip(�):

(i) If X ≥ Y , then Ê[X |�t ] ≥ Ê[Y |�t ].
(ii) Ê[η|�t ] = η, for each t ∈ [0,∞) and η ∈Lip(�t ).

(iii) Ê[X |�t ] − Ê[Y |�t ] ≤ Ê[X − Y |�t ].
(iv) Ê[ηX |�t ] = η+

Ê[X |�t ] + η−
Ê[−X |�t ], for each η ∈ Lip(�t ).

(v) Ê[Ê[X |�t ]|�s] = Ê[X |�t∧s], in particular, Ê[Ê[X |�t ]] = Ê[X ].
For each X ∈ Lip(�t ), Ê[X |�t ] = Ê[X ], where Lip(�t ) is the linear space of
random variables with the form

ϕ(Bt2 − Bt1 , Bt3 − Bt2 , · · · , Btn+1 − Btn ),

n = 1, 2, · · · , ϕ ∈ Cl.Lip(R
d×n), t1, · · · , tn, tn+1 ∈ [t,∞).

Remark 3.2.4 Properties (ii) and (iii) imply

Ê[X + η|�t ] = Ê[X |�t ] + η for η ∈ Lip(�t ).

We now consider the completion of sublinear expectation space (�, Lip(�), Ê).
For p ≥ 1, we denote by

L p
G(�) := { the completion of the space Lip(�) under the norm ‖X‖p := (Ê[|X |p])1/p}.

Similarly, we can define L p
G(�T ), L p

G(�t
T ) and L p

G(�t ). It is clear that for each
0 ≤ t ≤ T < ∞, L p

G(�t ) ⊆ L p
G(�T ) ⊆ L p

G(�).
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According to Sect. 1.4 in Chap. 1, Ê[·] can be continuously extended to a sublinear
expectation on (�, L1

G(�)) and still denoted by Ê[·]. We now consider the extension
of conditional expectations. For each fixed t ≤ T , the conditional G-expectation
Ê[·|�t ] : Lip(�T ) → Lip(�t ) is a continuous mapping under ‖·‖. Indeed, we have

Ê[X |�t ] − Ê[Y |�t ] ≤ Ê[X − Y |�t ] ≤ Ê[|X − Y ||�t ],

then
|Ê[X |�t ] − Ê[Y |�t ]| ≤ Ê[|X − Y ||�t ].

We thus obtain ∥∥∥Ê[X |�t ] − Ê[Y |�t ]
∥∥∥ ≤ ‖X − Y‖ .

It follows that Ê[·|�t ] can also be extended as a continuous mapping

Ê[·|�t ] : L1
G(�T ) → L1

G(�t ).

If the above T is not fixed, then we can obtain Ê[·|�t ] : L1
G(�) → L1

G(�t ).

Remark 3.2.5 Proposition3.2.3 also holds for X, Y ∈ L1
G(�). But in (iv), η ∈

L1
G(�t ) should be bounded, since X, Y ∈ L1

G(�) does not imply that X · Y ∈
L1

G(�).

In particular, we have the following independence property:

Ê[X |�t ] = Ê[X ], ∀X ∈ L1
G(�t ).

We give the following definition similar to the classical one:

Definition 3.2.6 An n-dimensional random vector Y ∈ (L1
G(�))n is said to be inde-

pendent from �t for some given t if for each ϕ ∈ Cb.Lip(R
n) we have

Ê[ϕ(Y )|�t ] = Ê[ϕ(Y )].

Remark 3.2.7 Just as in the classical situation, the increments of G–Brownian
motion (Bt+s − Bt )s≥0 are independent from �t , for each t ≥ 0.

Example 3.2.8 For each fixed a ∈Rd and for each 0 ≤ s ≤ t , we have

Ê[Ba
t − Ba

s |�s] = 0, Ê[−(Ba
t − Ba

s )|�s] = 0,

Ê[(Ba
t − Ba

s )2|�s] = σ 2
aaT (t − s), Ê[−(Ba

t − Ba
s )2|�s] = −σ 2

−aaT (t − s),

Ê[(Ba
t − Ba

s )4|�s] = 3σ 4
aaT (t − s)2, Ê[−(Ba

t − Ba
s )4|�s] = −3σ 4

−aaT (t − s)2,

where σ 2
aaT = 2G(aaT ) and σ 2

−aaT = −2G(−aaT ).
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The following property is very useful.

Proposition 3.2.9 Let X, Y ∈ L1
G(�) be such that Ê[Y |�t ] = −Ê[−Y |�t ], for

some t ∈ [0, T ]. Then we have

Ê[X + Y |�t ] = Ê[X |�t ] + Ê[Y |�t ].

In particular, if Ê[Y |�t ] = Ê[−Y |�t ] = 0, then Ê[X + Y |�t ] = Ê[X |�t ].
Proof This follows from the following two inequalities:

Ê[X + Y |�t ] ≤ Ê[X |�t ] + Ê[Y |�t ],
Ê[X + Y |�t ] ≥ Ê[X |�t ] − Ê[−Y |�t ] = Ê[X |�t ] + Ê[Y |�t ].

�

Example 3.2.10 For each a ∈Rd , 0 ≤ t ≤ T, X ∈ L1
G(�t ) and ϕ ∈ Cl.Lip(R), we

have

Ê[Xϕ(Ba
T − Ba

t )|�t ] = X+
Ê[ϕ(Ba

T − Ba
t )|�t ] + X−

Ê[−ϕ(Ba
T − Ba

t )|�t ]
= X+

Ê[ϕ(Ba
T − Ba

t )] + X−
Ê[−ϕ(Ba

T − Ba
t )].

In particular,

Ê[X (Ba
T − Ba

t )|�t ] = X+
Ê[(Ba

T − Ba
t )] + X−

Ê[−(Ba
T − Ba

t )] = 0.

This, together with Proposition3.2.9, yields

Ê[Y + X (Ba
T − Ba

t )|�t ] = Ê[Y |�t ], Y ∈ L1
G(�).

We also have

Ê[X (Ba
T − Ba

t )2|�t ] = X+
Ê[(Ba

T − Ba
t )2] + X−

Ê[−(Ba
T − Ba

t )2]
= [X+σ 2

aaT − X−σ 2
−aaT ](T − t).

For n ∈ N,

Ê[X (Ba
T − Ba

t )2n−1|�t ] = X+
Ê[(Ba

T − Ba
t )2n−1] + X−

Ê[−(Ba
T − Ba

t )2n−1]
= |X |Ê[(Ba

T −t )
2n−1].

Example 3.2.11 Since

Ê[2Ba
s (Ba

t − Ba
s )|�s] = Ê[−2Ba

s (Ba
t − Ba

s )|�s] = 0,
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we have

Ê[(Ba
t )2 − (Ba

s )2|�s] = Ê[(Ba
t − Ba

s + Ba
s )2 − (Ba

s )2|�s]
= Ê[(Ba

t − Ba
s )2 + 2(Ba

t − Ba
s )Ba

s |�s]
= σ 2

aaT (t − s).

3.3 Itô’s Integral with Respect to G-Brownian Motion

For T ∈ R
+, a partition πT of [0, T ] is a finite ordered subset πT = {t0, t1, · · · , tN }

such that 0 = t0 < t1 < · · · < tN = T . Set

μ(πT ) := max{|ti+1 − ti | : i = 0, 1, · · · , N − 1}.

We use π N
T = {t N

0 , t N
1 , · · · , t N

N } to denote a sequence of partitions of [0, T ] such that
limN→∞ μ(π N

T ) = 0.
Let p ≥ 1 be fixed. We consider the following type of simple processes: for a

given partition πT = {t0, · · · , tN } of [0, T ] we set

ηt (ω) =
N−1∑

k=0

ξk(ω)1[tk ,tk+1)(t),

where ξk ∈ L p
G(�tk ), k = 0, 1, 2, · · · , N − 1 are given. The collection of these pro-

cesses is denoted by M p,0
G (0, T ) .

Definition 3.3.1 For an η ∈ M p,0
G (0, T ) with ηt (ω) = ∑N−1

k=0 ξk(ω)1[tk ,tk+1)(t), the
related Bochner integral is

∫ T

0
ηt (ω)dt :=

N−1∑

k=0

ξk(ω)(tk+1 − tk).

For each η ∈ M p,0
G (0, T ), we set

ẼT [η] := 1

T
Ê

[∫ T

0
ηt dt

]
= 1

T
Ê

[
N−1∑

k=0

ξk(ω)(tk+1 − tk)

]

.

It is easy to check that ẼT : M p,0
G (0, T ) → R forms a sublinear expectation.We then

can introduce a natural norm ‖ · ‖M p
G
, under which, M p,0

G (0, T ) can be extended to
M p

G(0, T ) which is a Banach space.
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Definition 3.3.2 For each p ≥ 1, we denote by M p
G(0, T ) the completion of M p,0

G
(0, T ) under the norm

‖η‖M p
G (0,T ) :=

{
Ê

[∫ T

0
|ηt |pdt

]}1/p

.

It is clear that M p
G(0, T ) ⊃ Mq

G(0, T ) for 1 ≤ p ≤ q.Wealso denote by M p
G(0, T ;

R
d) the space of all d-dimensional stochastic processes ηt = (η1

t , · · · , ηd
t ), t ≥ 0

such that ηi
t ∈ M p

G(0, T ), i = 1, 2, · · · , d.
We now give the definition of Itô’s integral. For simplicity, we first introduce Itô’s

integral with respect to 1-dimensional G–Brownian motion.
Let (Bt )t≥0 be a 1-dimensional G–Brownian motion with G(α) = 1

2 (σ
2α+ −

σ 2α−), where 0 ≤ σ ≤ σ < ∞.

Definition 3.3.3 For each η ∈ M2,0
G (0, T ) of the form

ηt (ω) =
N−1∑

j=0

ξ j 1[t j ,t j+1)(t),

we define

I (η) =
∫ T

0
ηt d Bt :=

N−1∑

j=0

ξ j (Bt j+1 − Bt j ).

Lemma 3.3.4 The mapping I : M2,0
G (0, T ) → L2

G(�T ) is a continuous linear
mapping and thus can be continuously extended to I : M2

G(0, T ) → L2
G(�T ). In

particular, we have

Ê

[∫ T

0
ηt d Bt

]
= 0, (3.3.1)

Ê

[(∫ T

0
ηt d Bt

)2
]

≤ σ 2
Ê

[∫ T

0
η2

t dt

]
. (3.3.2)

Proof From Example3.2.10, for each j ,

Ê[ξ j (Bt j+1 − Bt j )|�t j ] = Ê[−ξ j (Bt j+1 − Bt j )|�t j ] = 0.

We have

Ê

[∫ T

0
ηt d Bt

]
= Ê

[∫ tN−1

0
ηt d Bt + ξN−1(BtN − BtN−1)

]

= Ê

[∫ tN−1

0
ηt d Bt + Ê[ξN−1(BtN − BtN−1)|�tN−1]

]
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= Ê

[∫ tN−1

0
ηt d Bt

]
.

Then we can repeat this procedure to obtain (3.3.1).
We now give the proof of (3.3.2). First, from Example3.2.10, we have

Ê

[(∫ T

0
ηt d Bt

)2
]

= Ê

[(∫ tN−1

0
ηt d Bt + ξN−1(BtN − BtN−1)

)2
]

= Ê

[(∫ tN−1

0
ηt d Bt

)2

+ ξ 2
N−1(BtN − BtN−1)

2

+2

(∫ tN−1

0
ηt d Bt

)
ξN−1(BtN − BtN−1)

]

= Ê

[(∫ tN−1

0
ηt d Bt

)2

+ ξ 2
N−1(BtN − BtN−1)

2

]

= · · · = Ê

[
N−1∑

i=0

ξ 2
i (Bti+1 − Bti )

2

]

Then, for each i = 0, 1, · · · , N − 1, the following relations hold:

Ê[ξ 2
i (Bti+1 − Bti )

2 − σ 2ξ 2
i (ti+1 − ti )]

=Ê[Ê[ξ 2
i (Bti+1 − Bti )

2 − σ 2ξ 2
i (ti+1 − t j )|�ti ]]

=Ê[σ 2ξ 2
i (ti+1 − ti ) − σ 2ξ 2

i (ti+1 − ti )] = 0.

Finally, we obtain

Ê

[(∫ T

0
ηt d Bt

)2
]

= Ê

[
N−1∑

i=0

ξ 2
i (Bti+1 − Bti )

2

]

≤Ê

[
N−1∑

i=0

ξ 2
i (Bti+1 − Bti )

2 −
N−1∑

i=0

σ 2ξ 2
i (ti+1 − ti )

]

+ Ê

[
N−1∑

i=0

σ 2ξ 2
i (ti+1 − ti )

]

≤
N−1∑

i=0

Ê[ξ 2
i (Bti+1 − Bti )

2 − σ 2ξ 2
i (ti+1 − ti )] + Ê

[
N−1∑

i=0

σ 2ξ 2
i (ti+1 − ti )

]

=Ê

[
N−1∑

i=0

σ 2ξ 2
i (ti+1 − ti )

]

= σ 2
Ê

[∫ T

0
η2

t dt

]
.

�
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Definition 3.3.5 For a fixed η ∈ M2
G(0, T ), we define the stochastic integral

∫ T

0
ηt d Bt := I (η).

It is clear that (3.3.1) and (3.3.2) still hold for η ∈ M2
G(0, T ).

We list below the main properties of Itô’s integral with respect to G-Brownian
motion. We denote, for some 0 ≤ s ≤ t ≤ T ,

∫ t

s
ηud Bu :=

∫ T

0
1[s,t](u)ηud Bu .

Proposition 3.3.6 Let η, θ ∈ M2
G(0, T ) and let 0 ≤ s ≤ r ≤ t ≤ T . Then we have

(i)
∫ t

s ηud Bu = ∫ r
s ηud Bu + ∫ t

r ηud Bu .

(ii)
∫ t

s (αηu + θu)d Bu = α
∫ t

s ηud Bu + ∫ t
s θud Bu, if α is bounded and in L1

G(�s).

(iii) Ê

[
X + ∫ T

r ηud Bu

∣∣∣�s

]
= Ê[X |�s] for all X ∈ L1

G(�).

We now consider the multi-dimensional case. Let G(·) : S(d) → R be a given
monotone and sublinear function and let (Bt )t≥0 be a d-dimensional G-Brownian
motion. For each fixed a ∈ R

d , we still use Ba
t := 〈a, Bt 〉. Then (Ba

t )t≥0 is a
1-dimensional Ga-Brownian motion with Ga(α) = 1

2 (σ
2
aaT α+ − σ 2

−aaT α−), where
σ 2

aaT = 2G(aaT ) and σ 2
−aaT = −2G(−aaT ). Similarly to the 1-dimensional case,

we can define Itô’s integral by

I (η) :=
∫ T

0
ηt d Ba

t , for η ∈ M2
G(0, T ).

We still have, for each η ∈ M2
G(0, T ),

Ê

[∫ T

0
ηt d Ba

t

]
= 0,

Ê

[(∫ T

0
ηt d Ba

t

)2
]

≤ σ 2
aaT Ê

[∫ T

0
η2

t dt

]
.

Furthermore, Proposition3.3.6 still holds for the integral with respect to Ba
t .

3.4 Quadratic Variation Process of G-Brownian Motion

We first consider the quadratic variation process of 1-dimensional G-Brownian

motion (Bt )t≥0 with B1
d= N ({0} × [σ 2, σ 2]). Let π N

t , N = 1, 2, · · · , be a sequence
of partitions of [0, t]. We start with the obvious relations
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B2
t =

N−1∑

j=0

(B2
t N

j+1
− B2

t N
j
)

=
N−1∑

j=0

2Bt N
j
(Bt N

j+1
− Bt N

j
) +

N−1∑

j=0

(Bt N
j+1

− Bt N
j
)2.

As μ(π N
t ) → 0, the first term of the right side converges to 2

∫ t
0 Bsd Bs in L2

G(�).
The second term must be convergent. We denote its limit by 〈B〉t , i.e.,

〈B〉t := lim
μ(π N

t )→0

N−1∑

j=0

(Bt N
j+1

− Bt N
j
)2 = B2

t − 2
∫ t

0
Bsd Bs . (3.4.1)

By the above construction, (〈B〉t )t≥0 is an increasing process with 〈B〉0 = 0. We call
it the quadratic variation process of the G-Brownian motion B. It characterizes the
part of statistic uncertainty of G-Brownian motion. It is important to keep in mind
that 〈B〉t is not a deterministic process unless σ = σ , i.e., when (Bt )t≥0 is a classical
Brownian motion. In fact, the following lemma is true.

Lemma 3.4.1 For each 0 ≤ s ≤ t < ∞, we have

Ê[〈B〉t − 〈B〉s |�s] = σ 2(t − s), (3.4.2)

Ê[−(〈B〉t − 〈B〉s)|�s] = −σ 2(t − s). (3.4.3)

Proof By the definition of 〈B〉 and Proposition3.3.6 (iii),

Ê[〈B〉t − 〈B〉s |�s] = Ê

[
B2

t − B2
s − 2

∫ t

s
Bud Bu |�s

]

= Ê[B2
t − B2

s |�s] = σ 2(t − s).

The last step follows from Example3.2.11. We then have (3.4.2). The equality
(3.4.3) can be proved analogously in view of the the relation Ê[−(B2

t − B2
s )|�s] =

−σ 2(t − s). �

Here is a very interesting property of the quadratic variation process 〈B〉, just like
for the G–Brownian motion B itself: the increment 〈B〉s+t − 〈B〉s is independent
from �s and identically distributed with 〈B〉t . We formulate this as a lemma.

Lemma 3.4.2 For each fixed s, t ≥ 0, 〈B〉s+t − 〈B〉s is identically distributed with
〈B〉t and is independent from �s , for any s ≥ 0.
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Proof The claims follow directly from

〈B〉s+t − 〈B〉s = B2
s+t − 2

∫ s+t

0
Br d Br −

(
B2

s − 2
∫ s

0
Br d Br

)

= (Bs+t − Bs)
2 − 2

∫ s+t

s
(Br − Bs)d(Br − Bs)

= 〈Bs〉t ,

where 〈Bs〉 is the quadratic variation process of theG-Brownianmotion Bs
t = Bs+t −

Bs , t ≥ 0 . �

We now define the integral of a process η ∈ M1,0
G (0, T ) with respect to 〈B〉. We

start with the mapping:

Q0,T (η) =
∫ T

0
ηt d〈B〉t :=

N−1∑

j=0

ξ j (〈B〉t j+1 − 〈B〉t j ) : M1,0
G (0, T ) → L1

G(�T ).

Lemma 3.4.3 For each η ∈ M1,0
G (0, T ),

Ê[|Q0,T (η)|] ≤ σ 2
Ê

[∫ T

0
|ηt |dt

]
. (3.4.4)

Thus Q0,T : M1,0
G (0, T ) →L1

G(�T ) is a continuous linear mapping. Consequently,
Q0,T can be uniquely extended to M1

G(0, T ). We still denote this mapping by

∫ T

0
ηt d〈B〉t := Q0,T (η) for η ∈ M1

G(0, T ).

As before, the following relation holds:

Ê

[∣∣∣∣

∫ T

0
ηt d〈B〉t

∣∣∣∣

]
≤ σ 2

Ê

[∫ T

0
|ηt |dt

]
for η ∈ M1

G(0, T ). (3.4.5)

Proof First, for each j = 1, · · · , N − 1, we have

Ê[|ξ j |(〈B〉t j+1 − 〈B〉t j ) − σ 2|ξ j |(t j+1 − t j )]
=Ê[Ê[|ξ j |(〈B〉t j+1 − 〈B〉t j )|�t j ] − σ 2|ξ j |(t j+1 − t j )]
=Ê[|ξ j |σ 2(t j+1 − t j ) − σ 2|ξ j |(t j+1 − t j )] = 0.
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Then (3.4.4) can be checked as follows:

Ê

⎡

⎣

∣∣∣∣∣∣

N−1∑

j=0

ξ j (〈B〉t j+1 − 〈B〉t j )

∣∣∣∣∣∣

⎤

⎦ ≤ Ê

⎡

⎣
N−1∑

j=0

|ξ j |(〈B〉t j+1 − 〈B〉t j )

⎤

⎦

≤Ê

⎡

⎣
N−1∑

j=0

|ξ j |[(〈B〉t j+1 − 〈B〉t j ) − σ 2(t j+1 − t j )]
⎤

⎦ + Ê

⎡

⎣σ 2
N−1∑

j=0

|ξ j |(t j+1 − t j )

⎤

⎦

=Ê

⎡

⎣σ 2
N−1∑

j=0

|ξ j |(t j+1 − t j )

⎤

⎦ = σ 2
Ê

[∫ T

0
|ηt |dt

]
.

�

Proposition 3.4.4 Let 0 ≤ s ≤ t , ξ ∈ L2
G(�s), X ∈L1

G(�). Then

Ê[X + ξ(B2
t − B2

s )] = Ê[X + ξ(Bt − Bs)
2]

= Ê[X + ξ(〈B〉t − 〈B〉s)].

Proof By (3.4.1) and Proposition3.3.6 (iii), we have

Ê[X + ξ(B2
t − B2

s )] = Ê

[
X + ξ(〈B〉t − 〈B〉s + 2

∫ t

s
Bud Bu)

]

= Ê[X + ξ(〈B〉t − 〈B〉s)].

We also have

Ê[X + ξ(B2
t − B2

s )] = Ê[X + ξ((Bt − Bs)
2 + 2(Bt − Bs)Bs)]

= Ê[X + ξ(Bt − Bs)
2].

�

We have the following isometry.

Proposition 3.4.5 Let η ∈ M2
G(0, T ). Then

Ê

[(∫ T

0
ηt d Bt

)2
]

= Ê

[∫ T

0
η2

t d〈B〉t

]
. (3.4.6)

Proof For any process η ∈ M2,0
G (0, T ) of the form

ηt (ω) =
N−1∑

j=0

ξ j (ω)1[t j ,t j+1)(t)
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we have
∫ T
0 ηt d Bt = ∑N−1

j=0 ξ j (Bt j+1 − Bt j ). From Proposition3.3.6, we get

Ê[X + 2ξ j (Bt j+1 − Bt j )ξi (Bti+1 − Bti )] = Ê[X ], for all X ∈ L1
G(�), i �= j.

Thus

Ê

[(∫ T

0
ηt d Bt

)2
]

= Ê[(
N−1∑

j=0

ξ j (Bt j+1 − Bt j ))
2] = Ê

⎡

⎣
N−1∑

j=0

ξ 2
j (Bt j+1 − Bt j )

2

⎤

⎦ .

From this and Proposition3.4.4, it follows that

Ê

[(∫ T

0
ηt d Bt

)2
]

= Ê

⎡

⎣
N−1∑

j=0

ξ 2
j (〈B〉t j+1 − 〈B〉t j )

⎤

⎦ = Ê

[∫ T

0
η2

t d〈B〉t

]
.

This shows that (3.4.6) holds for η ∈ M2,0
G (0, T ). We can continuously extend the

above equality to the case η ∈ M2
G(0, T ) and get (3.4.6). �

We now consider the multi-dimensional case. Let (Bt )t≥0 be a d-dimensional G-
Brownian motion. For each fixed a ∈Rd , (Ba

t )t≥0 is a 1-dimensional Ga-Brownian
motion. Similar to the 1-dimensional case, we can define

〈Ba〉t := lim
μ(π N

t )→0

N−1∑

j=0

(Ba
t N

j+1
− Ba

t N
j
)2 = (Ba

t )2 − 2
∫ t

0
Ba

s d Ba
s ,

where 〈Ba〉 is called the quadratic variation process of Ba. The above results, see
Lemma 3.4.3 and Proposition 3.4.5, also hold for 〈Ba〉. In particular,

Ê

[∣∣∣∣

∫ T

0
ηt d〈Ba〉t

∣∣∣∣

]
≤ σ 2

aaT Ê

[∫ T

0
|ηt |dt

]
, for all η ∈ M1

G(0, T )

and

Ê

[(∫ T

0
ηt d Ba

t

)2
]

= Ê

[∫ T

0
η2

t d〈Ba〉t

]
for all η ∈ M2

G(0, T ).

Let a = (a1, · · · , ad)
T and ā = (ā1, · · · , ād)

T be two given vectors in R
d . We

then have their quadratic variation processes of 〈Ba〉 and 〈B ā〉. We can define their
mutual variation process by

〈Ba, B ā〉t := 1

4
[〈Ba + B ā〉t − 〈Ba − B ā〉t ]

= 1

4
[〈Ba+ā〉t − 〈Ba−ā〉t ].
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Since 〈Ba−ā〉 = 〈B ā−a〉 = 〈−Ba−ā〉, we see that 〈Ba, B ā〉t = 〈B ā, Ba〉t . In particu-
lar, we have 〈Ba, Ba〉 = 〈Ba〉. Let π N

t , N = 1, 2, · · · , be a sequence of partitions of
[0, t]. We observe that

N−1∑

k=0

(Ba
t N
k+1

− Ba
t N
k
)(B ā

t N
k+1

− B ā
t N
k
) = 1

4

N−1∑

k=0

[(Ba+ā
tk+1

− Ba+ā
tk )2 − (Ba−ā

tk+1
− Ba−ā

tk )2].

As μ(π N
t ) → 0 we obtain

lim
N→∞

N−1∑

k=0

(Ba
t N
k+1

− Ba
t N
k
)(B ā

t N
k+1

− B ā
t N
k
) = 〈Ba, B ā〉t .

We also have

〈Ba, B ā〉t = 1

4
[〈Ba+ā〉t − 〈Ba−ā〉t ]

= 1

4

[
(Ba+ā

t )2 − 2
∫ t

0
Ba+ā

s d Ba+ā
s − (Ba−ā

t )2 + 2
∫ t

0
Ba−ā

s d Ba−ā
s

]

= Ba
t B ā

t −
∫ t

0
Ba

s d B ā
s −

∫ t

0
B ā

s d Ba
s .

Now for each η ∈ M1
G(0, T ), we can consistently define

∫ T

0
ηt d〈Ba, B ā〉t := 1

4

∫ T

0
ηt d〈Ba+ā〉t − 1

4

∫ T

0
ηt d〈Ba−ā〉t .

Lemma 3.4.6 Let ηN ∈ M2,0
G (0, T ), N = 1, 2, · · · , be of the form

ηN
t (ω) =

N−1∑

k=0

ξ N
k (ω)1[t N

k ,t N
k+1)

(t)

with μ(π N
T ) → 0 and ηN → η in M2

G(0, T ), as N → ∞. Then we have the following
convergence in L2

G(�T ):

N−1∑

k=0

ξ N
k (Ba

t N
k+1

− Ba
t N
k
)(B ā

t N
k+1

− B ā
t N
k
) →

∫ T

0
ηt d〈Ba, B ā〉t .
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Proof Since

〈Ba, B ā〉t N
k+1

− 〈Ba, B ā〉t N
k

= (Ba
t N
k+1

− Ba
t N
k
)(B ā

t N
k+1

− B ā
t N
k
)

−
∫ t N

k+1

t N
k

(Ba
s − Ba

t N
k
)d B ā

s −
∫ t N

k+1

t N
k

(B ā
s − B ā

t N
k
)d Ba

s ,

we only need to show the convergence

Ê

⎡

⎣
N−1∑

k=0

(ξ N
k )2

(∫ t N
k+1

t N
k

(Ba
s − Ba

t N
k
)d B ā

s

)2
⎤

⎦ → 0.

For each k = 1, · · · , N − 1, denoting c = σ 2
aaT σ 2

āāT /2, we have,

Ê

⎡

⎣(ξ N
k )2

(∫ t N
k+1

t N
k

(Ba
s − Ba

t N
k
)d B ā

s

)2

− c(ξ N
k )2(t N

k+1 − t N
k )2

⎤

⎦

=Ê

⎡

⎣Ê

⎡

⎣(ξ N
k )2

(∫ t N
k+1

t N
k

(Ba
s − Ba

t N
k
)d B ā

s

)2

|�t N
k

⎤

⎦ − c(ξ N
k )2(t N

k+1 − t N
k )2

⎤

⎦

≤Ê[c(ξ N
k )2(t N

k+1 − t N
k )2 − c(ξ N

k )2(t N
k+1 − t N

k )2] → 0, as N → ∞.

Thus

Ê

⎡

⎣
N−1∑

k=0

(ξ N
k )2

(∫ t N
k+1

t N
k

(Ba
s − Ba

t N
k
)d B ā

s

)2
⎤

⎦

≤Ê

⎡

⎣
N−1∑

k=0

(ξ N
k )2

⎡

⎣
(∫ t N

k+1

t N
k

(Ba
s − Ba

t N
k
)d B ā

s

)2

− c(t N
k+1 − t N

k )2

⎤

⎦

⎤

⎦

+ Ê

[
N−1∑

k=0

c(ξ N
k )2(t N

k+1 − t N
k )2

]

≤Ê

[
N−1∑

k=0

c(ξ N
k )2(t N

k+1 − t N
k )2

]

≤ cμ(π N
T )Ê

[∫ T

0
|ηN

t |2dt

]
→ 0, as N → ∞.

�
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3.5 Distribution of the Quadratic Variation Process 〈B〉

In this section, we first consider the 1-dimensional G-Brownian motion (Bt )t≥0 with

B1
d= N ({0} × [σ 2, σ 2]).
The quadratic variation process 〈B〉 of the G-Brownian motion B is a very inter-

esting process. We have seen that the G-Brownian motion B is a typical process with
variance uncertainty but without mean-uncertainty. In fact, all distributional uncer-
tainty of the G-Brownian motion B is concentrated in 〈B〉. Moreover, 〈B〉 itself is a
typical process with mean-uncertainty. This fact will be applied later to measure the
mean-uncertainty of risk positions.

Lemma 3.5.1 We have the following upper bound:

Ê[〈B〉2t ] ≤ 10σ 4t2. (3.5.1)

Proof Indeed,

Ê[〈B〉2t ] = Ê

[(
Bt

2 − 2
∫ t

0
Bud Bu

)2
]

≤ 2Ê[B4
t ] + 8Ê

[(∫ t

0
Bud Bu

)2
]

≤ 6σ 4t2 + 8σ 2
Ê

[∫ t

0
Bu

2du

]

≤ 6σ 4t2 + 8σ 2
∫ t

0
Ê[Bu

2]du

= 10σ 4t2.

�

Proposition 3.5.2 Let (bt )t≥0 be a d-dimensional Brownian motion on a sublinear
expectation space (�,H, Ê) satisfying:

(i) b0 = 0;
(ii) For each t, s ≥ 0, bt+s − bt is identically distributed with bs and independent

from (bt1 , bt2 , · · · , btn ) for all 0 ≤ t1, · · · , tn ≤ t;
(iii) limt↓0 t−1

Ê[|bt |2] = 0.

Then bt is maximally distributed in the sense that:

Ê[ϕ(bt )] = max
v∈�

ϕ(vt),

where � is the bounded closed and convex subset in R
d satisfying



68 3 G-Brownian Motion and Itô’s Calculus

max
v∈�

(p, v) = Ê[ 〈p, b1〉], p ∈ R
d .

In particular, if b is 1-dimensional (d = 1), then � = [μ,μ], with μ = Ê[b1] and

μ = −Ê[−b1].
Remark 3.5.3 Observe that for a symmetric G-Brownian motion B defined in Def-
inition 3.1.2, the assumption corresponding to (iii) is: limt↓0 Ê[|Bt |3]t−1 = 0.

Proof We only give a proof for the case d = 1 (see the proof of Theorem3.8.2 for a
more general situation). We first show that

Ê[pbt ] = g(p)t, p ∈ R.

We set ϕ(t) := Ê[bt ]. Then ϕ(0) = 0 and limt↓0 ϕ(t) = 0. For each t, s ≥ 0,

ϕ(t + s) = Ê[bt+s] = Ê[(bt+s − bs) + bs]
= ϕ(t) + ϕ(s).

Hence ϕ(t) is linear and uniformly continuous in t, which means that Ê[bt ] = μt .
Similarly we obtain that −Ê[−bt ] = μt .

We now prove that bt is N ([μt, μt] × {0})-distributed. By Exercise 2.5.3 in
Chap. 2, we just need to show that for each fixed ϕ ∈ Cb.Lip(R), the function

u(t, x) := Ê[ϕ(x + bt )], (t, x) ∈ [0,∞) × R

is a viscosity solution of the following parabolic PDE:

∂t u − g(∂x u) = 0, u|t=0 = ϕ (3.5.2)

with g(a) = μa+ − μa−.
We first notice that u is Lipschitz in x and 1

2 -Hölder continuous in t . Indeed, for
each fixed t , u(t, ·) ∈Cb.Lip(R) since

|Ê[ϕ(x + bt )] − Ê[ϕ(y + bt )]| ≤ Ê[|ϕ(x + bt ) − ϕ(y + bt )|]
≤ C |x − y|.

For each δ ∈ [0, t], since bt − bδ is independent from bδ , we have

u(t, x) = Ê[ϕ(x + bδ + (bt − bδ)]
= Ê[Ê[ϕ(y + (bt − bδ))]y=x+bδ

],

hence
u(t, x) = Ê[u(t − δ, x + bδ)]. (3.5.3)
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Thus

|u(t, x) − u(t − δ, x)| = |Ê[u(t − δ, x + bδ) − u(t − δ, x)]|
≤ Ê[|u(t − δ, x + bδ) − u(t − δ, x)|]
≤ Ê[C |bδ|] ≤ C1

√
δ.

To prove that u is a viscosity solution of the PDE (3.5.2), we fix a point (t, x) ∈
(0,∞) × R and let v ∈ C2,2

b ([0,∞) × R) be such that v ≥ u and v(t, x) = u(t, x).
From (3.5.3), we find that

v(t, x) = Ê[u(t − δ, x + bδ)] ≤ Ê[v(t − δ, x + bδ)].

Therefore, by Taylor’s expansion,

0 ≤ Ê[v(t − δ, x + bδ) − v(t, x)]
= Ê[v(t − δ, x + bδ) − v(t, x + bδ) + (v(t, x + bδ) − v(t, x))]
= Ê[−∂t v(t, x)δ + ∂x v(t, x)bδ + Iδ]
≤ −∂t v(t, x)δ + Ê[∂x v(t, x)bδ] + Ê[Iδ]
= −∂t v(t, x)δ + g(∂x v(t, x))δ + Ê[Iδ],

where

Iδ = δ

∫ 1

0
[−∂t v(t − βδ, x + bδ) + ∂t v(t, x)]dβ

+ bδ

∫ 1

0
[∂x v(t, x + βbδ) − ∂x v(t, x)]dβ.

From the assumption that limt↓0 t−1
Ê[b2

t ] = 0, we can check that

lim
δ↓0 δ−1

Ê[|Iδ|] = 0,

which implies that ∂t v(t, x) − g(∂x v(t, x)) ≤ 0. Hence u is a viscosity subsolution of
(3.5.2). We can analogously prove that u is also a viscosity supersolution. It follows
that bt is N ([μt, μt] × {0})-distributed. �

It is clear that 〈B〉 satisfies all the conditions in Proposition3.5.2, which leads
immediately to another statement.

Theorem 3.5.4 The process 〈B〉t is N ([σ 2t, σ 2t] × {0})-distributed, i.e.,

Ê[ϕ(〈B〉t )] = sup
σ 2≤v≤σ 2

ϕ(vt), for each ϕ ∈ Cl.Lip(R). (3.5.4)
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Corollary 3.5.5 For each 0 ≤ t ≤ T < ∞, we have

σ 2(T − t) ≤ 〈B〉T − 〈B〉t ≤ σ 2(T − t) in L1
G(�).

Proof It is a direct consequence of the relations

Ê[(〈B〉T − 〈B〉t − σ 2(T − t))+] = sup
σ 2≤v≤σ 2

(v − σ 2)+(T − t) = 0

and
Ê[( 〈B〉T − 〈B〉t − σ 2(T − t))−] = sup

σ 2≤v≤σ 2

(v − σ 2)−(T − t) = 0.

�

Corollary 3.5.6 We have, for each t, s ≥ 0, n ∈ N,

Ê[( 〈B〉t+s − 〈B〉s)
n|�s] = Ê[〈B〉n

t ] = σ 2ntn (3.5.5)

and
Ê[−( 〈B〉t+s − 〈B〉s)

n|�s] = Ê[− 〈B〉n
t ] = −σ 2ntn. (3.5.6)

We now consider the multi-dimensional case. For notational simplicity, we write
by Bi := Bei for the i-th coordinate of the G-Brownian motion B, under a given
orthonormal basis (e1, · · · , ed) in the space Rd . We denote

〈B〉i j
t := 〈Bi , B j 〉t , 〈B〉t := (〈B〉i j

t )d
i, j=1.

Then 〈B〉t , t ≥ 0, is an S(d)-valued process. Since

Ê[〈ABt , Bt 〉] = 2G(A) · t for A ∈ S(d),

we have

Ê[(〈B〉t , A)] = Ê

⎡

⎣
d∑

i, j=1

ai j 〈B〉i j
t

⎤

⎦

= Ê

⎡

⎣
d∑

i, j=1

ai j (Bi
t B j

t −
∫ t

0
Bi

sd B j
s −

∫ t

0
B j

s d Bi
s)

⎤

⎦

= Ê

⎡

⎣
d∑

i, j=1

ai j Bi
t B j

t

⎤

⎦ = 2G(A) · t for all A ∈ S(d),

where A = (ai j )
d
i, j=1.
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Now we set, for each ϕ ∈ Cl.Lip(S(d)),

v(t, x) := Ê[ϕ(x + 〈B〉t )], (t, x) ∈ [0,∞) × S(d).

Let � ⊂ S+(d) be the bounded, convex and closed subset such that

G(A) = 1

2
sup
B∈�

(A, B) , A ∈ S(d).

Proposition 3.5.7 The function v solves the following first order PDE:

∂t v − 2G(Dv) = 0, v|t=0 = ϕ,

where Dv = (∂xi j v)
d
i, j=1. We also have

v(t, x) = sup
γ∈�

ϕ(x + tγ ).

Sketch of the Proof. We start with the relation

v(t + δ, x) = Ê[ϕ(x + 〈B〉δ + 〈B〉t+δ − 〈B〉δ)]
= Ê[v(t, x + 〈B〉δ)].

The rest of the proof is similar to that in the 1-dimensional case. �
Corollary 3.5.8 The following inclusion is true.

〈B〉t ∈ t� := {t × γ : γ ∈ �}.

This is equivalent to dt�(〈B〉t ) = 0, where dU (x) = inf{√(x − y, x − y) : y ∈ U }.
Proof Since

Ê[dt�(〈B〉t )] = sup
γ∈�

dt�(tγ ) = 0,

it follows that dt�(〈B〉t ) = 0. �

3.6 Itô’s Formula

In Theorem3.6.5 of this section, we provide Itô’s formula for a “G-Itô process” X .
Let us begin with considering a sufficiently regular function �.

Lemma 3.6.1 Let � ∈ C2(Rn) with ∂xν �, ∂2
xμxν � ∈ Cb.Lip(R

n) for μ, ν = 1, · · · ,

n. Let s ∈ [0, T ] be fixed and let X = (X1, · · · , Xn)T be an n–dimensional process
on [s, T ] of the form
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X ν
t = X ν

s + αν(t − s) + ηνi j (〈B〉i j
t − 〈B〉i j

s ) + βν j (B j
t − B j

s ).

Here, for ν = 1, · · · , n, i, j = 1, · · · , d, αν , ηνi j and βν j are bounded elements in
L2

G(�s) and Xs = (X1
s , · · · , Xn

s )T is a given random vector in L2
G(�s). Then we

have, in L2
G(�t ),

�(Xt ) − �(Xs) =
∫ t

s
∂xν �(Xu)β

ν j d B j
u +

∫ t

s
∂xν �(Xu)α

νdu (3.6.1)

+
∫ t

s
[∂xν �(Xu)η

νi j + 1
2∂

2
xμxν �(Xu)β

μiβν j ]d 〈B〉i j
u .

Here we adopt the Einstein convention, i.e., the above repeated indices μ, ν, i and j
mean the summation.

Proof For any positive integer N , we set δ = (t − s)/N and take the partition

π N
[s,t] = {t N

0 , t N
1 , · · · , t N

N } = {s, s + δ, · · · , s + Nδ = t}.

We have

�(Xt ) − �(Xs) =
N−1∑

k=0

[�(Xt N
k+1

) − �(Xt N
k
)] (3.6.2)

=
N−1∑

k=0

{∂xν �(Xt N
k
)(X ν

t N
k+1

− X ν

t N
k
)

+ 1

2
[∂2

xμxν �(Xt N
k
)(Xμ

t N
k+1

− Xμ

t N
k
)(X ν

t N
k+1

− X ν

t N
k
) + ρN

k ]},

where

ρN
k = [∂2

xμxν �(Xt N
k

+ θk(Xt N
k+1

− Xt N
k
)) − ∂2

xμxν �(Xt N
k
)](Xμ

t N
k+1

− Xμ

t N
k
)(X ν

t N
k+1

− X ν

t N
k
)

with θk ∈ [0, 1]. The next is to derive that

Ê[|ρN
k |2] = Ê[|[∂2

xμxν �(Xt N
k

+ θk(Xt N
k+1

− Xt N
k
)) − ∂2

xμxν �(Xt N
k
)]

× (Xμ

t N
k+1

− Xμ

t N
k
)(X ν

t N
k+1

− X ν

t N
k
)|2]

≤ cÊ[|Xt N
k+1

− Xt N
k
|6] ≤ C[δ6 + δ3],

where c is the Lipschitz constant of {∂2
xμxν �}n

μ,ν=1 and C is a constant independent
of k. Thus
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Ê

⎡

⎣

∣∣∣∣∣

N−1∑

k=0

ρN
k

∣∣∣∣∣

2
⎤

⎦ ≤ N
N−1∑

k=0

Ê

[∣∣ρN
k

∣∣2
]

→ 0, as N → ∞.

The remaining terms in the summation in the right hand side of (3.6.2) are ξ N
t + ζ N

t
with

ξ N
t =

N−1∑

k=0

{∂xν �(Xt N
k
)[αν(t N

k+1 − t N
k ) + ηνi j (〈B〉i j

t N
k+1

− 〈B〉i j
t N
k
)

+ βν j (B j
t N
k+1

− B j
t N
k
)] + 1

2
∂2

xμxν �(Xt N
k
)βμiβν j (Bi

t N
k+1

− Bi
t N
k
)(B j

t N
k+1

− B j
t N
k
)}

and

ζ N
t = 1

2

N−1∑

k=0

∂2
xμxν �(Xt N

k
){[αμ(t N

k+1 − t N
k ) + ημi j (〈B〉i j

t N
k+1

− 〈B〉i j
t N
k
)]

× [αν(t N
k+1 − t N

k ) + ηνlm(〈B〉lm
t N
k+1

− 〈B〉lm
t N
k
)]

+ 2[αμ(t N
k+1 − t N

k ) + ημi j (〈B〉i j
t N
k+1

− 〈B〉i j
t N
k
)]βνl(Bl

t N
k+1

− Bl
t N
k
)}.

We observe that, for each u ∈ [t N
k , t N

k+1),

Ê[|∂xν �(Xu) −
N−1∑

k=0

∂xν �(Xt N
k
)1[t N

k ,t N
k+1)

(u)|2]

= Ê[|∂xν �(Xu) − ∂xν �(Xt N
k
)|2]

≤ c2Ê[|Xu − Xt N
k
|2] ≤ C[δ + δ2],

where c is the Lipschitz constant of {∂xν �}n
ν=1 and C is a constant independent of k.

Hence
∑N−1

k=0 ∂xν �(Xt N
k
)1[t N

k ,t N
k+1)

(·) converges to ∂xν �(X ·) in M2
G(0, T ). Similarly,

as N → ∞,

N−1∑

k=0

∂2
xμxν �(Xt N

k
)1[t N

k ,t N
k+1)

(·) → ∂2
xμxν �(X ·) in M2

G(0, T ).

From Lemma3.4.6 and by the definitions of integration with respect to dt , d Bt

and d 〈B〉t , the limit of ξ N
t in L2

G(�t ) is just the right hand side of (3.6.1). The next
remark also leads to ζ N

t → 0 in L2
G(�t ). This completes the proof. �

Remark 3.6.2 To show that ζ N
t → 0 in L2

G(�t ), we use the following estimates: for
each ψ N· = ∑N−1

k=0 ξ N
tk 1[t N

k ,t N
k+1)

(·) ∈ M2,0
G (0, T ) with π N

T = {t N
0 , · · · , t N

N } such that
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lim
N→∞ μ(π N

T ) = 0 and Ê

[
N−1∑

k=0

|ξ N
tk |2(t N

k+1 − t N
k )

]

≤ C,

for all N = 1, 2, · · · , we have

Ê

⎡

⎣

∣∣∣∣∣

N−1∑

k=0

ξ N
k (t N

k+1 − t N
k )2

∣∣∣∣∣

2
⎤

⎦ → 0, as N → ∞.

Moreover, for any fixed a,ā ∈Rd ,

Ê

⎡

⎣

∣∣∣∣∣

N−1∑

k=0

ξ N
k (

〈
Ba〉

t N
k+1

− 〈
Ba〉

t N
k
)2

∣∣∣∣∣

2
⎤

⎦ ≤ CÊ

[
N−1∑

k=0

|ξ N
k |2(〈Ba〉

t N
k+1

− 〈
Ba〉

t N
k
)3

]

≤ CÊ

[
N−1∑

k=0

|ξ N
k |2σ 6

aaT (t N
k+1 − t N

k )3

]

→ 0,

Ê

⎡

⎣

∣∣∣∣∣

N−1∑

k=0

ξ N
k (

〈
Ba〉

t N
k+1

− 〈
Ba〉

t N
k
)(t N

k+1 − t N
k )

∣∣∣∣∣

2
⎤

⎦

≤CÊ

[
N−1∑

k=0

|ξ N
k |2(t N

k+1 − t N
k )(

〈
Ba〉

t N
k+1

− 〈
Ba〉

t N
k
)2

]

≤CÊ

[
N−1∑

k=0

|ξ N
k |2σ 4

aaT (t N
k+1 − t N

k )3

]

→ 0,

as well as

Ê

⎡

⎣

∣∣∣∣∣

N−1∑

k=0

ξ N
k (t N

k+1 − t N
k )(Ba

t N
k+1

− Ba
t N
k
)

∣∣∣∣∣

2
⎤

⎦

≤CÊ

[
N−1∑

k=0

|ξ N
k |2(t N

k+1 − t N
k )|Ba

t N
k+1

− Ba
t N
k
|2
]

≤CÊ

[
N−1∑

k=0

|ξ N
k |2σ 2

aaT (t N
k+1 − t N

k )2

]

→ 0
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and

Ê

⎡

⎣

∣∣∣∣∣

N−1∑

k=0

ξ N
k (

〈
Ba〉

t N
k+1

− 〈
Ba〉

t N
k
)(B ā

t N
k+1

− B ā
t N
k
)

∣∣∣∣∣

2
⎤

⎦

≤CÊ

[
N−1∑

k=0

|ξ N
k |2(〈Ba〉

t N
k+1

− 〈
Ba〉

t N
k
)|B ā

t N
k+1

− B ā
t N
k
|2
]

≤CÊ

[
N−1∑

k=0

|ξ N
k |2σ 2

aaT σ 2
āāT (t N

k+1 − t N
k )2

]

→ 0.

�

We are going now to derive a general form of Itô’s formula. We start with

Xν
t = Xν

0 +
∫ t

0
αν

s ds +
∫ t

0
η
νi j
s d 〈B〉i j

s +
∫ t

0
β

ν j
s d B j

s , ν = 1, · · · , n, i, j = 1, · · · , d.

Proposition 3.6.3 Let � ∈ C2(Rn) with ∂xν �, ∂2
xμxν � ∈ Cb.Lip(R

n) for μ, ν =
1, · · · , n. Let αν , βν j and ηνi j , ν = 1, · · · , n, i, j = 1, · · · , d be bounded processes
in M2

G(0, T ). Then for each t ≥ 0 we have, in L2
G(�t ), that

�(Xt ) − �(Xs) =
∫ t

s
∂xν �(Xu)β

ν j
u d B j

u +
∫ t

s
∂xν �(Xu)α

ν
u du (3.6.3)

+
∫ t

s
[∂xν �(Xu)η

νi j
u + 1

2∂
2
xμxν �(Xu)β

μi
u βν j

u ]d 〈B〉i j
u .

Proof We first consider the case of α, η and β being step processes of the form

ηt (ω) =
N−1∑

k=0

ξk(ω)1[tk ,tk+1)(t).

From Lemma 3.6.1, it is clear that (3.6.3) holds true. Now let

X ν,N
t = X ν

0 +
∫ t

0
αν,N

s ds +
∫ t

0
ηνi j,N

s d 〈B〉i j
s +

∫ t

0
βν j,N

s d B j
s ,

where αN , ηN and βN are uniformly bounded step processes that converge to α, η
and β in M2

G(0, T ) as N → ∞, respectively. From Lemma3.6.1,
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�(X N
t ) − �(X N

s ) =
∫ t

s
∂xν �(X N

u )βν j,N
u d B j

u +
∫ t

s
∂xν �(X N

u )αν,N
u du (3.6.4)

+
∫ t

s
[∂xν �(X N

u )ηνi j,N
u + 1

2∂
2
xμxν �(X N

u )βμi,N
u βν j,N

u ]d 〈B〉i j
u .

Since

Ê[|X ν,N
t − X ν

t |2]

≤CÊ

[∫ T

0
[(αν,N

s − αν
s )2 + |ην,N

s − ην
s |2 + |βν,N

s − βν
s |2]ds

]
,

where C is a constant independent of N . It follows that, in the space M2
G(0, T ),

∂xν �(X N
· )ηνi j,N

· → ∂xν �(X ·)ηνi j
· ,

∂2
xμxν �(X N

· )βμi,N
· βν j,N

· → ∂2
xμxν �(X ·)βμi

· βν j
· ,

∂xν �(X N
· )αν,N

· → ∂xν �(X ·)αν
· ,

∂xν �(X N
· )βν j,N

· → ∂xν �(X ·)βν j
· .

Therefore, passing to the limit as N → ∞ in both sides of (3.6.4), we get (3.6.3). �

In order to derive Itô’s formula for a general function �, we first establish a
useful inequality. For the G-expectation Ê, we have the following representation
(see Chap. 6):

Ê[X ] = sup
P∈P

EP [X ] for X ∈ L1
G(�), (3.6.5)

where P is a weakly compact family of probability measures on (�,B(�)).

Proposition 3.6.4 Let β ∈ M p
G(0, T ) with p ≥ 2 and let a ∈ R

d be fixed. Then we

have
∫ T
0 βt d Ba

t ∈ L p
G(�T ) and

Ê

[∣∣∣∣

∫ T

0
βt d Ba

t

∣∣∣∣

p
]

≤ C pÊ

[∣∣∣∣

∫ T

0
β2

t d〈Ba〉t

∣∣∣∣

p/2
]

. (3.6.6)

Proof It suffices to consider the case where β is a step process of the form

βt (ω) =
N−1∑

k=0

ξk(ω)1[tk ,tk+1)(t).

For each ξ ∈ Lip(�t ) with t ∈ [0, T ], we have

Ê

[
ξ

∫ T

t
βsd Ba

s

]
= 0.
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From this we can easily get EP [ξ ∫ T
t βsd Ba

s ] = 0 for each P ∈ P, which implies
that (

∫ t
0 βsd Ba

s )t∈0,T ] is a P-martingale. Similarly we can prove that

Mt :=
(∫ t

0
βsd Ba

s

)2

−
∫ t

0
β2

s d〈Ba〉s, t ∈ [0, T ],

is a P-martingale for each P ∈ P. By the Burkholder-Davis-Gundy inequalities, we
have

EP

[∣∣∣∣

∫ T

0
βt d Ba

t

∣∣∣∣

p
]

≤ C p EP

[∣∣∣∣

∫ T

0
β2

t d〈Ba〉t

∣∣∣∣

p/2
]

≤ C pÊ

[∣∣∣∣

∫ T

0
β2

t d〈Ba〉t

∣∣∣∣

p/2
]

,

where C p is a universal constant independent of P . Thus we get (3.6.6). �

We now give the general G-Itô’s formula.

Theorem 3.6.5 Let � be a C2-function on R
n such that ∂2

xμxν � satisfies polynomial
growth condition for μ, ν = 1, · · · , n. Let αν , βν j and ηνi j , ν = 1, · · · , n, i, j =
1, · · · , d be bounded processes in M2

G(0, T ) . Then for each t ≥ 0we have in L2
G(�t )

�(Xt ) − �(Xs) =
∫ t

s
∂xν �(Xu)β

ν j
u d B j

u +
∫ t

s
∂xν �(Xu)α

ν
u du (3.6.7)

+
∫ t

s

[
∂xν �(Xu)η

νi j
u + 1

2∂
2
xμxν �(Xu)β

μi
u βν j

u

]
d 〈B〉i j

u .

Proof By the assumptions on �, we can choose a sequence of functions �N ∈
C2
0 (R

n) such that

|�N (x) − �(x)| + |∂xν �N (x) − ∂xν �(x)| + |∂2xμxν �N (x) − ∂2xμxν �(x)| ≤ C1

N
(1 + |x |k),

where C1 and k are positive constants independent of N . Obviously, �N satisfies the
conditions in Proposition3.6.3, therefore,

�N (Xt ) − �N (Xs) =
∫ t

s
∂xν �N (Xu)β

ν j
u d B j

u +
∫ t

s
∂xv �N (Xu)α

ν
u du (3.6.8)

+
∫ t

s

[
∂xν �N (Xu)η

νi j
u + 1

2∂
2
xμxν �N (Xu)β

μi
u βν j

u

]
d 〈B〉i j

u .

For each fixed T > 0, by Proposition3.6.4, there exists a constant C2 such that

Ê[|Xt |2k] ≤ C2 for t ∈ [0, T ].

Thus we can show that �N (Xt ) → �(Xt ) as N → ∞ in L2
G(�t ) and, in M2

G(0, T ),
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∂xν �N (X ·)ηνi j
· → ∂xν �(X ·)ηνi j

· ,

∂2
xμxν �N (X ·)βμi

· βν j
· → ∂2

xμxν �(X ·)βμi
· βν j

· ,

∂xν �N (X ·)αν
· → ∂xν �(X ·)αν

· ,

∂xν �N (X ·)βν j
· → ∂xν �(X ·)βν j

· .

We then can pass to limit as N → ∞ in both sides of (3.6.8) to get (3.6.7). �

Corollary 3.6.6 Let � be a polynomial and a, aν∈Rd be fixed for ν = 1, · · · , n.
Then we have

�(Xt ) − �(Xs) =
∫ t

s
∂xν �(Xu)d Baν

u + 1
2

∫ t

s
∂2

xμxν �(Xu)d
〈
Baμ

, Baν 〉
u ,

where Xt = (Ba1

t , · · · , Ban

t )T . In particular, we have, for k = 2, 3, · · · ,

(Ba
t )k = k

∫ t

0
(Ba

s )k−1d Ba
s + k(k − 1)

2

∫ t

0
(Ba

s )k−2d〈Ba〉s .

If the sublinear expectation Ê becomes a linear expectation, then the aboveG-Itô’s
formula is the classical one.

3.7 Brownian Motion Without Symmetric Condition

In this section, we consider the Brownian motion B without the symmetric condi-
tion Ê[Bt ] = −Ê[−Bt ] on a sublinear expectation space (�,H, Ê). The following
theorem gives a characterization of the Brownian motion without the symmetric
condition.

Theorem 3.7.1 Let (Bt )t≥0 be a given R
d–valued Brownian motion on a sublin-

ear expectation space (�,H, Ê). Then, for each fixed ϕ ∈ Cb.Lip(R
d), the function

defined by,
u(t, x) := Ê[ϕ(x + Bt )], (t, x) ∈ [0,∞) × R

d

is the unique viscosity solution of the following parabolic PDE:

∂t u − G(Du, D2u) = 0, u|t=0 = ϕ, (3.7.1)

where

G(p, A) = lim
δ↓0 Ê[〈p, Bδ〉 + 1

2 〈ABδ, Bδ〉]δ−1 for (p, A) ∈ R
d × S(d). (3.7.2)
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Proof We first prove that limδ↓0 Ê[〈p, Bδ〉 + 1
2 〈ABδ, Bδ〉]δ−1 exists. For each fixed

(p, A) ∈ R
d × S(d), we set

f (t) := Ê[〈p, Bt 〉 + 1
2 〈ABt , Bt 〉].

Since

| f (t + h) − f (t)| ≤ Ê[(|p| + 2|A||Bt |)|Bt+h − Bt | + |A||Bt+h − Bt |2] → 0, as h → 0,

we get that f (t) is a continuous function. Observe that

Ê[〈q, Bt 〉] = Ê[〈q, B1〉]t, for q ∈ R
d .

Thus for each t, s > 0,

| f (t + s) − f (t) − f (s)| ≤ CÊ[|Bt |]s,

where C = |A|Ê[|B1|]. By (iii), there exists a constant δ0 > 0 such that Ê[|Bt |3] ≤ t
for t ≤ δ0. Thus for each fixed t > 0 and N ∈ N such that Nt ≤ δ0, we have

| f (Nt) − N f (t)| ≤ 3

4
C(Nt)4/3.

From this and the continuity of f , it is easy to show that limt↓0 f (t)t−1 exists. Thus
we can get G(p, A) for each (p, A) ∈ R

d × S(d). It is also easy to check that G is
a continuous sublinear function monotone in A ∈ S(d).

Then we prove that u is Lipschitz in x and 1
2 -Hölder continuous in t . In fact, for

each fixed t , u(t, ·) ∈Cb.Lip(R
d) since

|Ê[ϕ(x + Bt )] − Ê[ϕ(y + Bt )]| ≤ Ê[|ϕ(x + Bt ) − ϕ(y + Bt )|]
≤ C |x − y|.

For each δ ∈ [0, t], since Bt − Bδ is independent from Bδ ,

u(t, x) = Ê[ϕ(x + Bδ + (Bt − Bδ)]
= Ê[Ê[ϕ(y + (Bt − Bδ))]y=x+Bδ

].

Hence
u(t, x) = Ê[u(t − δ, x + Bδ)]. (3.7.3)



80 3 G-Brownian Motion and Itô’s Calculus

Thus

|u(t, x) − u(t − δ, x)| = |Ê[u(t − δ, x + Bδ) − u(t − δ, x)]|
≤ Ê[|u(t − δ, x + Bδ) − u(t − δ, x)|]
≤ Ê[C |Bδ|] ≤ C

√
G(0, I ) + 1

√
δ.

To prove that u is a viscosity solution of (3.7.1), we fix a pair (t, x) ∈ (0,∞) × R
d

and let v ∈ C2,3
b ([0,∞) × R

d) be such that v ≥ u and v(t, x) = u(t, x). From (3.7.3),
we have

v(t, x) = Ê[u(t − δ, x + Bδ)] ≤ Ê[v(t − δ, x + Bδ)].

Therefore, by Taylor’s expansion,

0 ≤ Ê[v(t − δ, x + Bδ) − v(t, x)]
= Ê[v(t − δ, x + Bδ) − v(t, x + Bδ) + (v(t, x + Bδ) − v(t, x))]
= Ê[−∂t v(t, x)δ + 〈Dv(t, x), Bδ〉 + 1

2 〈D2v(t, x)Bδ, Bδ〉 + Iδ]
≤ −∂t v(t, x)δ + Ê[〈Dv(t, x), Bδ〉 + 1

2 〈D2v(t, x)Bδ, Bδ〉] + Ê[Iδ],

where

Iδ =
∫ 1

0
−[∂t v(t − βδ, x + Bδ) − ∂t v(t, x)]δdβ

+
∫ 1

0

∫ 1

0
〈(D2v(t, x + αβBδ) − D2v(t, x))Bδ, Bδ〉αdβdα.

By condition (iii) in Definition3.1.2, we can check that limδ↓0 Ê[|Iδ|]δ−1 = 0 , which
implies that ∂t v(t, x) − G(Dv(t, x), D2v(t, x)) ≤ 0. Hence u is a viscosity subso-
lution of (3.7.1). We can analogously show that u is also a viscosity supersolution.
Thus u is a viscosity solution. �

In many situations we are interested in a 2d-dimensional Brownian motion
(Bt , bt )t≥0 such that Ê[Bt ] = −Ê[−Bt ] = 0 and Ê[|bt |2]/t → 0, as t ↓ 0. In this
case B is in fact a symmetricBrownianmotion.Moreover, the process (bt )t≥0 satisfies
the properties in the Proposition3.5.2. We define u(t, x, y) = Ê[ϕ(x + Bt , y + bt )].
By Theorem 3.7.1 it follows that u is the solution of the PDE

∂t u = G(Dyu, D2
xx u), u|t=0 = ϕ ∈ Cb.Lip(R

2d),

where G is a sublinear function of (p, A) ∈ R
d × S(d), defined by

G(p, A) := Ê[〈p, b1〉 + 〈AB1, B1〉].



3.8 G-Brownian Motion Under (Not Necessarily Sublinear) Nonlinear Expectation 81

3.8 G-Brownian Motion Under (Not Necessarily Sublinear)
Nonlinear Expectation

Let Ẽ be a nonlinear expectation and Ê be a sublinear expectation defined on (�,H)

such that Ẽ is dominated by Ê, namely

Ẽ[X ] − Ẽ[Y ] ≤ Ê[X − Y ], X, Y ∈ H .

We can also define a Brownianmotion on the nonlinear expectation space (�,H, Ẽ).
We emphasize that here the nonlinear expectation Ẽ is not necessarily sublinear.

Definition 3.8.1 A d-dimensional process (Bt )t≥0 on nonlinear expectation space
(�,H, Ẽ) is called a Brownian motion if the following properties are satisfied:

(i) B0(ω) = 0;
(ii) For each t, s ≥ 0, the increment Bt+s − Bt is identically distributedwith Bs and

is independent from (Bt1 , Bt2 , · · · , Btn ), for each n ∈ N and 0 ≤ t1 ≤ · · · ≤ tn ≤ t ;
(iii) limt↓0 t−1

Ê[|Bt |3] = 0.

The following theorem gives a characterization of the nonlinear Brownianmotion,
and provides us with a new generator G̃ associated with this more general nonlinear
Brownian motion.

Theorem 3.8.2 Let (Bt , bt )t≥0 be a given R
2d–valued Brownian motion, both on

(�,H, Ẽ) and (�,H, Ê) such that Ê[Bt ] = Ê[−Bt ] = 0 and limt→0 Ê[|bt |2]/t =
0. Assume that Ẽ is dominated by Ê. Then, for each fixed ϕ ∈ Cb.Lip(R

2d), the function

ũ(t, x, y) := Ẽ[ϕ(x + Bt , y + bt )], (t, x, y) ∈ [0,∞) × R
2d

is a viscosity solution of the following parabolic PDE:

∂t ũ − G̃(Dyũ, D2
x ũ) = 0, ũ|t=0 = ϕ. (3.8.1)

where

G̃(p, A) = Ẽ[〈p, b1〉 + 1
2 〈AB1, B1〉], (p, A) ∈ R

d × S(d). (3.8.2)

Remark 3.8.3 Let

G(p, A) := Ê[〈p, b1〉 + 1
2 〈AB1, B1〉], (p, A) ∈ R

d × S(d). (3.8.3)

Then the function G̃ is dominated by the sublinear function G in the following sense:

G̃(p, A) − G̃(p′, A′) ≤ G(p − p′, A − A′), (p, A), (p′, A′) ∈ R
d × S(d).

(3.8.4)
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Conversely, oncewe have two functionsG and G̃ defined on (Rd ,S(d)) such thatG is
a sublinear function andmonotone in A ∈ S(d), and that G̃ is dominated byG, we can
construct a Brownian motion (Bt , bt )t≥0 on a sublinear expectation space (�,H, Ê)

such that a nonlinear expectation Ẽ is well-defined on (�,H) and is dominated by
Ê. Moreover, under Ẽ, (Bt , bt )t≥0 is also aR2d -valued Brownian motion in the sense
of Definition3.8.1 and relations (3.8.2) and (3.8.3) are satisfied.

Proof of Theorem3.8.2 We set

f (t) = f A,t (t) := Ẽ[〈p, bt 〉 + 1
2 〈ABt , Bt 〉], t ≥ 0.

Since

| f (t + h) − f (t)| ≤Ê[|p||bt+h − bt | + (|p| + 2|A||Bt |)|Bt+h − Bt |
+ |A||Bt+h − Bt |2] → 0, as h → 0,

weget that f (t) is a continuous function. Since Ê[Bt ] = Ê[−Bt ] = 0, it follows from
Proposition 3.8 that Ẽ[X + 〈p, Bt 〉] = Ẽ[X ] for each X ∈ H and p ∈ R

d . Thus

f (t + h) = Ẽ[〈p, bt+h − bt 〉 + 〈p, bt 〉
+ 1

2 〈ABt+h − Bt , Bt+h − Bt 〉 + 1
2 〈ABt , Bt 〉]

= Ẽ[〈p, bh〉 + 1
2 〈ABh, Bh〉] + Ẽ[〈p, bt 〉 + 1

2 〈ABt , Bt 〉]
= f (t) + f (h).

It then follows that f (t) = f (1)t = G̃(A, p)t. We now prove that the function
ũ is Lipschitz in x and uniformly continuous in t . Indeed, for each fixed t ,
ũ(t, ·) ∈Cb.Lip(R

d) since

|Ẽ[ϕ(x + Bt , y + bt )] − Ẽ[ϕ(x ′ + Bt , y′ + bt )]|
≤ Ê[|ϕ(x + Bt , y + bt ) − ϕ(x ′ + Bt , y′ + bt )|] ≤ C(|x − x ′| + |y − y′|).

For each δ ∈ [0, t], since (Bt − Bδ, bt − bδ) is independent from (Bδ, bδ),

ũ(t, x, y) = Ẽ[ϕ(x + Bδ + (Bt − Bδ), y + bδ + (bt − bδ)]
= Ẽ[Ẽ[ϕ(x̄ + (Bt − Bδ), ȳ + (bt − bδ))]x̄=x+Bδ ,ȳ=y+bδ

].

Hence
ũ(t, x, y) = Ẽ[ũ(t − δ, x + Bδ, y + bδ)]. (3.8.5)
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Thus

|ũ(t, x, y) − ũ(t − δ, x, y)| = |Ẽ[ũ(t − δ, x + Bδ, y + bδ) − ũ(t − δ, x, y)]|
≤ Ê[|ũ(t − δ, x + Bδ, y + bδ) − ũ(t − δ, x, y)|]
≤ CÊ[|Bδ| + |bδ|].

It follows from condition (iii) in Definition3.8.1 that ũ(t, x, y) is continuous in t
uniformly in (t, x, y) ∈ [0,∞) × R

2d .
To prove that ũ is a viscosity solution of (3.8.1), we fix (t, x, y) ∈ (0,∞) × R

2d

and let v ∈ C2,3
b ([0,∞) × R

2d) be such that v ≥ u and v(t, x, y) = ũ(t, x, y). From
(3.8.5), we have

v(t, x, y) = Ẽ[ũ(t − δ, x + Bδ, y + bδ)] ≤ Ẽ[v(t − δ, x + Bδ, y + bδ)].
Therefore, by Taylor’s expansion,

0 ≤ Ẽ[v(t − δ, x + Bδ, y + bδ) − v(t, x, y)]
= Ẽ[v(t − δ, x + Bδ, y + bδ) − v(t, x + Bδ, y + bδ) + v(t, x + Bδ, y + bδ) − v(t, x, y)]
= Ẽ[−∂t v(t, x, y)δ + 〈Dyv(t, x, y), bδ〉 + 〈∂x v(t, x, y), Bδ〉 + 1

2 〈D2
xx v(t, x, y)Bδ, Bδ〉 + Iδ]

≤ −∂t v(t, x, y)δ + Ẽ[〈Dyv(t, x, y), bδ〉 + 1
2 〈D2

xx v(t, x, y)Bδ, Bδ〉] + Ê[Iδ].

Here

Iδ =
∫ 1

0
−[∂t v(t − δγ, x + Bδ, y + bδ) − ∂t v(t, x, y)]δdγ

+
∫ 1

0
〈∂yv(t, x + γ Bδ, y + γ bδ) − ∂yv(t, x, y), bδ〉dγ

+
∫ 1

0
〈∂x v(t, x, y + γ bδ) − ∂x v(t, x, y), Bδ〉dγ

+
∫ 1

0

∫ 1

0
〈(D2

xx v(t, x + αγ Bδ, y + γ bδ) − D2
xx v(t, x, y))Bδ, Bδ〉γ dγ dα.

We use assumption (iii) to check that limδ↓0 Ê[|Iδ|]δ−1 = 0. This implies that
∂t v(t, x) − G̃(Dv(t, x), D2v(t, x)) ≤ 0, hence u is a viscosity subsolution of (3.8.1).
We can analogously prove that ũ is a viscosity supersolution. Thus ũ is a viscosity
solution. �
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3.9 Construction of Brownian Motions on a Nonlinear
Expectation Space

Let G : Rd × S(d) → R be a given continuous sublinear function monotone in A ∈
S(d). By Theorem 1.2.1 in Chap. 1, there exists a bounded, convex and closed subset
� ⊂ R

d × S+(d) such that

G(p, A) = sup
(q,B)∈�

[ 12 tr[AB] + 〈p, q〉] for (p, A) ∈ R
d × S(d).

By the results in Chap. 2, we know that there exists a pair of d-dimensional random
vectors (X, Y ) which is G-distributed.

Let G̃(·) : Rd × S(d) → R be a given function dominated by G in the sense of
(3.8.4). The construction of a R2d -dimensional Brownian motion (Bt , bt )t≥0 under
a nonlinear expectation Ẽ, dominated by a sublinear expectation Ê is based on a
similar approach introduced in Sect. 3.2. In fact, we will see that by our construction
(Bt , bt )t≥0 is also a Brownian motion under the sublinear expectation Ê.

We denote by � = C2d
0 (R+) the space of all R

2d–valued continuous paths
(ωt )t∈R+ . For each fixed T ∈ [0,∞), we set �T := {ω·∧T : ω ∈ �}. We will con-
sider the canonical process (Bt , bt )(ω) = ωt , t ∈ [0,∞), for ω ∈ �. We also follow
Sect. 3.2 to introduce the spaces of random variables Lip(�T ) and Lip(�) so that
to define the expectations Ê and Ẽ on (�, Lip(�)).

For this purpose we first construct a sequence of 2d-dimensional random vec-
tors (Xi , ηi )

∞
i=1 on a sublinear expectation space (�,H,E) such that (Xi , ηi ) is

G-distributed and (Xi+1, η i+1) is independent from ((X1, η1), · · · , (Xi , ηi )) for
each i = 1, 2, · · · . By the definition of G-distribution, the function

u(t, x, y) := E[ϕ(x + √
t X1, y + tη1)], t ≥ 0, x, y ∈ R

d

is the viscosity solution of the following parabolic PDE, which is the same as
Eq. (2.2.6) in Chap. 2:

∂t u − G(Dyu, D2
xx u) = 0, u|t=0 = ϕ ∈ Cl.Lip(R

2d).

We also consider another PDE (see Theorem C.3.5 of Appendix C for the existence
and uniqueness):

∂t ũ − G̃(Dyũ, D2
xx ũ) = 0, ũ|t=0 = ϕ ∈ Cl.Lip(R

2d),

anddenote P̃t [ϕ](x, y) = ũ(t, x, y). Then it follows fromTheoremC.3.5 inAppendix
C, that, for each ϕ,ψ ∈ Cl.Lip(R

2d),

P̃t [ϕ](x, y) − P̃t [ψ](x, y) ≤ E[(ϕ − ψ)(x + √
t X1, y + tη1)].
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We now introduce a sublinear expectation Ê and a nonlinear expectation Ẽ both
defined on Lip(�) via the following procedure: for each X ∈ Lip(�) with

X = ϕ(Bt1 − Bt0 , bt1 − bt0 , · · · , Btn − Btn−1, btn − btn−1)

for ϕ ∈ Cl.Lip(R
2d×n) and 0 = t0 < t1 < · · · < tn < ∞, we define

Ê[ϕ(Bt1 − Bt0 , bt1 − bt0 , · · · , Btn − Btn−1 , btn − btn−1)]

:= E[ϕ(
√

t1 − t0X1, (t1 − t0)η1, · · · ,
√

tn − tn−1Xn, (tn − tn−1)ηn)].

Then we define

Ẽ[ϕ(Bt1 − Bt0 , bt1 − bt0 , · · · , Btn − Btn−1 , btn − btn−1)] = ϕn,

where ϕn is obtained iteratively as follows:

ϕ1(x1, y1, · · · , xn−1, yn−1) = P̃tn−tn−1[ϕ(x1, y1, · · · , xn−1, yn−1, ·)](0, 0),
...

ϕn−1(x1, y1) = P̃t2−t1 [ϕn−2(x1, y1, ·)](0, 0),
ϕn = P̃t1 [ϕn−1(·)](0, 0).

The related conditional expectation of X =ϕ(Bt1 − Bt0 , bt1 − bt0 , · · · , Btn − Btn−1 ,

btn − btn−1) under �t j is defined by

Ê[X |�t j ] = Ê[ϕ(Bt1 − Bt0 , bt1 − bt0 , · · · , Btn − Btn−1 , btn − btn−1) |�t j ] (3.9.1)

:= ψ(Bt1 − Bt0 , bt1 − bt0 , · · · , Bt j − Bt j−1 , bt j − bt j−1),

where

ψ(x1, · · · , x j ) = E[ϕ(x1, · · · , x j ,
√

t j+1 − t j X j+1, (t1 − t0)η j+1, · · · ,
√

tn − tn−1Xn, (t1 − t0)ηn)].

Similarly,

Ẽ[X |�t j ] = ϕn− j (Bt1 − Bt0 , bt1 − bt0 , · · · , Bt j − Bt j−1 , bt j − bt j−1).

It is easy to check that Ê[·] (resp., Ẽ) consistently defines a sublinear (resp. nonlinear)
expectation on (�, Lip(�)). Moreover (Bt , bt )t≥0 is a Brownian motion under both
Ê and Ẽ.
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Proposition 3.9.1 Let us list the properties of Ẽ[·|�t ] that hold for each X, Y ∈
Lip(�):

(i) If X ≥ Y , then Ẽ[X |�t ] ≥ Ẽ[Y |�t ].
(ii) Ẽ[X + η|�t ] =Ẽ[X |�t ] + η, for each t ≥ 0 and η ∈Lip(�t ).

(iii) Ẽ[X |�t ] − Ẽ[Y |�t ] ≤ Ê[X − Y |�t ].
(iv) Ẽ[Ẽ[X |�t ]|�s] = Ẽ[X |�t∧s], in particular, Ẽ[Ẽ[X |�t ]] = Ẽ[X ].
(v) For each X ∈ Lip(�t ), Ẽ[X |�t ] = Ẽ[X ], where Lip(�t ) is the linear space

of random variables of the form

ϕ(Bt2 − Bt1 , bt2 − bt1 , · · · , Btn+1 − Btn , btn+1 − btn ),

n = 1, 2, · · · , ϕ ∈ Cl.Lip(R
d×n), t1, · · · , tn, tn+1 ∈ [t,∞).

Since Ê can be considered as a special nonlinear expectation of Ẽ which is dom-
inated by itself, it follows that Ê[·|�t ] also satisfies the above properties (i)–(v).
Proposition 3.9.2 The conditional sublinear expectation Ê [·|�t ] satisfies (i)–(v).
Moreover Ê[·|�t ] itself is sublinear, i.e.,

(vi) Ê[X |�t ] − Ê[Y |�t ] ≤ Ê[X − Y |�t ], .

(vii) Ê[ηX |�t ] = η+
Ê[X |�t ] + η−

Ê[−X |�t ] for each η ∈ Lip(�t ).

We now consider the completion of sublinear expectation space (�, Lip(�), Ê).

Denote by L p
G(�), p ≥ 1, the completion of Lip(�) under the norm ‖X‖p :=

(Ê[|X |p])1/p. Similarly, we can define L p
G(�T ), L p

G(�t
T ) and L p

G(�t ). It is clear
that for each 0 ≤ t ≤ T < ∞, L p

G(�t ) ⊆ L p
G(�T ) ⊆ L p

G(�).
According to Sect. 1.4 in Chap. 1, the expectation Ê[·] can be continuously

extended to (�, L1
G(�)). Moreover, since the nonlinear expectation Ẽ is dominated

by Ê, it can also be continuously extended to (�, L1
G(�)). (�, L1

G(�), Ê) is a sub-
linear expectation space while (�, L1

G(�), Ẽ) is a nonlinear expectation space. We
refer to Definition 1.4.4 in Chap. 1.

The next is to look for the extension of conditional expectation. For each fixed
t ≤ T , the conditional expectation Ẽ[·|�t ] : Lip(�T ) → Lip(�t ) is a continuous
mapping under ‖·‖. Indeed, we have

Ẽ[X |�t ] − Ẽ[Y |�t ] ≤ Ê[X − Y |�t ] ≤ Ê[|X − Y ||�t ],

then
|Ẽ[X |�t ] − Ẽ[Y |�t ]| ≤ Ê[|X − Y ||�t ].

We thus obtain ∥∥Ẽ[X |�t ] − Ẽ[Y |�t ]
∥∥ ≤ ‖X − Y‖ .

It follows that Ẽ[·|�t ] can also be extended as a continuous mapping

Ẽ[·|�t ] : L1
G(�T ) → L1

G(�t ).
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If the parameter T is not fixed, then we can obtain Ẽ[·|�t ] : L1
G(�) → L1

G(�t ).

Remark 3.9.3 Propositions3.9.1 and 3.9.2 also hold for X, Y ∈ L1
G(�). However,

in (iv), η ∈ L1
G(�t ) should be bounded, since X, Y ∈ L1

G(�) does not imply that
X · Y ∈ L1

G(�).

In particular, we have the following independence:

Ẽ[X |�t ] = Ẽ[X ], ∀X ∈ L1
G(�t ).

We give the following definition similar to the classical one:

Definition 3.9.4 An n-dimensional random vector Y ∈ (L1
G(�))n is said to be inde-

pendent from �t for some given t if for each ϕ ∈ Cb.Lip(R
n) we have

Ẽ[ϕ(Y )|�t ] = Ẽ[ϕ(Y )].

3.10 Exercises

Exercise 3.10.1 Let (Bt )t≥0 be a 1-dimensional G-Brownian motion, such that its

value at t = 1 is B1
d= N ({0} × [σ 2, σ 2]). Prove that for each m ∈ N,

Ê[|Bt |m] =
{
2(m − 1)!!σ mt

m
2 /

√
2π, if m is odd,

(m − 1)!!σ mt
m
2 , if m is even.

Exercise 3.10.2 Show that if X ∈ Lip(�T ) and Ê[X ] = −Ê[−X ], then Ê[X ] =
EP [X ], where P is a Wiener measure on �.

Exercise 3.10.3 For each s, t ≥ 0, we set Bs
t := Bt+s − Bs . Let η = (ηi j )

d
i, j=1 ∈

L1
G(�s;S(d)). Prove that

Ê[〈ηBs
t , Bs

t 〉|�s] = 2G(η)t.

Exercise 3.10.4 Suppose that X ∈ L p
G(�T ) for p ≥ 1. Prove that there exists a

sequence of bounded random variables Xn ∈ Lip(�T ), n = 1, · · · , such that

lim
n→∞ Ê[|X − Xn|p] = 0.

Exercise 3.10.5 Prove that for each X ∈ Lip(�T ), sup
0≤t≤T

Êt [X ] ∈ L1
G(�T ).

Exercise 3.10.6 Prove that ϕ(Bt ) ∈ L1
G(�t ) for each ϕ ∈ C(Rd)with a polynomial

growth.
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Exercise 3.10.7 Prove that, for a fixed η ∈ M2
G(0, T ),

σ 2
Ê

[∫ T

0
η2

t dt

]
≤ Ê

[
(

∫ T

0
ηt d Bt )

2

]
≤ σ 2

Ê

[∫ T

0
η2

t dt

]
,

where σ 2 = Ê[B2
1 ] and σ 2 = −Ê[−B2

1 ].
Exercise 3.10.8 Let (Bt )t≥0 be a 1-dimensional G-Brownian motion and ϕ a
bounded and Lipschitz function on R. Show that

lim
N→∞ Ê

[∣∣∣∣∣

N−1∑

k=0

ϕ(Bt N
k
)[(Bt N

k+1
− Bt N

k
)2 − (〈B〉t N

k+1
− 〈B〉t N

k
)]
∣∣∣∣∣

]

= 0,

where t N
k = kT/N , k = 0, . . . , N − 1.

Exercise 3.10.9 Prove that, for a fixed η ∈ M1
G(0, T ),

σ 2
Ê

[∫ T

0
|ηt |dt

]
≤ Ê

[∫ T

0
|ηt |d〈B〉t

]
≤ σ 2

Ê

[∫ T

0
|ηt |dt

]
,

where σ 2 = Ê[B2
1 ] and σ 2 = −Ê[−B2

1 ].
Exercise 3.10.10 Complete the proof of Proposition3.5.7.

Exercise 3.10.11 Let B be a 1-dimensional G-Brownian motion and Ẽ a nonlinear
expectation dominated by a G-expectation. Show that for any η ∈ M2

G(0, T ):

(i) Ẽ

[∫ T
0 ηsd Bs

]
= 0;

(ii) Ẽ

[(∫ T
0 ηsd Bs

)2] = Ẽ

[∫ T
0 |ηs |2d〈B〉s

]
.

Notes and Comments

Bachelier [7] proposed to use the Brownian motion as a model of the fluctuations
of stock markets. Independently, Einstein [56] used the Brownian motion to give
experimental confirmation of the atomic theory, and Wiener [173] gave a mathemat-
ically rigorous construction of the Brownian motion. Here we follow Kolmogorov’s
idea [103] to construct G-Brownian motions by introducing finite dimensional cylin-
der function space and the corresponding family of infinite dimensional sublinear
distributions, instead of (linear) probability distributions used in [103].

The notions of G-Brownian motions and the related stochastic calculus of Itô’s
type were firstly introduced by Peng [138] for the 1-dimensional case and then in
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(2008) [141] for the multi-dimensional situation. It is very interesting that Denis
and Martini [48] studied super-pricing of contingent claims under model uncer-
tainty of volatility. They have introduced a norm in the space of continuous paths
� = C([0, T ]) which corresponds to the L2

G-norm and developed a stochastic inte-
gral. In that paper there are no notions such as nonlinear expectation and the related
nonlinear distribution, G-expectation, conditional G-expectation, the related G-
normal distribution and independence. On the other hand, by using powerful tools
from capacity theory these authors obtained pathwise results for random variables
and stochastic processes through the language of “quasi-surely” (see e.g. Dellacherie
[42], Dellacherie and Meyer [43], Feyel and de La Pradelle [65]) in place of “almost
surely” in classical probability theory.

One of the main motivations to introduce the notion of G-Brownian motions
was the necessity to deal with pricing and risk measures under volatility uncertainty
in financial markets (see Avellaneda, Lévy and Paras [6] and Lyons [114]). It was
well-known that under volatility uncertainty the corresponding uncertain probability
measures are singular with respect to each other. This causes a serious problem in
the related path analysis to treat, e.g., when dealing with path-dependent derivatives,
under a classical probability space. The notion of G-Brownian motions provides a
powerful tool to study such a type of problems. Indeed, Biagini, Mancin and Meyer
Brandis studied mean-variance hedging under the G-expectation framework in [18].
Fouque, Pun and Wong investigated the asset allocation problem among a risk-free
asset and two risky assets with an ambiguous correlation through the theory of G-
Brownian motions in [67]. We also remark that Beissner and Riedel [15] studied
equilibria under Knightian price uncertainty through sublinear expectation theory,
see also [14, 16].

The new Itô’s calculus with respect to G-Brownian motion was inspired by Itô’s
groundbreaking work of [92] on stochastic integration, stochastic differential equa-
tions followed by a huge progress in stochastic calculus.We refer to interesting books
cited in Chap. 4. Itô’s formula given by Theorem 3.6.5 is from [138, 141]. Gao [72]
proved a more general Itô’s formula for G-Brownian motion. On this occasion an
interesting problem appeared: can we establish an Itô’s formula under conditions
which correspond to the classical one? This problem will be solved in Chap. 8 with
quasi surely analysis approach.

Using nonlinear Markovian semigroups known as Nisio’s semigroups (see Nisio
[119]), Peng [136] studied the processes with Markovian properties under a non-
linear expectation. Denk, Kupper and Nendel studied the relation between Lévy
processes under nonlinear expectations, nonlinear semigroups and fully nonlinear
PDEs, see [50].



Chapter 4
G-Martingales and Jensen’s Inequality

In this chapter, we introduce the notion of G-martingales and the related Jensen’s
inequality for a new type of G-convex functions. One essential difference from the
classical situation is that here “M is a G-martingale” does not imply that “−M is a
G-martingale”.

4.1 The Notion of G-Martingales

We now give the notion of G-martingales.

Definition 4.1.1 A process (Mt )t≥0 is called a G-supermartingale (respectively,
G-submartingale) if for any t ∈ [0,∞), Mt ∈ L1

G(�t ) and for any s ∈ [0, t], we
have

Ê[Mt |�s] ≤ Ms (respectively, ≥ Ms).

(Mt )t≥0 is called aG-martingale if it is bothG-supermartingale andG-submartingale.
If a G-martingale M satisfies also

Ê[−Mt |�s] = −Ms,

then it is called a symmetric G–martingale.

Example 4.1.2 For any fixed X ∈ L1
G(�), it is clear that (Ê[X |�t ])t≥0 is a G–

martingale.

Example 4.1.3 For any fixed a ∈ R
d , it is easy to check that (Ba

t )t≥0 and (−Ba
t )t≥0

are G–martingales. The process (〈Ba〉t − σ 2
aaT t)t≥0 is a G-martingale since

© Springer-Verlag GmbH Germany, part of Springer Nature 2019
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Probability Theory and Stochastic Modelling 95,
https://doi.org/10.1007/978-3-662-59903-7_4

91

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-662-59903-7_4&domain=pdf
https://doi.org/10.1007/978-3-662-59903-7_4


92 4 G-Martingales and Jensen’s Inequality

Ê[〈Ba〉t − σ 2
aaT t |�s] = Ê[〈Ba〉s − σ 2

aaT t + (〈Ba〉t − 〈Ba〉s)|�s]
= 〈Ba〉s − σ 2

aaT t + Ê[〈Ba〉t − 〈Ba〉s]
= 〈Ba〉s − σ 2

aaT s.

However, the processes (−(〈Ba〉t − σ 2
aaT t))t≥0 and ((Ba

t )
2)t≥0 areG-submartingales,

as seen from the relations

Ê[(Ba
t )

2|�s] = Ê[(Ba
s )

2 + (Ba
t − Ba

s )
2 + 2Ba

s (B
a
t − Ba

s )|�s]
= (Ba

s )
2 + Ê[(Ba

t − Ba
s )

2|�s]
= (Ba

s )
2 + σ 2

aaT (t − s) ≥ (Ba
s )

2.

Similar reasoning shows that ((Ba
t )

2 − σ 2
aaT t)t≥0 and ((Ba

t )
2 − 〈Ba〉t )t≥0 are G-

martingales.

In general, we have the following important property.

Proposition 4.1.4 Let M0 ∈ R, ϕ = (ϕ j )dj=1 ∈ M2
G(0, T ;Rd) and η = (ηi j )di, j=1 ∈

M1
G(0, T ;S(d)) be given and let

Mt = M0 +
∫ t

0
ϕ j
u d B

j
u +

∫ t

0
ηi j
u d 〈B〉i ju −

∫ t

0
2G(ηu)du for t ∈ [0, T ].

Then M is a G-martingale. As before, we follow the Einstein convention: the above
repeated indices i and j meaning the summation.

Proof Since Ê[∫ t
s ϕ

j
u d B

j
u |�s] = Ê[− ∫ t

s ϕ
j
u d B

j
u |�s] = 0, we only need to prove that

M̄t =
∫ t

0
ηi j
u d 〈B〉i ju −

∫ t

0
2G(ηu)du for t ∈ [0, T ]

is a G-martingale. It suffices to consider the case of η ∈ M1,0
G (0, T ;S(d)), i.e.,

ηt =
N−1∑
k=0

ηtk I[tk ,tk+1)(t), 0 = t0 < t1 < · · · < tn = T .

We have, for s ∈ [tN−1, tN ],

Ê[M̄t |�s] = M̄s + Ê[(ηtN−1, 〈B〉t − 〈B〉s) − 2G(ηtN−1)(t − s)|�s]
= M̄s + Ê[(A, 〈B〉t − 〈B〉s)]A=ηtN−1

− 2G(ηtN−1)(t − s)

= M̄s .

We can repeat this procedure backwardly thus proving the result for s ∈
[0, tN−1]. �
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Corollary 4.1.5 Let η ∈ M1
G(0, T ). Then for any fixed a ∈ R

d , we have

σ 2
−aaT Ê

[∫ T

0
|ηt |dt

]
≤ Ê

[∫ T

0
|ηt |d〈Ba〉t

]
≤ σ 2

aaT Ê

[∫ T

0
|ηt |dt

]
. (4.1.1)

Proof Proposition 4.1.4 implies that, for any ξ ∈ M1
G(0, T ),

Ê

[∫ T

0
ξt d〈Ba〉t −

∫ T

0
2Ga(ξt )dt

]
= 0,

where Ga(α) = 1
2 (σ

2
aaT α

+ − σ 2
−aaT α

−). Letting ξ = |η| and ξ = −|η|, we get

Ê

[∫ T

0
|ηt |d〈Ba〉t − σ 2

aaT

∫ T

0
|ηt |dt

]
= 0,

Ê

[
−

∫ T

0
|ηt |d〈Ba〉t + σ 2

−aaT

∫ T

0
|ηt |dt

]
= 0.

Thus the result follows from the sub-additivity of G-expectation. �

Remark 4.1.6 Ifϕ ≡ 0 inProposition4.1.4, thenMt = ∫ t
0 η

i j
u d〈B〉i ju − ∫ t

0 2G(ηu)du
is a G-martingale. This is a surprising result because Mt is a continuous and non-
increasing process.

Remark 4.1.7 It is worth mentioning that for a G-martingale M , in general, −M
is not a G-martingale. Notice however, in Proposition4.1.4 with η ≡ 0, the process
−M is still a G-martingale.

4.2 Heuristic Explanation of G-Martingale Representation

Proposition4.1.4 tells us that aG-martingale contains a special additional termwhich
is a decreasing martingale of the form

Kt =
∫ t

0
ηsd〈B〉s −

∫ t

0
G(ηs)ds.

In this section, we provide a formal proof to show that aG-martingale can be decom-
posed into a sum of a symmetric martingale and a decreasing martingale.

Let us consider a generator G : S(d) 	→ R satisfying the uniformly elliptic con-
dition, i.e., there exists β > 0 such that, for each A, Ā ∈ S(d) with A ≥ Ā,

G(A) − G( Ā) ≥ βtr[A − Ā].
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For ξ = (ξ j )dj=1 ∈ M2
G(0, T ;Rd) and η = (ηi j )di, j=1 ∈ M1

G(0, T ;S(d)), we use the
following notations

∫ T

0
〈ξt , dBt 〉 :=

d∑
j=1

∫ T

0
ξ
j
t d B

j
t ;

∫ T

0
(ηt , d〈B〉t ) :=

d∑
i, j=1

∫ T

0
η
i j
t d 〈B〉i jt .

Let us first consider a G-martingale (Mt )t∈[0,T ] with terminal condition MT =
ξ = ϕ(BT − Bt1) for 0 ≤ t1 ≤ T < ∞.

Lemma 4.2.1 Let ξ = ϕ(BT − Bt1), ϕ ∈ Cb.Lip(R
d). Then we have the following

representation:

ξ = Ê[ξ ] +
∫ T

t1

〈βt , dBt 〉 +
∫ T

t1

(ηt , d〈B〉t ) −
∫ T

t1

2G(ηt )dt.

Proof We know that u(t, x) = Ê[ϕ(x + BT − Bt )] is the solution of the following
PDE:

∂t u + G(D2u) = 0, (t, x) ∈ [0, T ] × R
d , u(T, x) = ϕ(x).

For any ε > 0, by the interior regularity of u (see Appendix C), we have

‖u‖C1+α/2,2+α([0,T−ε]×Rd ) < ∞ for some α ∈ (0, 1).

Applying G-Itô’s formula to u(t, Bt − Bt1) on [t1, T − ε], since Du(t, x) is uni-
formly bounded, letting ε → 0, we obtain

ξ = Ê[ξ ] +
∫ T

t1

∂t u(t, Bt − Bt1)dt +
∫ T

t1

〈Du(t, Bt − Bt1), dBt 〉

+ 1
2

∫ T

t1

(D2u(t, Bt − Bt1), d〈B〉t )

= Ê[ξ ] +
∫ T

t1

〈Du(t, Bt − Bt1), dBt 〉 + 1
2

∫ T

t1

(D2u(t, Bt − Bt1), d〈B〉t )

−
∫ T

t1

G(D2u(t, Bt − Bt1))dt.

�

This method can be applied to treat a more general martingale (Mt )0≤t≤T with
terminal condition

MT =ϕ(Bt1 , Bt2 − Bt1 , · · · , BtN − BtN−1),

ϕ ∈Cb.Lip(R
d×N ), 0 ≤ t1 < t2 < · · · < tN = T < ∞.

(4.2.1)
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Indeed, it suffices to consider the case

ξ = Ê[ξ ] +
∫ T

0
〈βt , dBt 〉 +

∫ T

0
(ηt , d〈B〉t ) −

∫ T

0
2G(ηt )dt.

For ξ = ϕ(Bt1 , BT − Bt1), we set, for each (x, y) ∈ R
2d ,

u(t, x, y) = Ê[ϕ(x, y + BT − Bt )]; ϕ1(x) = Ê[ϕ(x, BT − Bt1)].

For x ∈ R
d , we denote ξ̄ = ϕ(x, BT − Bt1). By Lemma4.2.1, we have

ξ̄ = ϕ1(x) +
∫ T

t1

〈Dyu(t, x, Bt − Bt1), dBt 〉 + 1
2

∫ T

t1

(D2
yu(t, x, Bt − Bt1), d〈B〉t )

−
∫ T

t1

G(D2
yu(t, x, Bt − Bt1))dt.

Intuitively, we can replace x by Bt1 , apply Lemma 4.2.1 to ϕ1(Bt1) and conclude that

ξ = ϕ1(Bt1) +
∫ T

t1

〈Dyu(t, Bt1 , Bt − Bt1), dBt 〉

+ 1
2

∫ T

t1

(D2
yu(t, Bt1 , Bt − Bt1), d〈B〉t ) −

∫ T

t1

G(D2
yu(t, Bt1 , Bt − Bt1))dt.

We repeat this procedure and show that the G-martingale (Mt )t∈[0,T ] with terminal
condition MT given in (4.2.1) has the following representation:

Mt = Ê[MT ] +
∫ t

0
〈βs, dBs〉 + Kt

with Kt = ∫ t
0 (ηs, d〈B〉s) − ∫ t

0 2G(ηs)ds for 0 ≤ t ≤ T .

Remark 4.2.2 Here there is a very interesting and challenging question: canwe prove
the above new G-martingale representation theorem for a general L p

G-martingale?
The answer of this question is provided in Theorem7.1.1 of Chap. 7.

4.3 G-Convexity and Jensen’s Inequality for
G-Expectations

Here the question of interest is whether the well–known Jensen’s inequality still
holds for G-expectations.

First, we give a new notion of convexity.
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Definition 4.3.1 A continuous function h : R 	→ R is called G –convex if for any
bounded ξ ∈ L1

G(�), the following Jensen’s inequality holds:

Ê[h(ξ)] ≥ h(Ê[ξ ]).

In this section, we mainly consider C2-functions.

Proposition 4.3.2 Let h ∈ C2(R). Then the following statements are equivalent:
(i) The function h is G –convex.
(ii) For each bounded ξ ∈ L1

G(�), the following Jensen’s inequality holds:

Ê[h(ξ)|�t ] ≥ h(Ê[ξ |�t ]) for t ≥ 0.

(iii) For each ϕ ∈ C2
b (R

d), the following Jensen’s inequality holds:

Ê[h(ϕ(Bt ))] ≥ h(Ê[ϕ(Bt )]) for t ≥ 0.

(iv) The following condition holds for each (y, z, A) ∈ R × R
d × S(d):

G(h′(y)A + h′′(y)zzT ) − h′(y)G(A) ≥ 0. (4.3.1)

To prove Proposition 4.3.2, we need the following lemmas.

Lemma 4.3.3 Let� : Rd 	→ S(d)bea continuous functionwith polynomial growth.
Then

lim
δ↓0 Ê

[∫ t+δ

t
(�(Bs), d〈B〉s)

]
δ−1 = 2Ê[G(�(Bt ))]. (4.3.2)

Proof If � is a Lipschitz function, it is easy to show that

Ê

[∣∣∣∣
∫ t+δ

t
(�(Bs) − �(Bt ), d〈B〉s)

∣∣∣∣
]

≤ C1δ
3/2,

where C1 is a constant independent of δ. Thus

lim
δ↓0 δ−1

Ê

[∫ t+δ

t
(�(Bs), d〈B〉s)

]
= lim

δ↓0 δ−1
Ê[(�(Bt), 〈B〉t+δ − 〈B〉s)]

= 2Ê[G(�(Bt ))].

Otherwise, we can choose a sequence of Lipschitz functions �N : Rd → S(d) such
that

|�N (x) − �(x)| ≤ C2

N
(1 + |x |k),

where C2 and k are positive constants independent of N . It is see to show that
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Ê

[∣∣∣∣
∫ t+δ

t
(�(Bs) − �N (Bs), d〈B〉s)

∣∣∣∣
]

≤ C

N
δ

and

Ê[|G(�(Bt )) − G(�N (Bt ))|] ≤ C

N
,

where C is a universal constant. Thus

∣∣∣∣Ê
[∫ t+δ

t
(�(Bs), d〈B〉s)

]
δ−1 − 2Ê [G(�(Bt ))]

∣∣∣∣
≤

∣∣∣∣Ê
[∫ t+δ

t
(�N (Bs), d〈B〉s)

]
δ−1 − 2Ê [G(�N (Bt ))]

∣∣∣∣ + 3C

N
.

Then we have

lim sup
δ↓0

∣∣∣∣Ê
[∫ t+δ

t
(�(Bs), d〈B〉s)

]
δ−1 − 2Ê[G(�(Bt ))]

∣∣∣∣ ≤ 3C

N
.

Since N can be arbitrarily large, this completes the proof. �

Lemma 4.3.4 Let  be a C2-function on R
d with D2 satisfying a polynomial

growth condition. Then we have

lim
δ↓0 δ−1(Ê[(Bδ)] − (0)) = G(D2(0)). (4.3.3)

Proof Applying G-Itô’s formula to (Bδ), we get

(Bδ) = (0) +
∫ δ

0
〈D(Bs), dBs〉 + 1

2

∫ δ

0
(D2(Bs), d〈B〉s).

Therefore

Ê[(Bδ)] − (0) = 1
2 Ê

[∫ δ

0
(D2(Bs), d〈B〉s)

]
.

By Lemma4.3.3, we obtain the result. �

Lemma 4.3.5 Let h ∈ C2(R) and satisfy (4.3.1). For any ϕ ∈ Cb.Lip(R
d), let u(t, x)

be the solution of the G-heat equation:

∂t u − G(D2u) = 0 (t, x) ∈ [0,∞) × R
d , u(0, x) = ϕ(x). (4.3.4)

Then ũ(t, x) := h(u(t, x)) is a viscosity subsolution of the G-heat Eq. (4.3.4) with
initial condition ũ(0, x) = h(ϕ(x)).



98 4 G-Martingales and Jensen’s Inequality

Proof For each ε > 0, we denote by uε the solution of the following PDE:

∂t uε − Gε(D
2uε) = 0 (t, x) ∈ [0,∞) × R

d , uε(0, x) = ϕ(x),

where Gε(A) := G(A) + εtr[A]. Since Gε satisfies the uniformly elliptic condition,
by Appendix C, we have uε ∈ C1,2((0,∞) × R

d). By simple calculation, we have

∂t h(uε) = h′(uε)∂t uε = h′(uε)Gε(D
2uε)

and
∂t h(uε) − Gε(D

2h(uε)) = fε(t, x), h(uε(0, x)) = h(ϕ(x)),

where
fε(t, x) = h′(uε)G(D2uε) − G(D2h(uε)) − εh′′(uε)|Duε|2.

Since h satisfies (4.3.1), it follows that fε ≤ −εh′′(uε)|Duε|2. We can also deduce
that |Duε| is uniformly bounded by the Lipschitz constant of ϕ. It is easy to show
that uε uniformly converges to u as ε → 0. Thus h(uε) uniformly converges to h(u)

and h′′(uε) is uniformly bounded. Then we get

∂t h(uε) − Gε(D
2h(uε)) ≤ Cε, h(uε(0, x)) = h(ϕ(x)),

where C is a constant independent of ε. By Appendix C, we conclude that h(u) is a
viscosity subsolution. �

Proof of Proposition4.3.2 Obviously (ii) =⇒(i)=⇒(iii) . We now show (iii)=⇒(ii).
For ξ ∈ L1

G(�) of the form

ξ = ϕ(Bt1 , Bt2 − Bt1 , · · · , Btn − Btn−1),

where ϕ ∈ C2
b (R

d×n), 0 ≤ t1 ≤ · · · ≤ tn < ∞, by the definitions of Ê[·] and Ê[·|�t ],
we have

Ê[h(ξ)|�t ] ≥ h(Ê[ξ |�t ]), t ≥ 0.

This Jensen’s inequality can be extended to hold under the norm || · || = Ê[| · |], to
each ξ ∈ L1

G(�) satisfying h(ξ) ∈ L1
G(�).

Let us show (iii)=⇒(iv): for each ϕ ∈ C2
b (R

d), we have Ê[h(ϕ(Bt ))] ≥
h(Ê[ϕ(Bt )]) for t ≥ 0. By Lemma4.3.4, we know that

lim
δ↓0 (Ê[ϕ(Bδ)] − ϕ(0))δ−1 = G(D2ϕ(0))

and
lim
δ↓0 (Ê[h(ϕ(Bδ))] − h(ϕ(0)))δ−1 = G(D2h(ϕ)(0)).
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Thus we obtain
G(D2h(ϕ)(0)) ≥ h′(ϕ(0))G(D2ϕ(0)).

For each (y, z, A) ∈ R × R
d × S(d), we can choose ϕ ∈ C2

b (R
d) such that

(ϕ(0), Dϕ(0), D2ϕ(0)) = (y, z, A).

Thus we obtain (iv).
Finally, (iv)=⇒(iii): for each ϕ ∈ C2

b (R
d), u(t, x) = Ê[ϕ(x + Bt )] (respectively,

ū(t, x) = Ê[h(ϕ(x + Bt ))]) solves the G-heat Eq. (4.3.4). By Lemma4.3.5, h(u)

is a viscosity subsolution of the G-heat Eq. (4.3.4). It follows from the maximum
principle that h(u(t, x)) ≤ ū(t, x). In particular, (iii) holds. �

Remark 4.3.6 In fact, (i)⇐⇒(ii) ⇐⇒(iii) still hold without assuming that h ∈
C2(R).

Proposition 4.3.7 Let h be a G-convex function and X ∈ L1
G(�) be bounded. Then

the process Yt = h(Ê[X |�t ]), t ≥ 0, is a G-submartingale.

Proof For each s ≤ t ,

Ê[Yt |�s] = Ê[h(Ê[X |�t ])|�s] ≥ h(Ê[X |�s]) = Ys . �

4.4 Exercises

Exercise 4.4.1 (a) Let (Mt )t≥0 be a G-supermartingale. Show that the process
(−Mt )t≥0 is a G-submartingale.

(b) Find a G-submartingale (Mt )t≥0 such that (−Mt )t≥0 is not a G-
supermartingale.

Exercise 4.4.2 (a) Assume that (Mt )t≥0 and (Nt )t≥0 be two G -supermartingales.
Prove that their sum (Mt + Nt )t≥0 is a G -supermartingale.

(b) Assume that (Mt )t≥0 and (−Mt )t≥0 are two G-martingales. For each G-
submartingale (Nt )t≥0, prove that (Mt + Nt )t≥0 is a G-submartingale.

Exercise 4.4.3 Suppose that G satisfies the uniformly elliptic condition and h ∈
C2(R). Show that h is G-convex if and only if h is convex.

Notes and Comments

The material in this chapter is mainly from Peng [140].
Peng [130] introduced a filtration consistent (or time consistent, or dynamic)

nonlinear expectation, called g-expectation, via BSDE, developed further in (1999)
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[132] for some basic properties of the g-martingale such as nonlinear Doob-Meyer
decomposition theorem. See also Briand et al. [20] , Chen et al. [29], Chen and Peng
[30, 31], Coquet, Hu,Mémin and Peng [35, 36], Peng [132, 135], Peng andXu [148],
Rosazza [152]. These works lead to a conjecture that all properties obtained for g-
martingales must have their counterparts for G-martingale. However this conjecture
is still far from being complete.

The problem of G-martingale representation has been proposed by Peng [140].
In Sect. 4.2, we only state a result with very regular random variables. Some very
interesting developments to this important problem will be provided in Chap. 7.

Under the framework of g-expectation, Chen, Kulperger and Jiang [29], Hu [86],
Jiang and Chen [97] investigate the Jensen’s inequality for g-expectation. Jia and
Peng [95] introduced the notion of g-convex function and obtained many interesting
properties. Certainly, a G-convex function concerns fully nonlinear situations.



Chapter 5
Stochastic Differential Equations

In this chapter, we consider the stochastic differential equations and backward
stochastic differential equations driven by G-Brownian motion. The conditions and
proofs of existence and uniqueness of a stochastic differential equation is similar to
the classical situation. However the corresponding problems for backward stochas-
tic differential equations are not that easy, many are still open. We only give partial
results to this direction.

5.1 Stochastic Differential Equations

In this chapter,wedenote by M̄ p
G(0, T ; R

n), p ≥ 1, the completion ofMp,0
G (0, T ; R

n)

under the norm (
∫ T
0 Ê[|ηt |p]dt)1/p. It is not hard to prove that M̄ p

G(0, T ; R
n) ⊆

Mp
G(0, T ; R

n). We consider all the problems in the space M̄ p
G(0, T ; R

n). The fol-
lowing lemma is useful in our future discussion.

Lemma 5.1.1 Suppose that ϕ ∈ M2
G(0, T ). Then for a ∈ R

d , it holds that

ηt :=
∫ t

0
ϕsd B

a
s ∈ M̄2

G(0, T ).

Proof Choosing a sequence of processes ϕn ∈ M2,0
G (0, T ) such that

lim
n→∞ Ê

[∫ T

0
|ϕs − ϕn

s |2ds
]

= 0.

Then for each integer n, it is easy to check that the process ηn
t = ∫ t

0 ϕn
s dB

a
s belongs

to the space M̄2
G(0, T ).
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On the other hand, it follows from the property of G-Itô integral that

∫ T

0
Ê[|ηt − ηnt |2]dt = σ 2

aaT

∫ T

0
Ê

[∫ t

0
|ϕs − ϕn

s |2ds
]

dt ≤ σ 2
aaT T Ê

[∫ T

0
|ϕs − ϕn

s |2ds
]

,

which implies the desired result. �
Now we consider the following SDE driven by a d-dimensional G-Brownian

motion:

Xt = X0 +
∫ t

0
b(s, Xs)ds +

∫ t

0
hi j (s, Xs)d 〈B〉i js +

∫ t

0
σ j (s, Xs)dB

j
s , t ∈ [0, T ],

(5.1.1)
where the initial condition X0 ∈ R

n is a given constant, b, hi j , σ j are given functions
satisfying b(·, x), hi j (·, x), σ j (·, x) ∈ M2

G(0, T ; R
n) for each x ∈ R

n and the Lips-
chitz condition, i.e., |φ(t, x) − φ(t, x ′)| ≤ K |x − x ′|, for each t ∈ [0, T ], x , x ′ ∈ R

n ,
φ = b, hi j and σ j , respectively. Here the horizon [0, T ] can be arbitrarily large. The
solution is a process (Xt )t∈[0,T ] ∈ M̄2

G(0, T ; R
n) satisfying the SDE (5.1.1).

We first introduce the following mapping on a fixed interval [0, T ]:

�· : M̄2
G(0, T ; R

n) �→ M̄2
G(0, T ; R

n)

by setting �t , t ∈ [0, T ], with

�t (Y ) = X0 +
∫ t

0
b(s,Ys)ds +

∫ t

0
hi j (s,Ys)d 〈B〉i js +

∫ t

0
σ j (s,Ys)dB

j
s .

From Lemma5.1.1 and Exercise5.4.2 of this chapter, we see that the mapping � is
well-defined.

We immediately have the following lemma, whose proof is left to the reader.

Lemma 5.1.2 For any Y,Y ′ ∈ M̄2
G(0, T ; R

n), we have the following estimate:

Ê[|�t (Y ) − �t (Y
′)|2] ≤ C

∫ t

0
Ê[|Ys − Y ′

s |2]ds, t ∈ [0, T ], (5.1.2)

where the constant C depends only on the Lipschitz constant K .

We now prove that the SDE (5.1.1) has a unique solution. We multiply on both
sides of (5.1.2) by e−2Ct and integrate them on [0, T ], thus deriving

∫ T

0
Ê[|�t (Y ) − �t (Y

′)|2]e−2Ctdt ≤ C
∫ T

0
e−2Ct

∫ t

0
Ê[|Ys − Y ′

s |2]dsdt

= C
∫ T

0

∫ T

s
e−2CtdtÊ[|Ys − Y ′

s |2]ds

= 1

2

∫ T

0
(e−2Cs − e−2CT )Ê[|Ys − Y ′

s |2]ds.
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We then have

∫ T

0
Ê[|�t (Y ) − �t (Y

′)|2]e−2Ctdt ≤ 1

2

∫ T

0
Ê[|Yt − Y ′

t |2]e−2Ctdt. (5.1.3)

Note that the following two norms are equivalent in the space M̄2
G(0, T ; R

n):

(∫ T

0
Ê[|Yt |2]dt

)1/2

∼

(∫ T

0
Ê[|Yt |2]e−2Ctdt

)1/2

.

From (5.1.3) we obtain that �(Y ) is a contraction mapping. Consequently, we have
the following theorem.

Theorem 5.1.3 There exists a unique solution (Xt )0≤t≤T ∈ M̄2
G(0, T ; R

n) of the
stochastic differential equation (5.1.1).

We now consider a particular but important case of a linear SDE. For simplicity,
assume that d = 1, n = 1. and let

Xt = X0 +
∫ t

0
(bs Xs + b̃s)ds +

∫ t

0
(hs Xs + h̃s)d〈B〉s +

∫ t

0
(σs Xs + σ̃s)dBs , t ∈ [0, T ].

(5.1.4)
Here X0 ∈ R is given, b., h., σ. are given bounded processes in M2

G(0, T ; R) and
b̃., h̃., σ̃. are given processes in M2

G(0, T ; R). It follows from Theorem5.1.3 that the
linear SDE (5.1.4) has a unique solution.

Remark 5.1.4 The solution of the linear SDE (5.1.4) is

Xt = �−1
t (X0 +

∫ t

0
b̃s�sds +

∫ t

0
(h̃s − σs σ̃s)�sd〈B〉s +

∫ t

0
σ̃s�sd Bs), t ∈ [0, T ],

where �t = exp(− ∫ t
0 bsds − ∫ t

0 (hs − 1
2σ

2
s )d〈B〉s − ∫ t

0 σsd Bs).
In particular, if b., h., σ. are constants and b̃., h̃., σ̃. are zero, then X is a geometric

G-Brownian motion.

Definition 5.1.5 We say that (Xt )t≥0 is a geometric G-Brownian motion if

Xt = exp(αt + β〈B〉t + γ Bt ), (5.1.5)

where α, β, γ are constants.
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5.2 Backward Stochastic Differential Equations (BSDE)

We consider the following type of BSDE:

Yt = Ê

[

ξ +
∫ T

t
f (s,Ys)ds +

∫ T

t
hi j (s,Ys)d 〈B〉i js

∣
∣
∣�t

]

, t ∈ [0, T ], (5.2.1)

where ξ ∈ L1
G(�T ; R

n), f, hi j are given functions such that f (·, y), hi j (·, y) ∈
M1

G(0, T ; R
n) for each y ∈ R

n and these functions satisfy the Lipschitz condition,
i.e.,

|φ(t, y) − φ(t, y′)| ≤ K |y − y′|, for each t ∈ [0, T ], y, y′ ∈ R
n, φ = f and hi j .

The solution is a process (Yt )0≤t≤T ∈ M̄1
G(0, T ; R

n) satisfying the above BSDE.
We first introduce the following mapping on a fixed interval [0, T ]:

�· : M̄1
G(0, T ; R

n) → M̄1
G(0, T ; R

n)

by setting �t , t ∈ [0, T ] as follows:

�t (Y ) = Ê

[

ξ +
∫ T

t
f (s,Ys)ds +

∫ T

t
hi j (s,Ys)d 〈B〉i js

∣
∣
∣�t

]

,

which is well-defined by Lemma5.1.1 and Exercises5.4.2, 5.4.5.
We immediately derive a useful property of �t .

Lemma 5.2.1 For any Y,Y ′ ∈ M̄1
G(0, T ; R

n), we have the following estimate:

Ê[|�t (Y ) − �t (Y
′)|] ≤ C

∫ T

t
Ê[|Ys − Y ′

s |]ds, t ∈ [0, T ], (5.2.2)

where the constant C depends only on the Lipschitz constant K .

Now we are going to prove that the BSDE (5.2.1) has a unique solution. We
multiplying on both sides of (5.2.2) by e2Ct , and integrate them on [0, T ]. We find

∫ T

0
Ê[|�t (Y ) − �t (Y

′)|]e2Ctdt ≤ C
∫ T

0

∫ T

t
Ê[|Ys − Y ′

s |]e2Ctdsdt

= C
∫ T

0
Ê[|Ys − Y ′

s |]
∫ s

0
e2Ctdtds

= 1

2

∫ T

0
Ê[|Ys − Y ′

s |](e2Cs − 1)ds

≤ 1

2

∫ T

0
Ê[|Ys − Y ′

s |]e2Csds. (5.2.3)
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We observe that the following two norms in the space M̄1
G(0, T ; R

n) are equivalent:

∫ T

0
Ê[|Yt |]dt ∼

∫ T

0
Ê[|Yt |]e2Ctdt.

From (5.2.3), we can obtain that �(Y ) is a contraction mapping. Consequently, we
have proved the following theorem.

Theorem 5.2.2 There exists a unique solution (Yt )t∈[0,T ] ∈ M̄1
G(0, T ; R

n) of the
backward stochastic differential equation (5.2.1).

Let Y (v), v = 1, 2, be the solutions of the following BSDE:

Y (v)
t = Ê

[

ξ(v) +
∫ T

t
( f (s,Y (v)

s ) + ϕ
(v)
s )ds +

∫ T

t
(hi j (s,Y

(v)
s ) + ψ

i j,(v)
s )d 〈B〉i js

∣
∣
∣�t

]

.

Then the following estimate holds.

Proposition 5.2.3 We have

Ê

[
|Y (1)

t − Y (2)
t |

]
≤ CeC(T−t)

Ê[|ξ (1) − ξ (2)| +
∫ T

t
|ϕ(1)

s − ϕ(2)
s | + |ψ i j,(1)

s − ψ
i j,(2)
s |ds],

(5.2.4)
where the constant C depends only on the Lipschitz constant K .

Proof As in the proof of Lemma5.2.1, we have

Ê[|Y (1)
t − Y (2)

t |] ≤ C

(∫ T

t
Ê[|Y (1)

s − Y (2)
s |]ds + Ê[|ξ (1) − ξ (2)|

+
∫ T

t
|ϕ(1)

s − ϕ(2)
s | + |ψ i j,(1)

s − ψ i j,(2)
s |ds]

)

.

By applying the Gronwall inequality (see Exercise5.4.4), we obtain the statement.

Remark 5.2.4 In particular, if ξ (2) = 0,ϕ(2)
s = − f (s, 0),ψ i j,(2)

s = −hi j (s, 0), ξ (1) =
ξ , ϕ(1)

s = 0, ψ i j,(1)
s = 0, we obtain the estimate of the solution of the BSDE. Let Y

be the solution of the BSDE (5.2.1). Then

Ê[|Yt |] ≤ CeC(T−t)
Ê

[

|ξ | +
∫ T

t
| f (s, 0)| + |hi j (s, 0)|ds

]

, (5.2.5)

where the constant C depends only on the Lipschitz constant K .
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5.3 Nonlinear Feynman-Kac Formula

Consider the following SDE:

{
dXt,ξ

s = b(Xt,ξ
s )ds + hi j (X

t,ξ
s )d 〈B〉i js + σ j (X

t,ξ
s )dB j

s , s ∈ [t, T ],
Xt,ξ
t = ξ,

(5.3.1)

where ξ ∈ L2
G(�t ; R

n) and b, hi j , σ j : R
n �→ R

n are given Lipschitz functions, i.e.,
|φ(x) − φ(x ′)| ≤ K |x − x ′|, for all x , x ′ ∈ R

n , φ = b, hi j and σ j .
We then consider the associated BSDE:

Y t,ξ
s = Ê

[

�(Xt,ξ
T ) +

∫ T

s
f (Xt,ξ

r ,Y t,ξ
r )dr +

∫ T

s
gi j (X

t,ξ
r ,Y t,ξ

r )d
〈
Bi , B j

〉
r

∣
∣
∣�s

]

,

(5.3.2)
where� : R

n → R is a given Lipschitz function and f , gi j : R
n × R �→ R are given

Lipschitz functions, i.e., |φ(x, y) − φ(x ′, y′)| ≤ K (|x − x ′| + |y − y′|), for each x ,
x ′ ∈ R

n , y, y′ ∈ R, φ = f and gi j .
We have the following estimates:

Proposition 5.3.1 For each ξ , ξ ′ ∈ L2
G(�t ; R

n), we have, for each s ∈ [t, T ],

Ê[|Xt,ξ
s − Xt,ξ ′

s |2|�t ] ≤ C |ξ − ξ ′|2 (5.3.3)

and
Ê[|Xt,ξ

s |2|�t ] ≤ C(1 + |ξ |2), (5.3.4)

where the constant C depends only on the Lipschitz constant K .

Proof It is easy to see that

Ê[|Xt,ξ
s − Xt,ξ ′

s |2∣∣�t ] ≤ C1(|ξ − ξ ′|2 +
∫ s

t
Ê[|Xt,ξ

r − Xt,ξ ′
r |2|�t ]dr).

By the Gronwall inequality, we obtain (5.3.3), namely

Ê[|Xt,ξ
s − Xt,ξ ′

s |2|�t ] ≤ C1e
C1T |ξ − ξ ′|2.

Similarly, we derive (5.3.4). �

Corollary 5.3.2 For any ξ ∈ L2
G(�t ; R

n), we have

Ê[|Xt,ξ
t+δ − ξ |2|�t ] ≤ C(1 + |ξ |2)δ for δ ∈ [0, T − t], (5.3.5)

where the constant C depends only on the Lipschitz constant K .
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Proof It is easy to see that

Ê[|Xt,ξ
t+δ − ξ |2∣∣�t ] ≤ C1

∫ t+δ

t

(
1 + Ê[|Xt,ξ

s |2∣∣�t ]
)
ds.

Then the result follows from Proposition5.3.1. �

Proposition 5.3.3 For each ξ , ξ ′ ∈ L2
G(�t ; R

n), we have

|Y t,ξ
t − Y t,ξ ′

t | ≤ C |ξ − ξ ′| (5.3.6)

and
|Y t,ξ

t | ≤ C(1 + |ξ |), (5.3.7)

where the constant C depends only on the Lipschitz constant K .

Proof For each s ∈ [0, T ], it is easy to check that

|Y t,ξ
s − Y t,ξ ′

s | ≤ C1Ê

[

|Xt,ξ
T − Xt,ξ ′

T | +
∫ T

s
(|Xt,ξ

r − Xt,ξ ′
r | + |Y t,ξ

r − Y t,ξ ′
r |)dr |�s

]

.

Since

Ê[|Xt,ξ
s − Xt,ξ ′

s ||�t ] ≤
(
Ê[|Xt,ξ

s − Xt,ξ ′
s |2|�t ]

)1/2
,

we have

Ê[|Y t,ξ
s − Y t,ξ ′

s ||�t ] ≤ C2(|ξ − ξ ′| +
∫ T

s
Ê[|Y t,ξ

r − Y t,ξ ′
r ||�t ]dr).

By the Gronwall inequality, we obtain (5.3.6). Similarly we derive (5.3.7). �

We are more interested in the case when ξ = x ∈ R
n . Define

u(t, x) := Y t,x
t , (t, x) ∈ [0, T ] × R

n. (5.3.8)

By Proposition 5.3.3, we immediately have the following estimates:

|u(t, x) − u(t, x ′)| ≤ C |x − x ′|, (5.3.9)

|u(t, x)| ≤ C(1 + |x |), (5.3.10)

where the constant C depends only on the Lipschitz constant K .

Remark 5.3.4 It is important to note that u(t, x) is a deterministic function of (t, x),
because Xt,x

s and Y t,x
s are independent from �t .
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Theorem 5.3.5 For any ξ ∈ L2
G(�t ; R

n), we have

u(t, ξ) = Y t,ξ
t . (5.3.11)

Proof Without loss of generality, suppose that n = 1.
First, we assume that ξ ∈ Lip(�T ) is bounded by some constant ρ. Thus for each

integer N > 0, we can choose a simple function

ηN =
N∑

i=−N

xi IAi (ξ)

with xi = iρ
N , Ai = [ iρN ,

(i+1)ρ
N ) for i = −N , . . . , N − 1 and xN = ρ, AN = {ρ}.

From the definition of u, we conclude that

|Y t,ξ
t − u(t, ηN )| = |Y t,ξ

t −
N∑

i=−N

u(t, xi )IAi (ξ)| = |Y t,ξ
t −

N∑

i=−N

Y t,xi
t IAi (ξ)|

=
N∑

i=−N

|Y t,ξ
t − Y t,xi

t |IAi (ξ).

Then it follows from Proposition5.3.3 that

|Y t,ξ
t − u(t, ηN )| ≤ C

N∑

i=−N

|ξ − xi |IAi (ξ) ≤ C
ρ

N
.

Noting that

|u(t, ξ) − u(t, ηN )| ≤ C |ξ − ηN | ≤ C
ρ

N
,

we get Ê[|Y t,ξ
t − u(t, ξ)|] ≤ 2C ρ

N . Since N can be arbitrarily large, we obtain Y t,ξ
t =

u(t, ξ).
In the general case, by Exercise3.10.4 in Chap.3, we can find a sequence of

bounded random variables ξk ∈ Lip(�T ) such that

lim
k→∞ Ê[|ξ − ξk |2] = 0.

Consequently, applying Proposition5.3.3 again yields that

lim
k→∞ Ê[|Y t,ξ

t − Y t,ξk
t |2] ≤ C lim

k→∞ Ê[|ξ − ξk |2] = 0,

which together with Y t,ξk
t = u(t, ξk) imply the desired result. �
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Proposition 5.3.6 We have, for δ ∈ [0, T − t],

u(t, x) = Ê

[

u(t + δ, Xt,x
t+δ) +

∫ t+δ

t
f (Xt,x

r , Y t,x
r )dr +

∫ t+δ

t
gi j (X

t,x
r , Y t,x

r )d 〈B〉i jr
]

.

(5.3.12)

Proof Since Xt,x
s = X

t+δ,Xt,x
t+δ

s for s ∈ [t + δ, T ], we get Y t,x
t+δ = Y

t+δ,Xt,x
t+δ

t+δ . By Theo-
rem5.3.5, we have Y t,x

t+δ = u(t + δ, Xt,x
t+δ), which implies the result. �

For any A ∈ S(n), p ∈ R
n , r ∈ R, we set

F(A, p, r, x) := G(B(A, p, r, x)) + 〈p, b(x)〉 + f (x, r),

where B(A, p, r, x) is a d × d symmetric matrix with

Bi j (A, p, r, x) := 〈Aσi (x), σ j (x)〉 + 〈p, hi j (x) + h ji (x)〉 + gi j (x, r) + g ji (x, r).

Theorem 5.3.7 The function u(t, x) is the unique viscosity solution of the following
PDE: {

∂t u + F(D2u, Du, u, x) = 0,
u(T, x) = �(x).

(5.3.13)

Proof We first show that u is a continuous function. By (5.3.9) we know that u is a
Lipschitz function in x . It follows from (5.2.5) and (5.3.4) that

Ê[|Y t,x
s |] ≤ C(1 + |x |), for s ∈ [t, T ].

In viewof (5.3.5) and (5.3.12),we get |u(t, x) − u(t + δ, x)| ≤ C(1 + |x |)(δ1/2 + δ)

for δ ∈ [0, T − t]. Thus u is 1
2 -Hölder continuous in t , which implies that u is a

continuous function. We can also show (see Exercise5.4.8), that for each p ≥ 2,

Ê[|Xt,x
t+δ − x |p] ≤ C(1 + |x |p)δ p/2. (5.3.14)

Now for fixed (t, x) ∈ (0, T ) × R
n , let ψ ∈ C2,3

l,Lip([0, T ] × R
n) be such that ψ ≥ u

and ψ(t, x) = u(t, x). By (5.3.12), (5.3.14) and Taylor’s expansion, it follows that,
for δ ∈ (0, T − t),

0 ≤ Ê

[

ψ(t + δ, Xt,x
t+δ) − ψ(t, x) +

∫ t+δ

t
f (Xt,x

r ,Y t,x
r )dr

+
∫ t+δ

t
gi j (X

t,x
r ,Y t,x

r )d
〈
Bi , B j

〉
r

]

≤ 1

2
Ê[(B(D2ψ(t, x), Dψ(t, x), ψ(t, x), x), 〈B〉t+δ − 〈B〉t )]

+ (∂tψ(t, x) + 〈Dψ(t, x), b(x)〉 + f (x, ψ(t, x)))δ + C(1 + |x |m)δ3/2
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≤ (∂tψ(t, x) + F(D2ψ(t, x), Dψ(t, x), ψ(t, x), x))δ + C(1 + |x |m)δ3/2,

where m is some constant depending on the function ψ . Consequently, it is easy to
check that

∂tψ(t, x) + F(D2ψ(t, x), Dψ(t, x), ψ(t, x), x) ≥ 0.

This implies that u is a viscosity subsolution of (5.3.13). Similarly we can show that
u is also a viscosity supersolution of (5.3.13). The uniqueness is from TheoremC.2.9
(in Appendix C). �

Example 5.3.8 Let B = (B1, B2) be a 2-dimensional G-Brownian motion with

G(A) = G1(a11) + G2(a22),

where

Gi (a) = 1

2
(σ 2

i a
+ − σ 2

i a
−), i = 1, 2.

In this case, we consider the following 1-dimensional SDE:

dXt,x
s = μXt,x

s ds + νXt,x
s d

〈
B1

〉
s + σ Xt,x

s dB2
s , Xt,x

t = x,

where μ, ν and σ are constants.
The corresponding function u is defined by

u(t, x) := Ê[ϕ(Xt,x
T )].

Then
u(t, x) = Ê[u(t + δ, Xt,x

t+δ)]

and u is the viscosity solution of the following PDE:

∂t u + μx∂xu + 2G1(νx∂xu) + σ 2x2G2(∂
2
xxu) = 0, u(T, x) = ϕ(x).

5.4 Exercises

Exercise 5.4.1 Prove that M̄ p
G(0, T ; R

n) ⊆ Mp
G(0, T ; R

n).

Exercise 5.4.2 Show that b(s,Ys) ∈ Mp
G(0, T ; R

n) for each Y ∈ Mp
G(0, T ; R

n),
where b is given by Eq. (5.1.1).

Exercise 5.4.3 Complete the proof of Lemma5.1.2.

Exercise 5.4.4 (TheGronwall inequality) Letu(t)be aLebesgue integrable function
in [0, T ] such that
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u(t) ≤ C + A
∫ t

0
u(s)ds for 0 ≤ t ≤ T,

where C > 0 and A > 0 are constants. Prove that u(t) ≤ CeAt for 0 ≤ t ≤ T .

Exercise 5.4.5 For any ξ ∈ L1
G(�T ; R

n), show that the process (Ê[ξ |�t ])t∈[0,T ]
belongs to M̄1

G(0, T ; R
n).

Exercise 5.4.6 Complete the proof of Lemma5.2.1.

Exercise 5.4.7 Suppose that ξ , f and hi j are all deterministic functions. Solve the
BSDE (5.2.1).

Exercise 5.4.8 For each ξ ∈ L p
G(�t ; R

n) with p ≥ 2, show that SDE (5.3.1) has a
unique solution in M̄ p

G(t, T ; R
n). Further, show that the following estimates hold:

Êt [|Xt,ξ
t+δ − Xt,ξ ′

t+δ|p] ≤ C |ξ − ξ ′|p,

Êt [|Xt,ξ
t+δ|p] ≤ C(1 + |ξ |p),

Êt [ sup
s∈[t,t+δ]

|Xt,ξ
s − ξ |p] ≤ C(1 + |ξ |p)δ p/2,

where the constant C depends on L , G, p, n and T .

Exercise 5.4.9 Let Ẽ be a nonlinear expectation dominated byG-expectation,where
G̃ : S(d) �→ R is dominated byG and G̃(0) = 0. Then we replace theG-expectation
Ê by Ẽ in BSDEs (5.2.1) and (5.3.2). Show that

(i) the BSDE (5.2.1) admits a unique solution Y ∈ M̄1
G(0, T ).

(ii) u is the unique viscosity solution of the PDE (5.3.13) corresponding to G̃.

Notes and Comments

The material in this chapter is mainly from Peng [140].
There are many excellent books on Itô’s stochastic calculus and stochastic dif-

ferential equations based by Itô’s original paper [92]. The ideas of that notes were
further developed to build the nonlinear martingale theory. For the corresponding
classical Brownian motion framework under a probability measure space, readers
are referred to Chung and Williams [34], Dellacherie and Meyer [43], He, Wang
and Yan [74], Itô and McKean [93], Ikeda and Watanabe [90], Kallenberg [100],
Karatzas and Shreve [101], Øksendal [122], Protter [150], Revuz and Yor [151] and
Yong and Zhou [177].

Linear backward stochastic differential equations (BSDEs) were first introduced
byBismut in [17, 19]. Bensoussan developed this approach in [12, 13]. The existence
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and uniqueness theorem of a general nonlinear BSDE, was obtained in 1990 in
Pardoux and Peng [124]. Here we present a version of a proof based on El Karoui,
Peng and Quenez [58], which is an excellent survey paper on BSDE theory and its
applications, especially in finance. Comparison theorem of BSDEs was obtained in
Peng [128] for the case when g is aC1-function and then in [58] when g is Lipschitz.
Nonlinear Feynman-Kac formula for BSDEwas introduced by Peng [127, 129]. Here
we obtain the corresponding Feynman-Kac formula for a fully nonlinear PDE, within
the framework of G-expectation. We also refer to Yong and Zhou [177], as well as
Peng [131] (in 1997, in Chinese) and [133] and more resent monographs of Crepey
[40], Pardoux and Rascanu [125] and Zhang [179] for systematic presentations of
BSDE theory and its applications.

In the framework of fully nonlinear expectation, typically G-expectation, a chal-
lenging problem is to prove the well-posedness of a BSDE which is general enough
to contain the above ‘classical’ BSDE as a special case. By applying and devel-
oping methods of quasi-surely analysis and aggregations, Soner et al. [156–158],
introduced a weak formulation and then proved the existence and uniqueness of
weak solution 2nd order BSDE (2BSDE). We also refer to Zhang [179] a systematic
presentation. Then, by using a totally different approach of G-martingale represen-
tation and a type of Galerkin approximation, Hu et al. [79] proved the existence and
uniqueness of solution of BSDE driven by G-Brownian motions (G-BSDE). As in
the classical situation, G-BSDE is a natural generalization of representation of G-
martingale. The assumption for the well-posedness of 2BSDEs is weaker than that
of G-BSDE, whereas the solution (Y, Z , K ) obtained by GBSDE is quasi-surely
continuous which is in general smoother than that of 2BSDE. A very interesting
problem is how to combine the advantages of both methods.

Then Hu andWang [84] considered ergodic G-BSDEs, see also [77]. In [75], Hu,
Lin and Soumana Hima studied G-BSDEs under quadratic assumptions on coeffi-
cients. In [111], Li, Peng and Soumana Hima investigated the existence and unique-
ness theorem for reflected G-BSDEs. Furthermore, Cao and Tang [25] dealed with
reflected Quadratic BSDEs driven by G-Brownian Motions.



Chapter 6
Capacity and Quasi-surely Analysis
for G-Brownian Paths

In the last three chapters, we have considered random variables which are elements
in a Banach space L p

G(�). A natural question is whether such elements ξ are still
real functions defined on �, namely ξ = ξ(ω), ω ∈ �. In this chapter we give an
affirmative answer: each random variable ξ ∈ L p

G(�) is a Borel-measurable function
of�, and that hidden behind theG-expectation Ê, there exists a family of probability
measures P defined on the measurable space (�,B(�)) such that Ê is the following
type of upper expectation:

Ê[ξ ] = max
P∈P

EP [ξ ].

In this chapter, we first present a general framework for an upper expectation
defined on a metric space (�,B(�)) and the corresponding Choquet capacity to
introduce the quasi-surely analysis. The results here are important because they
allow us to develop the pathwise analysis for G -Brownian motion. Then we study
stochastic process by quasi-surely analysis theory. We prove that, a random variable
ξ ∈ L p

G(�) is a quasi-continuous function, with respect toω ∈ �. This is the general-
ization of the classical result that a random veritable ξ ∈ L p(�,F , P) is a P-quasi-
continuous function inω. A very important result of this chapter is that, quasi-surely, a
G-Brownian motion (Bt (ω))t≥t is continuous in t .

6.1 Integration Theory Associated to Upper Probabilities

Let � be a complete separable metric space equipped with the distance d, B(�) the
Borel σ -algebra of� andM the collection of all probability measures on (�,B(�)).

• L0(�): the space of all B(�) -measurable real functions;
• Bb(�): all bounded functions in L0(�);
• Cb(�): all continuous functions in Bb(�).

Within this section, we consider a given subset P ⊆ M.
© Springer-Verlag GmbH Germany, part of Springer Nature 2019
S. Peng, Nonlinear Expectations and Stochastic Calculus under Uncertainty,
Probability Theory and Stochastic Modelling 95,
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Definition 6.1.1 On (�,B(�)), a sequence {Pi }i∈N of probability measures is
said to converge weakly to a probability measure P , if limi→∞

∫
�
X (ω)dPi =∫

�
X (ω)dP , for any X ∈ Cb(�).

We recall the following classical result (see, for example, [151]):

Proposition 6.1.2 The following conditions are equivalent:

(i) {Pi }∞i=1 converges weakly to P;
(ii) limi→∞ EPi [X ] = EP [X ], for any X ∈ Lip(�);
(iii) lim supi→∞ Pi (F) ≤ P(F), for any closed subset F ⊂ �;
(iv) lim inf i→∞ Pi (G) ≥ P(G), for any open subset G ⊂ �.

6.1.1 Capacity Associated with P

We denote
c(A) = cP(A) := sup

P∈P
P(A), A ∈ B(�).

Definition 6.1.3 The set function c is called an upper probability associated withP.
One can easily verify the following theorem.

Theorem 6.1.4 The upper probability c(·) is a Choquet capacity, i.e. (see [33, 42]):
1. 0 ≤ c(A) ≤ 1, ∀A ⊂ �.
2. If A ⊂ B, then c(A) ≤ c(B).

3. If (An)
∞
n=1 is a sequence in B(�), then c(∪∞

n=1An) ≤
∞∑

n=1
c(An).

4. If (An)
∞
n=1 is an increasing sequence in B(�): An ↑ A = ∪∞

n=1An, then
c(∪∞

n=1An) = limn→∞ c(An).

Remark 6.1.5 Note that in classical situations, there is anotherway to defineChoquet
capacity associated withP, see Exercise6.5.1. However in general it is different from
the upper probability in Definition6.1.3.

Further, we present a useful result.

Theorem 6.1.6 For each A ∈ B(�), we have

c(A) = sup{c(K ) : K is compact and K ⊂ A}.

Proof It is simply because

c(A) = sup
P∈P

sup
K compact

K⊂A

P(K ) = sup
K compact

K⊂A

sup
P∈P

P(K ) = sup
K compact

K⊂A

c(K ).

�
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Here and in what follows, we use a standard capacity-related terminology:

Definition 6.1.7 A set A is polar if c(A) = 0 and a property holds “quasi-surely”
(q.s.) if it holds outside a polar set.

Remark 6.1.8 In other words, A ∈ B(�) is polar if and only if P(A) = 0 for any
P ∈ P.

We also have in a trivial way a statement like the Borel–Cantelli Lemma.

Lemma 6.1.9 Let (An)n∈N be a sequence of Borel sets such that

∞∑

n=1

c(An) < ∞.

Then lim supn→∞ An is polar.

Proof Apply the classical Borel–Cantelli Lemma with respect to each probability
P ∈ P. �

The next result is the well-known Prokhorov’s theorem expressed in the language
of the capacity:

Theorem 6.1.10 The set of the probability measures P is relatively compact if and
only if for each ε > 0, there exists a compact set K such that c(Kc) < ε.

The following two lemmas can be found in [89].

Lemma 6.1.11 The set of the probability measures P is relatively compact if and
only if for each sequence of closed sets Fn ↓ ∅, we have c(Fn) ↓ 0 as n → ∞.

Proof We outline the proof for readers’ convenience.
“=⇒” part: It follows from Theorem6.1.10 that for any fixed ε > 0, there exists
a compact set K such that c(Kc) < ε. Note that Fn ∩ K ↓ ∅, then there exists an
N > 0 such that Fn ∩ K = ∅ for n ≥ N , which implies limn c(Fn) < ε. Since ε can
be arbitrarily small, we obtain c(Fn) ↓ 0.
“⇐=” part: For any ε > 0, let (Ak

i )
∞
i=1 be a sequence of open balls of radius

1/k covering �. Observe that (∪n
i=1A

k
i )

c ↓ ∅, then there exists an nk such that

c((∪nk
i=1A

k
i )

c) < ε2−k . For the set K = ∩∞
k=1 ∪nk

i=1 Ak
i , it is easy to check that K

is compact and c(Kc) < ε. Thus by Theorem6.1.10, P is relatively compact. �

Lemma 6.1.12 Let P be weakly compact. Then for any sequence of closed sets
Fn ↓ F, we have c(Fn) ↓ c(F).

Proof Here we also outline the proof. For any fixed ε > 0, by the definition of c(Fn),
there exists a Pn ∈ P such that Pn(Fn) ≥ c(Fn) − ε. SinceP isweakly compact, there
exists a subsequence {Pnk } and P ∈ P such that Pnk converges weakly to P . Thus
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P(Fm) ≥ lim sup
k→∞

Pnk (Fm) ≥ lim sup
k→∞

Pnk (Fnk ) ≥ lim
n→∞ c(Fn) − ε.

Letting m → ∞, we get P(F) ≥ limn→∞ c(Fn) − ε, which yields c(Fn) ↓ c(F).
�

Following [89] (see also [45, 68]) the upper expectation ofP is defined as follows:
for any X ∈ L0(�) such that EP [X ] exists for each P ∈ P,

E[X ] = E
P[X ] := sup

P∈P
EP [X ].

It is easy to verify the following properties:

Theorem 6.1.13 The upper expectation E[·] of the family P is a sublinear expecta-
tion on Bb(�) as well as on Cb(�), i.e.,

1. for all X,Y in Bb(�), X ≥ Y =⇒ E[X ] ≥ E[Y ].
2. for all X,Y in Bb(�), E[X + Y ] ≤ E[X ] + E[Y ].
3. for all λ ≥ 0, X ∈ Bb(�), E[λX ] = λE[X ].
4. for all c ∈ R, X ∈ Bb(�) , E[X + c] = E[X ] + c.

Moreover, the following properties hold:

Theorem 6.1.14 We have

1. Let E[Xn] and E[∑∞
n=1 Xn] be finite. Then E[∑∞

n=1 Xn] ≤∑∞
n=1 E[Xn].

2. Let Xn ↑ X and E[Xn], E[X ] be finite. Then E[Xn] ↑ E[X ].
Definition 6.1.15 The functional E[·] is said to be regular if for any sequence
{Xn}∞n=1 in Cb(�) such that Xn ↓ 0 on �, we have E[Xn] ↓ 0.

Similar to Lemma6.1.11 we have:

Theorem 6.1.16 The sublinear expectation E[·] is regular if and only if P is rela-
tively compact.

Proof “=⇒” part: For any sequence of closed subsets Fn ↓ ∅ such that Fn , n =
1, 2, · · · , are non-empty (otherwise the proof is trivial), there exists a sequence of
functions {gn}∞n=1 ⊂ Cb(�) satisfying

0 ≤ gn ≤ 1, gn = 1 on Fn and gn = 0 on {ω ∈ � : d(ω, Fn) ≥ 1
n }.

If we set fn = ∧n
i=1gi , it is clear that fn ∈ Cb(�) and 1Fn ≤ fn ↓ 0. Since E[·] is

regular, this implies E[ fn] ↓ 0 and thus c(Fn) ↓ 0. It follows from Lemma6.1.11
that P is relatively compact.
“⇐=” part: For any {Xn}∞n=1 ⊂ Cb(�) such that Xn ↓ 0, we have

E[Xn] = sup
P∈P

EP [Xn] = sup
P∈P

∫ ∞

0
P({Xn ≥ t})dt ≤

∫ ∞

0
c({Xn ≥ t})dt.
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For each fixed t > 0, {Xn ≥ t} is a closed subset and {Xn ≥ t} ↓ ∅ as n ↑ ∞.
By Lemma6.1.11, c({Xn ≥ t}) ↓ 0 and thus

∫∞
0 c({Xn ≥ t})dt ↓ 0. Consequently

E[Xn] ↓ 0. �

6.1.2 Functional Spaces

We set, for p > 0, the following spaces:

• Lp := {X ∈ L0(�) : E[|X |p] = supP∈P EP [|X |p] < ∞};
• N p := {X ∈ L0(�) : E[|X |p] = 0};
• N := {X ∈ L0(�) : X = 0, c-q.s.}.

It is seen that Lp and N p are linear spaces and N p = N , for any p > 0.
We denote L

p := Lp/N . As usual, we do not care about the distinction between
classes and their representatives.

Lemma 6.1.17 Let X ∈ L
p. Then for each α > 0

c({|X | > α}) ≤ E[|X |p]
α p

.

Proof Just apply the classical Markov inequality with respect to each P ∈ P. �

Similar to the classical results, we derive now the following proposition which is
similar to classical results.

Proposition 6.1.18 We have

1. For any p ≥ 1, L
p is a Banach space under the norm ‖X‖p := (E[|X |p])1/p.

2. For any p < 1, L
p is a complete metric space under the distance d(X,Y ) :=

E[|X − Y |p]1/p.
Proof For p ≥ 1, ‖X‖p = 0 iff X = 0, q.s.. We also have ‖λX‖p = |λ| · ‖X‖p for
λ ∈ R, and

‖X + Y‖p = (E [|X + Y |p])1/p = sup
P∈P

(
EP [|X + Y |p])1/p

≤ sup
P∈P

{(EP
[|X |p])1/p + (EP [|Y |p])1/p}

≤ sup
P∈P

(
EP [|X |p])1/p + sup

P∈P

(
EP [|Y |p])1/p

= ‖X‖p + ‖Y‖p .
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Thus ‖·‖p is a norm in L
p. Now let {Xn}∞n=1 be a Cauchy sequence in L

p. We choose
a subsequence

{
Xni

}∞
i=1 satisfying

∥
∥Xni+1 − Xni

∥
∥
p

≤ 2−i , i = 1, 2, · · · . Then
∥
∥
∥
∥
∥

∞∑

i=1

|Xni+1 − Xni |
∥
∥
∥
∥
∥
p

= sup
P∈P

(

EP

[∣
∣
∣
∣
∣

∞∑

i=1

|Xni+1 − Xni |
∣
∣
∣
∣
∣

p])1/p

≤ sup
P∈P

∞∑

i=1

(
EP
[∣∣Xni+1 − Xni

∣
∣p])1/p

≤
∞∑

i=1

∥
∥Xni+1 − Xni

∥
∥
p ≤ 1.

It follows that
∑∞

i=1 |Xni+1 − Xni | < ∞, q.s.. We now let X = Xn1 +∑∞
i=1(Xni+1 −

Xni ). This function is q.s. defined on �. We also have

‖X‖p ≤ ∥∥Xn1

∥
∥
p +

∞∑

i=1

∥
∥Xni+1 − Xni

∥
∥
p ≤ 1 + ∥∥Xn1

∥
∥
p < ∞.

Hence X ∈ L
p. On the other hand,

∥
∥Xnk − X

∥
∥
p = sup

P∈P

(

EP [|
∞∑

i=k

(Xni+1 − Xni )|p]
) 1

p

≤
∞∑

i=k

∥
∥Xni+1 − Xni

∥
∥
p

≤ 2−(k−1) → 0, as k → ∞.

Since {Xn}∞n=1 itself is a Cauchy sequence in L
p, we get ‖Xn − X‖p → 0. So L

p is
a Banach space. The proof for p < 1 is similar. �

We set

L∞ := {X ∈ L0(�) : ∃ a constant M , s.t. |X | ≤ M, q.s.};
L

∞ := L∞/N .

Proposition 6.1.19 Under the norm

‖X‖∞ := inf {M ≥ 0 : |X | ≤ M, q.s.} ,

L
∞ is a Banach space.

Proof From {|X | > ‖X‖∞} = ∪∞
n=1

{|X | ≥ ‖X‖∞ + 1
n

}
weknow that |X | ≤ ‖X‖∞,

q.s., then it is easy to check that ‖·‖∞ is a norm. The proof of the completeness of
L

∞ is similar to the classical result. �
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With respect to the distance defined on L
p, p > 0, we denote by

• L
p
b the completion of Bb(�),

• L
p
c the completion of Cb(�).

By Proposition6.1.18, we have the inclusions:

L
p
c ⊂ L

p
b ⊂ L

p, p > 0.

The following proposition is obvious and the proof is left to the reader.

Proposition 6.1.20 We have three statements:

1. Let p, q > 1, 1
p + 1

q = 1. Then X ∈ L
p and Y ∈ L

q implies

XY ∈ L
1 and E[|XY |] ≤ (E[|X |p])1/p (E[|Y |q ])1/q ;

Moreover, X ∈ L
p
c and Y ∈ L

q
c imply that XY ∈ L

1
c;

2. L
p1 ⊂ L

p2 , L
p1
b ⊂ L

p2
b , Lp1

c ⊂ L
p2
c , 0 < p2 ≤ p1 ≤ ∞;

3. ‖X‖p ↑ ‖X‖∞, as p → ∞, for any X ∈ L
∞.

Proposition 6.1.21 Let p ∈ (0,∞] and let (Xn) be a sequence in L
p which con-

verges to X in L
p. Then there exists a subsequence (Xnk ) which converges to X

quasi-surely in the sense that it converges to X outside a polar set.

Proof Since convergence in L
∞ implies convergence in L

p for all p, we only need
to consider the case p ∈ (0,∞). We first extract a subsequence (Xnk ) such that

E[|X − Xnk |p] ≤ 1/k p+2, k ∈ N,

and set Ak = {|X − Xnk | > 1/k} for k = 1, 2, · · · . Then, by the Markov inequality
in Lemma6.1.17, we have

c(Ak) ≤ k−2.

As a consequence of the Borel–Cantelli Lemma6.1.9, we have c(limk→∞Ak) = 0.
It follows that outside of this polar set, Xnk (ω) converges to X (ω). The proposition
is proved. �

We now give a description of L
p
b .

Proposition 6.1.22 For any p > 0, the following relations hold:

L
p
b ={X ∈ L

p : lim
n→∞ E[(|X |p − n)+] = 0} (6.1.1)

={X ∈ L
p : lim

n→∞ E[|X |p1{|X |>n}] = 0}. (6.1.2)
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Proof Since X ∈ L
p
b if and only if |X |p ∈ L

1
b, it suffices to show that (6.1.1) and

(6.1.2) are valid for p = 1.We denote J1 = {X ∈ L
1 : limn→∞ E[(|X | − n)+] = 0}.

For any X ∈ J1 let Xn = (X ∧ n) ∨ (−n) ∈ Bb(�). We obtain that

E[|X − Xn|] = E[(|X | − n)+] → 0, as n → ∞.

Thus X ∈ L
1
b.

On the other hand, for any X ∈ L
1
b, we can find a sequence {Yn}∞n=1 in Bb(�) such

that E[|X − Yn|] → 0. Let yn = n + supω∈� |Yn(ω)|. Now we have

E[(|X | − yn)
+] ≤ E[(|X | − |Yn|)+] + E[(|Yn| − yn)

+]
≤ E[(|X | − |Yn|)+] → 0, as n → ∞.

Consequently X ∈ J1.
Relation (6.1.2) follows from the inequalities

(|x |p − c)+ ≤ |x |p1{|x |p>c} ≤ (2|x |p − c)+, ∀c > 0, x ∈ R.

The proof is complete. �

Proposition 6.1.23 Let X ∈ L
1
b. Then for any ε > 0, there exists a number δ > 0,

such that for all A ∈ B(�) with c(A) ≤ δ, we have E[|X |1A] ≤ ε.

Proof For any ε > 0, by Proposition6.1.22, there exists an N > 0 such that
E[|X |1{|X |>N }] ≤ ε

2 . Take δ = ε
2N . Then for a subset A ∈ B(�) with c(A) ≤ δ, we

obtain

E[|X |1A] ≤ E[|X |1A1{|X |>N }] + E[|X |1A1{|X |≤N }]
≤ E[|X |1{|X |>N }] + Nc(A) ≤ ε.

�

It is important to note that not every element in L
p satisfies the condition (6.1.2).

We give the following two counterexamples, which show thatL1 andL
1
b are different

spaces even in the case when P is weakly compact.

Example 6.1.24 Let � = N, P = {Pn : n ∈ N} where P1({1}) = 1 and Pn({1}) =
1 − 1

n , Pn({n}) = 1
n , for n = 2, 3, · · · . The set P is weakly compact. We consider

a function X on N defined by X (n) = n, n ∈ N. We have E[|X |] = 2, however
E[|X |1{|X |>n}] = 1 � 0. In this case, X ∈ L

1 and X /∈ L
1
b.

Example 6.1.25 Let � = N, P = {Pn : n ∈ N} where P1({1}) = 1 and Pn({1}) =
1 − 1

n2 , Pn({kn}) = 1
n3 , k = 1, 2, . . . , n, for n = 2, 3, · · · . The set P is weakly com-

pact. Consider a function X on N defined by X (n) = n, n ∈ N. We easily find that
E[|X |] = 25

16 and nE[1{|X |≥n}] = 1
n → 0, however E[|X |1{|X |≥n}] = 1

2 + 1
2n � 0. In

this case, X is in L
1, continuous and nE[1{|X |≥n}] → 0, however it is not in L

1
b.
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6.1.3 Properties of Elements of L
p
c

Definition 6.1.26 A mapping X on � with values in a topological space is said to
be quasi-continuous (q.c.) if

∀ε > 0, there exists an open set O with c(O) < ε such that X |Oc is continuous.

Definition 6.1.27 We say that X : � �→ R has a quasi-continuous version if there
exists a quasi-continuous function Y : � �→ R such that X = Y q.s..

Proposition 6.1.28 Let p > 0. Then each element of L
p
c has a quasi-continuous

version.

Proof Let (Xn) be a Cauchy sequence in Cb(�) with respect to the distance on L
p.

Let us choose a subsequence (Xnk )k≥1 such that

E[|Xnk+1 − Xnk |p] ≤ 2−2k, ∀k ≥ 1,

and set for all k,

Ak =
∞⋃

i=k

{|Xni+1 − Xni | > 2−i/p}.

Thanks to the subadditivity property and the Markov inequality, we derive that

c(Ak) ≤
∞∑

i=k

c(|Xni+1 − Xni | > 2−i/p) ≤
∞∑

i=k

2−i = 2−k+1.

As a consequence, limk→∞ c(Ak) = 0, so the Borel set A =⋂∞
k=1 Ak is polar.

As each Xnk is continuous, for all k ≥ 1, Ak is an open set. Moreover, for all k,
(Xni ) converges uniformly on Ac

k so that the limit is continuous on each Ac
k . This

yields the result. �

The following theorem gives a concrete characterization of the space L
p
c .

Theorem 6.1.29 For each p > 0,

L
p
c = {X ∈ L

p : X has a quasi-continuous version and lim
n→∞ E[(|X |p − n)+] = 0}.

Proof We denote

Jp = {X ∈ L
p : X has a quasi-continuous version and lim

n→∞ E[(|X |p − n)+] = 0}.

If X ∈ L
p
c , we know by Proposition6.1.28 that X has a quasi-continuous version.

Since X is also an element ofLp
b ,wehavebyProposition6.1.22 that limn→∞ E[(|X |p −

n)+] = 0. Thus X ∈ Jp.
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On the other hand, let X ∈ Jp be quasi-continuous. Define Yn = (X ∧ n) ∨ (−n)

for any n ∈ N. Since limn→∞ E[(|X |p − n)+] = 0, we find that E[|X − Yn|p] → 0.
Moreover, for any n ∈ N, since Yn is quasi-continuous, there exists a closed set Fn

such that c(Fc
n ) < 1

np+1 and Yn is continuous on Fn . It follows fromTietze’s extension
theorem that there exists Zn ∈ Cb(�) such that

|Zn| ≤ n and Zn = Yn on Fn.

We then have

E[|Yn − Zn|p] ≤ (2n)pc(Fc
n ) ≤ (2n)p

n p+1
.

Hence E[|X − Zn|p] ≤ (1 ∨ 2p−1)(E[|X − Yn|p] + E[|Yn − Zn|p]) → 0, and
X ∈ L

p
c . �

We now provide an example to show that L
p
c is different from L

p
b even if the set

P is weakly compact.

Example 6.1.30 In the case � = [0, 1], the family of probabilities P = {δx : x ∈
[0, 1]} is weakly compact. It is seen that L

p
c = Cb(�) which is different from L

p
b .

We denote L
∞
c := {X ∈ L

∞ : X has a quasi-continuous version}.
Proposition 6.1.31 The space L

∞
c is a closed linear subspace of L

∞.

Proof For each Cauchy sequence {Xn}∞n=1 in L
∞
c under ‖·‖∞, we can find a subse-

quence
{
Xni

}∞
i=1 such that

∥
∥Xni+1 − Xni

∥
∥∞ ≤ 2−i . We may further assume that any

Xn is quasi-continuous. Then it is easy to show that for each ε > 0, there exists an
open set O such that c(O) < ε and

∣
∣Xni+1 − Xni

∣
∣ ≤ 2−i for all i ≥ 1 on Oc. This

implies that the limit belongs to L
∞
c . �

As an application of Theorem6.1.29, we can easily get the following results.

Proposition 6.1.32 Assume that X : � �→ R has a quasi-continuous version and
that there exists a function f : R

+ �→ R
+ satisfying limt→∞ f (t)

t p = ∞ and
E[ f (|X |)] < ∞. Then X ∈ L

p
c .

Proof For any ε > 0, there exists an N > 0 such that f (t)
t p ≥ 1

ε
, for all t ≥ N . Thus

E[|X |p1{|X |>N }] ≤ εE[ f (|X |)1{|X |>N }] ≤ εE[ f (|X |)].

Hence limN→∞ E[|X |p1{|X |>N }] = 0. From Theorem6.1.29 we deduce that X ∈ L
p
c .
�

Lemma 6.1.33 Let {Pn}∞n=1 ⊂ P converges weakly to P ∈ P as n → ∞. Then for
each X ∈ L

1
c , we have EPn [X ] → EP [X ].
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Proof We may assume that X is quasi-continuous, otherwise we can consider its
quasi-continuous version which does not change the value EQ for each Q ∈ P. For
any ε > 0, there exists Y ∈ Cb(�) suchE[|X − Y |] ≤ ε. Obviously, for each Q ∈ P,

|EQ[X ] − EQ[Y ]| ≤ EQ[|X − Y |] ≤ E[|X − Y |] ≤ ε.

It then follows that

lim sup
n→∞

EPn [X ] ≤ lim
n→∞ EPn [Y ] + ε = EP [Y ] + ε ≤ EP [X ] + 2ε.

Similarly, we obtain that lim infn→∞ EPn [X ] ≥ EP [X ] − 2ε. Since ε can be arbi-
trarily small, we arrive at the required convergence EPn [X ] → EP [X ]. �
Remark 6.1.34 For the case X ∈ Cb(�), the above Lemma6.1.33 implies Lemma
3.8.7 in [21].

Now we give an extension of Theorem6.1.16.

Theorem 6.1.35 Let P be weakly compact and let {Xn}∞n=1 ⊂ L
1
c and X ∈ L

1 be
such that Xn ↓ X, q.s., as n → ∞. Then E[Xn] ↓ E[X ].
Remark 6.1.36 It is important to note that X does not necessarily belong to L

1
c .

Proof In the case E[X ] > −∞, if there exists δ > 0 such that E[Xn] > E[X ] + δ,
n = 1, 2, · · · ,we canfindaprobabilitymeasure Pn ∈ P such that EPn [Xn] > E[X ] +
δ − 1

n , n = 1, 2, · · · . Since P is weakly compact, there is a subsequence
{
Pni
}∞
i=1

that converges weakly to some P ∈ P. This implies that

EP [Xni ] = lim
j→∞ EPn j

[Xni ] ≥ lim sup
j→∞

EPn j
[Xn j ]

≥ lim sup
j→∞

{

E[X ] + δ − 1

n j

}

= E[X ] + δ, i = 1, 2, · · · .

Thus EP [X ] ≥ E[X ] + δ. This contradicts the definition of E[·]. The arguments in
the case E[X ] = −∞ are analogous. �

We immediately have the following corollary.

Corollary 6.1.37 Let P be weakly compact and let {Xn}∞n=1 be a sequence in L
1
c

which is decreasing and converging to X ∈ L
1
c q.s.. Then E[|Xn − X |] ↓ 0, as

n → ∞.

6.1.4 Kolmogorov’s Criterion

Definition 6.1.38 Let I be a set of indices, (Xt )t∈I and (Yt )t∈I two processes indexed
by I . We say that Y is a quasi-modification of X if for all t ∈ I , Xt = Yt q.s..
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Remark 6.1.39 In Definition 6.1.38, a quasi-modification is also called a modifica-
tion in some papers.

We now give the Kolmogorov criterion for processes indexed by R
d with d ∈ N.

Theorem 6.1.40 Let p > 0 and (Xt )t∈[0,1]d be a process such that for all t ∈ [0, 1]d ,
Xt belongs to L

p. Assume that there exist positive constants c and ε such that

E[|Xt − Xs |p] ≤ c|t − s|d+ε.

Then X admits a modification X̃ which satisfies the following relation:

E

[(

sup
s �=t

|X̃t − X̃s |
|t − s|α

)p]

< ∞,

for every α ∈ [0, ε/p). As a consequence, the trajectories of X̃ are quasi-surely
Hölder continuous of order α for every α < ε/p in the sense that there exists a Borel
set N of capacity 0 such that for all w ∈ Nc, the map t �→ X̃(w) is Hölder continuous
of order α for every α < ε/p. Moreover, if Xt ∈ L

p
c for each t, then we also have

X̃t ∈ L
p
c .

Proof Let D be the set of dyadic points in [0, 1]d :

Dn =
{(

i1
2n

, · · · ,
id
2n

)

; i1, · · · , id ∈ {0, 1, · · · , 2n}
}

, D =
∞⋃

n=1

Dn.

Let α ∈ [0, ε/p). We define

M = M(ω) = sup
s,t∈D,s �=t

|Xt − Xs |
|t − s|α , Mn = sup

s,t∈Dn ,s �=t

|Xt − Xs |
|t − s|α .

From the classical Kolmogorov’s criterion (see Revuz–Yor [151]), we know that for
any P ∈ P, EP [Mp] is finite and uniformly bounded with respect to P and such that

E[Mp] = sup
P∈P

EP [Mp] < ∞.

As a consequence, the map t �→ Xt is uniformly continuous on D quasi-surely and
so we can define process X̃ as follows:

∀t ∈ [0, 1]d , X̃t = lim
s→t,s∈D Xs .

It is now clear that X̃ satisfies the required properties. �
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Remark 6.1.41 A particularly interesting example of the above stochastic process
X is the 1-dimensional G-Brownian motion path Bt (ω) = ωt , t ∈ [0, 1], for the case
d = 1. It is easy to prove that M is a convex functional of the Brownian motion
paths ω. On the other hand, for any functional of ξ(ω) of G-Brownian motional path
which belongs to L p

G(�), one can check that Ê[ξ ] = EPσ
[ξ(ω)], where Pσ is the

probability induced by σW and W is a classical standard 1-dimensional Brownian
motion. A very interesting problem is: can we just use the results of Chap. 3 to
prove that Ê[M(ω)] = EPσ

[M(ω)]? A positive answer of this question allows us
to obtain the corresponding Kolmogorov’s criterion for G-Brownian motion in a
much simple way.

6.2 G-Expectation as an Upper Expectation

6.2.1 Construction of G-Brownian Motion Through Its
Finite Dimensional Distributions

In the following sections of this book, unless otherwise mentioned, we always denote
by � = Cd

0 (R+), the space of all R
d−valued continuous functions (ωt )t∈R+ , with

ω0 = 0, equipped with the distance

ρ(ω1, ω2) :=
∞∑

i=1

2−i [(max
t∈[0,i] |ω

1
t − ω2

t |) ∧ 1],

and let �̄ = (Rd)[0,∞) denote the space of all R
d−valued functions (ω̄t )t∈R+ .

We also denote byB(�), the σ -algebra generated by all open sets and letB(�̄) be
the σ -algebra generated by all finite dimensional cylinder sets. The corresponding
canonical process is Bt (ω) = ωt (respectively, B̄t (ω̄) = ω̄t ), t ∈ [0,∞) for ω ∈ �

(respectively, ω̄ ∈ �̄).
In this section we construct a family of probabilities P on (�,B(�)) such that

the G-expectation can be represented as an upper expectation, namely,

Ê[·] = max
P∈P

EP [·].

The spaces of Lipschitz cylinder functions on � and �̄ are denoted respectively
by

Lip(�) := {ϕ(Bt1 , Bt2 , · · · , Btn ) : ∀n ≥ 1, t1, · · · , tn ∈ [0,∞),∀ϕ ∈ Cl.Lip(R
d×n)},

Lip(�̄) := {ϕ(B̄t1 , B̄t2 , · · · , B̄tn ) : ∀n ≥ 1, t1, · · · , tn ∈ [0,∞),∀ϕ ∈ Cl.Lip(R
d×n)}.
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Let G(·) : S(d) �→ R be a given continuous monotone and sublinear function.
Following Sect. 6.2 in Chap. 3, we can construct the corresponding G-expectation
Ê on (�, Lip(�)). Due to the natural correspondence of Lip(�̄) and Lip(�), we
also construct a sublinear expectation Ē on (�̄, Lip(�̄)) such that (B̄t (ω̄))t≥0 is a
(symmetric) G-Brownian motion.

The main objective in this section is to find a weakly compact family of
(σ -additive) probability measures on (�,B(�)) and use them to represent thepg
G-expectation Ê. The following lemmas are variations of Lemma1.3.4 and 1.3.5 in
Chap. 1.

Lemma 6.2.1 Let 0 ≤ t1 < t2 < · · · < tm < ∞ and {ϕn}∞n=1 ⊂ Cl.Lip(R
d×m) sat-

isfy ϕn ↓ 0 as n → ∞. Then Ē[ϕn(B̄t1 , B̄t2 , · · · , B̄tm )] ↓ 0.

We denote T := {t = (t1, . . . , tm) : ∀m ∈ N, 0 ≤ t1 < t2 < · · · < tm < ∞}.
Lemma 6.2.2 Let E be a finitely additive linear expectation dominated by Ē on
Lip(�̄). Then there exists a unique probability measure Q on (�̄,B(�̄)) such that
E[X ] = EQ[X ] for each X ∈ Lip(�̄).

Proof For any fixed t = (t1, . . . , tm) ∈ T , by Lemma6.2.1, for each sequence
{ϕn}∞n=1 ⊂ Cl.Lip(R

d×m) satisfying ϕn ↓ 0, we have E[ϕn(B̄t1 , B̄t2 , · · · , B̄tm )] ↓ 0.
By Daniell-Stone’s theorem (see Appendix B), there exists a unique probability
measure Qt on (Rd×m,B(Rd×m)) such that EQt [ϕ] = E[ϕ(B̄t1 , B̄t2 , · · · , B̄tm )] for
each ϕ ∈ Cl.Lip(R

d×m). Thus we get a family of finite dimensional distributions
{Qt : t ∈ T }. It is easy to check that {Qt : t ∈ T } is a consistent family. Then by
Kolmogorov’s consistent extension theorem, there exists a probability measure Q
on (�̄,B(�̄)) such that {Qt : t ∈ T } is the finite dimensional distributions of Q.
We now prove the uniqueness. Assume that there exists another probability measure
Q̄ satisfying the condition. By Daniell-Stone’s theorem, Q and Q̄ have the same
finite-dimensional distributions, hence by the monotone class theorem, Q = Q̄. The
proof is complete. �

Lemma 6.2.3 There exists a family of probability measures Pe on (�̄,B(�̄)) such
that

Ē[X ] = max
Q∈Pe

EQ[X ], for X ∈ Lip(�̄).

Proof By the representation theorem of the sublinear expectation and Lemma 6.2.2,
it is easy to get the result. �

For this Pe, we define the associated capacity:

c̃(A) := sup
Q∈Pe

Q(A), A ∈ B(�̄),

and the upper expectation for each B(�̄)-measurable real function X which makes
the following definition meaningful:
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Ẽ[X ] := sup
Q∈Pe

EQ[X ].

Theorem 6.2.4 For (B̄t )t≥0 , there exists a continuous modification (B̃t )t≥0 of B̄ in
the sense that c̃({B̃t �= B̄t }) = 0, for each t ≥ 0 and such that B̃0 = 0.

Proof By Lemma6.2.3, we know that Ē = Ẽ on Lip(�̄). On the other hand, we
have

Ẽ[|B̄t − B̄s |4] = Ē[|B̄t − B̄s |4] = d|t − s|2 for s, t ∈ [0,∞),

where d is a constant depending only on G. By Theorem6.1.40, there exists a con-
tinuous modification B̃ of B̄. Since c̃({B̄0 �= 0}) = 0, we can set B̃0 = 0. The proof
is complete. �

For anyQ ∈ Pe, letQ ◦ B̃−1 denote the probabilitymeasure on (�,B(�)) induced
by B̃ with respect to Q. We denote P1 = {Q ◦ B̃−1 : Q ∈ Pe}. By Lemma6.2.4, we
get

Ẽ[|B̃t − B̃s |4] = Ẽ[|B̄t − B̄s |4] = d|t − s|2,∀s, t ∈ [0,∞).

Applying the well-known criterion for tightness of Kolmogorov–Chentsov’s type
expressed in terms of moments (see Appendix B), we conclude that P1 is tight. We
denote by P = P1 the closure of P1 under the topology of weak convergence, then
P is weakly compact.

Now, we give the representation of the G-expectation.

Theorem 6.2.5 For each continuous monotone and sublinear function G : S(d) �→
R, let Ê be the corresponding G -expectation on (�, Lip(�)). Then there exists a
weakly compact family of probability measures P on (�,B(�)) such that

Ê[X ] = max
P∈P

EP [X ] for X ∈ Lip(�).

Proof By Lemma6.2.3 and Theorem6.2.4, we have

Ê[X ] = max
P∈P1

EP [X ] for X ∈ Lip(�).

For any X ∈ Lip(�), by Lemma6.2.1, we get Ê[|X − (X ∧ N ) ∨ (−N )|] ↓ 0 as
N → ∞. Noting that P = P1, by the definition of weak convergence, we arrive at
the result. �

6.2.2 G-Expectation: A More Explicit Construction

In this subsection we will construct a family P of probability measures on �, for
which the upper expectation coincides with the G-expectation E[·] on Lip(�).
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Let (�,F , P) be a probability space and (Wt )t≥0 = (Wi
t )

d
i=1,t≥0 a standard

d-dimensional Brownian motion under the classical (linear) probability P . The fil-
tration generated by W is denoted by

Ft := σ {Wu, 0 ≤ u ≤ t} ∨ N, F = {Ft }t≥0,

where N is the collection of all P–null subsets. We also denote, for a fixed s ≥ 0,

F s
t := σ {Ws+u − Ws, 0 ≤ u ≤ t} ∨ N, F

s := {F s
t }t≥0.

Let � be a given bounded, closed and convex subset in R
d×d . We denote by A�

t,T ,
the collection of all �-valued F-adapted process on an interval [t, T ] ⊂ [0,∞). For
any fixed θ ∈ A�

t,T we denote

Bt,θ
T :=

∫ T

t
θsdWs .

Wewill show that, for eachn = 1, 2, · · · ,ϕ ∈ Cb.Lip(R
d×n) and0 ≤ t1, · · · , tn < ∞,

the G-expectation defined in [138, 141] can be equivalently defined as follows:

E[ϕ(Bt1 , Bt2 − Bt1 , · · · , Btn − Btn−1)] = sup
θ∈A�

0,∞

EP [ϕ(B0,θ
t1 , Bt1,θ

t2 , · · · , Btn−1,θ
tn )].

Given ϕ ∈ Cb.Lip(R
n × R

d), 0 ≤ t ≤ T < ∞ and ζ ∈ L2(�,Ft , P; R
n), we

define
�t,T [ζ ] = ess sup

θ∈A�
t,T

EP [ϕ(ζ, Bt,θ
T )|Ft ]. (6.2.1)

Lemma 6.2.6 For any θ1 and θ2 inA�
t,T , there exists θ ∈ A�

t,T such that

EP [ϕ(ζ, Bt,θ
T )|Ft ] = EP [ϕ(ζ, Bt,θ1

T )|Ft ] ∨ EP [ϕ(ζ, Bt,θ2

T )|Ft ]. (6.2.2)

Consequently, there exists a sequence {θi }∞i=1 in the setA�
t,T , such that

EP [ϕ(ζ, Bt,θi
T )|Ft ] ↗ �t,T [ζ ], P-a.s.. (6.2.3)

We also have, for each s ≤ t ,

EP [ess sup
θ∈A�

t,T

EP [ϕ(ζ, Bt,θ
T )|Ft ]|Fs] = ess sup

θ∈A�
t,T

EP [ϕ(ζ, Bt,θ
T )|Fs]. (6.2.4)

Proof We set A =
{
ω : EP [ϕ(ζ, Bt,θ1

T )|Ft ](ω) ≥ EP [ϕ(ζ, Bt,θ2
T )|Ft ](ω)

}
and take

θs = I[t,T ](s)(IAθ1
s + IAC θ2

s ). Since
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ϕ(ζ, Bt,θ
T ) = 1Aϕ(ζ, Bt,θ1

T ) + 1ACϕ(ζ, Bt,θ2

T ),

we derive (6.2.2) and then (6.2.3). Relation (6.2.4) follows from (6.2.2) and Yan’s
commutation theorem (cf [176] (in Chinese) and Theorem a3 in the Appendix of
[134]). �

Lemma 6.2.7 Themapping�t,T [·] : L2(�,Ft , P; R
n) �→ L2(�,Ft , P; R)has the

following regularity properties which are valid for any ζ , ζ ′ ∈ L2(Ft ):
(i) �t,T [ζ ] ≤ Cϕ .
(ii) |�t,T [ζ ] − �t,T [ζ ′]| ≤ kϕ|ζ − ζ ′|.
Here Cϕ = sup(x,y) ϕ(x, y) and kϕ is the Lipschitz constant of ϕ.

Proof We only need to prove (ii). We have

�t,T [ζ ] − �t,T [ζ ′] ≤ ess sup
A�

t,T

EP

[

ϕ(ζ,

∫ T

t
θsdWs) − ϕ(ζ ′,

∫ T

t
θsdWs)|Ft

]

≤ kϕ|ζ − ζ ′|

and, by symmetry, �t,T [ζ ′] − �t,T [ζ ] ≤ kϕ|ζ − ζ ′|. Thus (ii) follows. �

Lemma 6.2.8 For any x ∈ R
n, �t,T [x] is a deterministic function. Moreover,

�t,T [x] = �0,T−t [x]. (6.2.5)

Proof Since the collection of processes (θs)s∈[t,T ] with
⎧
⎨

⎩
θs =

N∑

j=1

IA j θ
j
s : {A j

}N
j=1 is an Ft–partition of �, θ j ∈ A�

t,T is (Ft )–adapted

⎫
⎬

⎭

is dense inA�
t,T , we can take a sequence θ i

s =∑Ni
j=1 IAi j θ

i j
s of this type of processes

such that EP [ϕ(x, Bt,θ i

T )|Ft ] ↗ �t,T [x]. However,

EP [ϕ(x, Bt,θ i

T )|Ft ] =
Ni∑

j=1

IAi j EP [ϕ(x, Bt,θ i j

T )|Ft ] =
Ni∑

j=1

IAi j EP [ϕ(x, Bt,θ i j

T )]

≤ max
1≤ j≤Ni

EP [ϕ(x, Bt,θ i j

T )] = EP [ϕ(x, Bt,θ i ji

T )],

where, for each i , ji is a maximizer of
{
EP [ϕ(x, Bt,θ i j

T )]
}Ni

j=1
. This implies that

lim
i→∞ EP [ϕ(x, Bt,θ i ji

T )] = �t,T [x], a.s.
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Hence �t,T [x] is deterministic. The above reasoning shows that

ess sup
θ∈A�

t,T

EP [ϕ(x, Bt,θ
T )|Ft ] = ess sup

θ∈At,�
0,T−t

EP [ϕ(x,
∫ T−t

0
θsdW

t
s )],

where Wt
s = Wt+s − Wt , s ≥ 0, and At,�

0,T−t is the collection of �–valued and F
t–

adapted processes on [0, T − t]. This implies (6.2.5). �

We denote ut,T (x) := �t,T [x], t ≤ T . By Lemma6.2.7, ut,T (·) is a bounded and
Lipschitz function.

Lemma 6.2.9 For any ζ ∈ L2(�,Ft , P; R
n), we have

ut,T (ζ ) = �t,T [ζ ], a.s..

Proof By the above regularity properties of �t,T [·], see Lemma 6.2.7, and ut,T (·)
we only need to deal with ζ which is a step function, i.e., ζ =∑N

j=1 IA j x j , where

x j ∈ R
n and

{
A j
}N
j=1 is an Ft–partition of of �. For any x j , let

{
θ i j
}∞
i=1 in A�

t,T be
(F t

s )–adapted processes such that

lim
i→∞ EP [ϕ(x j , B

t,θ i j

T )|Ft ] = lim
i→∞ EP [ϕ(x j , B

t,θ i j

T )] = �t,T [x j ] = ut,T (x j ), j = 1, · · · , N .

Setting θ i =∑N
j=1 θ i j IA j , we have

�t,T [ζ ] ≥ EP [ϕ(ζ, Bt,θ i

T )|Ft ] = EP

⎡

⎣ϕ(

N∑

j=1

IA j x j , B
t,
∑N

j=1 IA j θ
i j

T )

∣
∣
∣Ft

⎤

⎦

=
N∑

j=1

IA j EP [ϕ(x j , B
t,θ i j

T )|Ft ] →
N∑

j=1

IA j ut,T (x j ) = ut,T (ζ ), as i → ∞.

On the other hand, for any given θ ∈ A�
t,T , we have

EP [ϕ(ζ, Bt,θ
T )|Ft ] = EP

⎡

⎣ϕ(

N∑

j=1

IA j x j , B
t,θ
T )

∣
∣
∣Ft

⎤

⎦

=
N∑

j=1

IA j EP [ϕ(x j , B
t,θ
T )|Ft ]

≤
N∑

j=1

IA j ut,T (x j ) = ut,T (ζ ).
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We thus conclude that ess supθ∈A�
t,T

EP [ϕ(ζ, Bt,θ
T )|Ft ] ≤ ut,T (ζ ). The proof is com-

plete. �

We present now a result which generalizes the well-known dynamical program-
ming principle:

Theorem 6.2.10 Foranyϕ ∈ Cb.Lip(R
n × R

2d),0 ≤ s ≤ t ≤ T and ζ ∈ L2(�,Fs,

P; R
n) we have

ess sup
θ∈A�

s,T

EP [ϕ(ζ, Bs,θ
t , Bt,θ

T )|Fs] = ess sup
θ∈A�

s,t

EP [ψ(ζ, Bs,θ
t )|Fs], (6.2.6)

where ψ ∈ Cb.Lip(R
n × R

d) is given as follows:

ψ(x, y) := ess sup
θ̄∈A�

t,T

EP [ϕ(x, y, Bt,θ̄
T )|Ft ] = sup

θ̄∈A�
t,T

EP [ϕ(x, y, Bt,θ̄
T )].

Proof It is clear that

ess sup
θ∈A�

s,T

EP [ϕ(ζ, Bs,θ
t , Bt,θ

T )|Fs] = ess sup
θ∈A�

s,t

{

ess sup
θ̄∈A�

t,T

EP [ϕ(ζ, Bs,θ
t , Bt,θ̄

T )|Fs]
}

.

Relation (6.2.4) and Lemma6.2.9 imply that

ess sup
θ̄∈A�

t,T

EP [ϕ(ζ, Bs,θ
t , Bt,θ̄

T )|Fs] = EP [ess sup
θ̄∈A�

t,T

EP [ϕ(ζ, Bs,θ
t , Bt,θ̄

T )|Ft ]|Fs]

= EP [ψ(ζ, Bs,θ
t )|Fs],

We thus establish (6.2.6). �

For any given ϕ ∈ Cb.Lip(R
d) and (t, x) ∈ [0, T ] × R

d , we set

v(t, x) := sup
θ∈A�

t,T

EP [ϕ(x + Bt,θ
T )].

Since for each h ∈ [0, T − t],

v(t, x) = sup
θ∈A�

t,T

EP [ϕ(x + Bt,θ
T )]

= sup
θ∈A�

t,T

EP [ϕ(x + Bt,θ
t+h + Bt+h,θ

T )]

= sup
θ∈A�

t,t+h

EP [v(t + h, x + Bt,θ
t+h)].
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This gives us the well-known dynamic programming principle:

Proposition 6.2.11 The function v(t, x) satisfies the following relation:

v(t, x) = sup
θ∈A�

t,t+h

EP [v(t + h, x + Bt,θ
t+h)]. (6.2.7)

Lemma 6.2.12 The function v is bounded by sup |ϕ|. It is a Lipschitz function in x
and 1

2 -Hölder function in t.

Proof We only need to show the regularity in t . Note that

sup
θ∈A�

t,t+h

EP [v(t + h, x + Bt,θ
t+h) − v(t + h, x)] = v(t, x) − v(t + h, x).

Since v is a Lipschitz function in x , the absolute value of the left hand side is bounded
by the quantity

C sup
θ∈A�

t,t+h

EP [|Bt,θ
t+h|] ≤ C1h

1/2.

The 1
2 -Hölder of v in t is obtained. �

Theorem 6.2.13 The function v is a viscosity solution of the G-heat equation:

∂v

∂t
+ G(D2v) = 0, on (t, x) ∈ [0, T ) × R

d ,

v(T, x) = ϕ(x),

where the function G is given by

G(A) = 1

2
max
γ∈�

tr[Aγ γ T ], A ∈ R
d×d . (6.2.8)

Proof Let ψ ∈ C2,3
b ((0, T ) × R

d) be such that ψ ≥ v and, for a fixed (t, x) ∈
(0, T ) × R

d , ψ(t, x) = v(t, x). From the dynamic programming principle (6.2.7)
it follows that

0 = sup
θ∈A�

t,t+h

EP [v(t + h, x + Bt,θ
t+h) − v(t, x)]

≤ sup
θ∈A�

t,t+h

EP [ψ(t + h, x + Bt,θ
t+h) − ψ(t, x)]

= sup
θ∈A�

t,t+h

EP

[∫ t+h

t

(
∂ψ

∂s
+ 1

2
tr[θsθT

s D2ψ]
)

(s, x + Bt,θ
s )ds

]

.

Since (
∂ψ

∂s + 1
2 tr[θsθT

s D2ψ])(s, y) is uniformly Lipschitz in (s, y), we have, for a
small h > 0, that
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EP [
(

∂ψ

∂s
+ 1

2
tr[θsθT

s D2ψ]
)

(s, x +
∫ s

t
θr dWr )]

≤ EP [
(

∂ψ

∂s
+ 1

2
tr[θsθT

s D2ψ]
)

(t, x)] + Ch1/2.

Therefore

sup
θ∈A�

t,t+h

EP

∫ t+h

t

(
∂ψ

∂s
+ 1

2
tr[θsθT

s D2ψ]
)

(t, x)ds + Ch3/2 ≥ 0,

and since (
∂ψ

∂s
+ 1

2
sup
γ∈�

tr[γ γ T D2ψ]
)

(t, x)h + Ch3/2 ≥ 0,

we conclude that [ ∂ψ

∂t + G(D2ψ)](t, x) ≥ 0. By definition, v is a viscosity subsolu-
tion. Similarly we can show that it is also a supersolution. �

We observe that u(t, x) := v(T − t, x), thus u is the viscosity solution of the
equation ∂u

∂t − G(D2u) = 0, with Cauchy condition u(0, x) = ϕ(x).
From the uniqueness of the viscosity solution of the G-heat equation and

Theorem6.2.10, we get immediately:

Proposition 6.2.14

E[ϕ(B0
t1 , B

t1
t2 , · · · , Btn−1

tn )] = sup
θ∈A�

0,T

EP [ϕ(B0,θ
t1 , Bt1,θ

t2 , · · · , Btn−1,θ
tn )]

= sup
θ∈A�

0,T

EPθ
[ϕ(B0

t1 , B
t1
t2 , · · · , Btn−1

tn )],

where Pθ is the law of the process B0,θ
t = ∫ t

0 θsdWs, t ≥ 0, for θ ∈ A�
0,∞.

We are now going to show that the family {Pθ , θ ∈ A�
0,∞} is tight. This property

is important for our consideration in the next subsection.

Proposition 6.2.15 The family of probability measures {Pθ : θ ∈ A�
0,∞} on Cd

0 (R+)

is tight.

Proof Since Bs,θ
t = ∫ t

s θr dWr and θr ∈ �, where � is a bounded subset in R
d×d ,

one can check that, for all θ ∈ A�
0,T , and 0 ≤ t ≤ s ≤ T ,

EP [∣∣Bs,θ
t

∣
∣4] ≤ C |s − t |2,

with a constant C depending only on d and the bound sup{|x | : x ∈ �}. Thus

sup
θ∈A�

0,T

EPθ
[|Bs − Bt |4] ≤ C |s − t |2.
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We can nowapply thewell-knownmoment criterion for tightness ofKolmogorov–
Chentsov’s type to conclude that {Pθ : θ ∈ A0,∞} is tight. �

6.3 The Capacity of G-Brownian Motion

According to Theorem6.2.5, we have obtained a weakly compact family of proba-
bility measures P on (�,B(�)) to represent the G-expectation Ê[·]. For this P, we
define two quantities, the associated G-capacity:

ĉ(A) := sup
P∈P

P(A), A ∈ B(�),

and the upper expectation for each X ∈ L0(�)

Ē[X ] := sup
P∈P

EP [X ].

By Theorem6.2.5, we know that Ē = Ê on Lip(�), thus the Ê[| · |]-completion and
the Ē[| · |]-completion of Lip(�) are the same.

For any T > 0, we also denote �T = C0([0, T ]; R
d) equipped with the distance

ρ(ω1, ω2) = ∥∥ω1 − ω2
∥
∥
Cd
0 ([0,T ]) := max

0≤t≤T
|ω1

t − ω2
t |.

We now prove that L1
G(�) = L

1
c , where L

1
c is defined in Sect. 6.1. First, we need

the following classical approximation lemma.

Lemma 6.3.1 For any X ∈ Cb(�) and n = 1, 2, · · · , we denote

X (n)(ω) := inf
ω′∈�

{X (ω′) + n
∥
∥ω − ω′∥∥

Cd
0 ([0,n])} for ω ∈ �.

Then the sequence {X (n)}∞n=1 satisfies:

(i) −M ≤ X (n) ≤ X (n+1) ≤ · · · ≤ X, M = supω∈� |X (ω)|;
(ii) |X (n)(ω) − X (n)(ω′)| ≤ n

∥
∥ω − ω′∥∥

Cd
0 ([0,n]) , f or ω,ω′ ∈ �;

(iii) X (n)(ω) ↑ X (ω) for ω ∈ �.

Proof Claim (i) is obvious. For Claim (ii), we have the relation

X (n)(ω) − X (n)(ω′)
≤ supω̄∈�{[X (ω̄) + n ‖ω̄ − ω‖Cd

0 ([0,n])] − [X (ω̄) + n
∥
∥ω̄ − ω′∥∥

Cd
0 ([0,n])]}

≤ n
∥
∥ω − ω′∥∥

Cd
0 ([0,n]) .

By symmetry, X (n)(ω) − X (n)(ω′) ≤ n
∥
∥ω − ω′∥∥

Cd
0 ([0,n]). Thus Claim (ii) follows.
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We now prove Claim (iii). For any fixed ω ∈ �, let ω(n) ∈ � be such that

X (ω(n)) + n
∥
∥ω − ω(n)

∥
∥
Cd
0 ([0,n]) ≤ X (n)(ω) + 1

n
.

It is clear that n
∥
∥ω − ω(n)

∥
∥
Cd
0 ([0,n]) ≤ 2M + 1 or

∥
∥ω − ω(n)

∥
∥
Cd
0 ([0,n]) ≤ 2M+1

n . Since

X ∈ Cb(�), we get X (ω(n)) → X (ω) as n → ∞. We have also that

X (ω) ≥ X (n)(ω) ≥ X (ω(n)) + n
∥
∥ω − ω(n)

∥
∥
Cd
0 ([0,n]) − 1

n
,

thus

n
∥
∥ω − ω(n)

∥
∥
Cd
0 ([0,n]) ≤ |X (ω) − X (ω(n))| + 1

n
.

We also have that

X (ω(n)) − X (ω) + n
∥
∥
∥ω − ω(n)

∥
∥
∥
Cd
0 ([0,n]) ≥ X (n)(ω) − X (ω)

≥ X (ω(n)) − X (ω) + n
∥
∥
∥ω − ω(n)

∥
∥
∥
Cd
0 ([0,n]) − 1

n
.

From the above two relations, we obtain

|X (n)(ω) − X (ω)| ≤ |X (ω(n)) − X (ω)| + n
∥
∥ω − ω(n)

∥
∥
Cd
0 ([0,n]) + 1

n

≤ 2(|X (ω(n)) − X (ω)| + 1

n
) → 0 as n → ∞.

Thus (iii) is obtained. �

Proposition 6.3.2 For any X ∈ Cb(�) and ε > 0, there exists Y ∈ Lip(�) such
that

Ē[|Y − X |] ≤ ε. (6.3.1)

Consequently, for any p > 0, we have

L p
G(�) = L

p
c (�). (6.3.2)

Proof WedenoteM = supω∈� |X (ω)|. ByTheorem6.1.16 andLemma6.3.1, we can
findμ > 0, T > 0 and X̄ ∈ Cb(�T ) such that Ē[|X − X̄ |] < ε/3 , supω∈� |X̄(ω)| ≤
M and

|X̄(ω) − X̄(ω′)| ≤ μ
∥
∥ω − ω′∥∥

Cd
0 ([0,T ]) for ω,ω′ ∈ �.

Now for any positive integer n, we introduce a mapping θn(ω) : � �→ �:
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θn(ω)(t) =
n−1∑

k=0

1[tnk ,tnk+1)
(t)

tnk+1 − tnk
[(tnk+1 − t)ω(tnk ) + (t − tnk )ω(tnk+1)] + 1[T,∞)(t)ω(t),

where tnk = kT
n , k = 0, 1, · · · , n. We set X̄ (n)(ω) := X̄(θn(ω)), then

|X̄ (n)(ω) − X̄ (n)(ω′)| ≤ μ sup
t∈[0,T ]

|θn(ω)(t) − θn(ω
′)(t)|

= μ sup
k∈[0,··· ,n]

|ω(tnk ) − ω′(tnk )|.

Let us choose a compact subset K ⊂ � such that Ē[1KC ] ≤ ε/6M . Since
supω∈K supt∈[0,T ] |ω(t) − θn(ω)(t)| → 0 , as n → ∞, we can choose a sufficiently
large n0 such that

sup
ω∈K

|X̄(ω) − X̄ n0(ω)| = sup
ω∈K

|X̄(ω) − X̄(θn0(ω))|
≤ μ sup

ω∈K
sup

t∈[0,T ]
|ω(t) − θn0(ω)(t)|

< ε/3.

Setting Y := X̄ (n0), it follows that

Ē[|X − Y |] ≤ Ē[|X − X̄ |] + Ē[|X̄ − X̄ (n0)|]
≤ Ē[|X − X̄ |] + Ē[1K |X̄ − X̄ (n0)|] + 2MĒ[1KC ]
< ε.

We thus have (6.3.1) which implies (6.3.2). �

ByProposition6.3.2,we also have a pathwise description of L p
G(�) for any p > 0:

L p
G(�) = {X ∈ L0(�) : X has a quasi-continuous version and lim

n→∞ Ē[|X |p I{|X |>n}] = 0}.

Furthermore, Ē[X ] = Ê[X ], for any X ∈ L1
G(�). Then we can extend the domain

of the G-expectation Ê from L1
G(�) to the space of random variables X ∈ L0(�)

which makes the following definition meaningful:

Ê[X ] := Ē[X ].

Remark 6.3.3 This implies that, all equalities and inequalities established in
Chaps. 3–5 which hold true in L p

G(�) are still true in the sense of ĉ-quasi-surely.

In the next result, we are going to give some typical Borel measurable functions
on � which are quasi-continuous.
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Theorem 6.3.4 Let X be a d-dimensional random vector in L1
G(�). If A is a Borel

set of R
d with ĉ({X ∈ ∂A}) = 0, then 1{X∈A} ∈ L1

G(�).

Proof For any ε > 0, since X ∈ L1
G(�), we can find an open set O ⊂ �with ĉ(O) ≤

ε/2 such that X |Oc is continuous. Set Di = {x ∈ R
d : d(x, ∂A) ≤ 1/ i} and Ai =

{x ∈ R
d : d(x, ∂A) < 1/ i}, it is easy to check that {X ∈ Di } ∩ Oc is closed, {X ∈

Ai } ⊂ {X ∈ Di } and {X ∈ Di } ∩ Oc ↓ {X ∈ ∂A} ∩ Oc. Then we conclude that

ĉ({X ∈ Di } ∩ Oc) ↓ ĉ({X ∈ ∂A} ∩ Oc) = 0.

Thus we can find an i0 such that ĉ({X ∈ Ai0} ∩ Oc) ≤ ε/2. Setting O1 = {X ∈
Ai0} ∪ O , it is easy to verify that ĉ(O1) ≤ ε, Oc

1 = {X ∈ Ac
i0
} ∩ Oc is closed

and 1{X∈A} is continuous on Oc
1 . Thus 1{X∈A} is quasi-continuous, which implies

1{X∈A} ∈ L1
G(�). �

Proposition 6.3.5 Suppose G is non-degenerate, i.e., there exist a constant σ 2 > 0
such thatG(A) − G(B) ≥ σ 2tr[A − B] for any A ≥ B.Then it holds that1{Bt∈[a,b]} ∈
L1
G(�t ) for any t > 0, where a, b ∈ R

d .

Proof By Exercise6.5.8 of this chapter, we conclude that

ĉ ({Bt ∈ ∂[a, b]}) = 0,

which together with the Theorem 6.3.4 yields the desired result. �

The following example tells us that L p
G(�) is strictly contained in L

p.

Example 6.3.6 Let us consider an 1-dimensional non-degenerate G-Brownian
motion (Bt )t≥0, i.e.,

0 < −Ê[−B2
1 ] = σ 2 < σ 2 = Ê[B2

1 ],

and let (〈B〉t )t≥0 be the quadratic process of B. We claim that, for any σ 2 ∈ [σ 2, σ 2],
the random variable

ξ = 1{〈B〉1−σ 2=0} /∈ L1
G(�).

To show this, let us choose a sequence {ϕk}∞k=1 of real continuous functions defined on
R and taking values in [0, 1] such that: ϕk(v) = 0, for v ∈ R\[−2−k, 2−k],ϕk(v) = 1,
for v ∈ [−2−k−1, 2−k−1], and ϕk ≥ ϕk+1. It is clear that ξk := ϕk(| 〈B〉1 − σ 2|) ∈
L1
G(�) and ξk ↓ ξ . Hence, by Theorem6.1.35, Ê[ξi ] ↓ Ê[ξ ]. We can also check that

Ê[ξk − ξk+1] = max
v∈[σ 2,σ 2]

[ϕk(|v − σ 2|) − ϕk+1(|v − σ 2|)] = 1.

In view of Corollary6.1.37 we conclude that ξ /∈ L1
G(�), i.e., ξ has no quasi-

continuous version.
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6.4 Quasi-continuous Processes

We have established in Sect. 6.3 that all random variables in L p
G(�) are quasi con-

tinuous, in ω, with respect to the G-capacity ĉ(·). In this section, we are going to
prove that, similarly, all stochastic processes in Mp

G(0, T ) are quasi continuous in
(t, ω). We set Ft = B(�t ), F = (Ft )t∈[0,T ] and use the following distance between
two elements (t, ω) and (t ′, ω′):

ρ((t, ω), (t ′, ω′)) = |t − t ′| + max
s∈[0,T ] |ωs − ω′

s |, t, t ′ ∈ [0, T ], ω, ω′ ∈ �T .

Recall that a process (ηt )t∈[0,T ] is said to be progressively measurable if its restriction
on [0, t] × � is B([0, t]) ⊗ Ft -measurable for every t . We define, for p ≥ 1,

M
p(0, T ) =

{

η : progressively measurable on [0, T ] × �T and Ê

[∫ T

0
|ηt |pdt

]

< ∞
}

and the corresponding capacity

c̄(A) = 1

T
Ê

[∫ T

0
1A(t, ω)dt

]

, for A ∈ B([0, T ]) × FT .

Remark 6.4.1 Let A be a progressively measurable set in [0, T ] × �T . It is clear
that 1A = 0, c̄-q.s. if and only if

∫ T
0 1A(t, ·)dt = 0 ĉ-q.s..

In what follows, we do not distinguish two progressively measurable processes
η and η′ if c̄({η �= η′}) = 0. For any p ≥ 1, M

p(0, T ) is a Banach space under the

norm ||η||Mp :=
(
Ê

[∫ T
0 |ηt |pdt

])1/p
. Since M0

G(0, T ) ⊂ M
p(0, T ) for any p ≥ 1,

Mp
G(0, T ) is a closed subspace ofM

p(0, T ). We also need to introduce the following
space:

Mc(0, T ) = {all F-adapted processes η in Cb([0, T ] × �T )}.

Proposition 6.4.2 For any p ≥ 1, the completion of the space Mc(0, T ) under the
norm ||η||Mp := (Ê[∫ T

0 |ηt |pdt])1/p is M p
G(0, T ).

Proof Wefirst show that the completion ofMc(0, T ) under the norm || · ||Mp belongs
to Mp

G(0, T ). Indeed, for any fixed η ∈ Mc(0, T ), we set

η
(k)
t (ω) =

k−1∑

i=0

η(iT )/k(ω)1[ iTk , (i+1)T
k )(t).
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By the characterization of the space L p
G(�) in Proposition6.3.2, we get that η iT

k
∈

L p
G(� iT

k
) and thus η(k) ∈ Mp

G(0, T ). For each ε > 0, since P is weakly compact,

there exists a compact set K ⊂ �T such that Ê[1Kc ] ≤ ε. Thus

Ê

[∫ T

0
|ηt − η

(k)
t |pdt

]

≤ Ê

[

1K

∫ T

0
|ηt − η

(k)
t |pdt

]

+ Ê

[

1Kc

∫ T

0
|ηt − η

(k)
t |pdt

]

≤ sup
(t,ω)∈[0,T ]×K

T |ηt (ω) − η
(k)
t (ω)|p + (2l)pT ε,

where l is the bound of η, i.e., l = sup(t,ω)∈[0,T ]×� |ηt (ω)|. Note that [0, T ] × K is
compact and η ∈ Cb([0, T ] × �T ), then

lim sup
k→∞

Ê

[∫ T

0
|ηt − η

(k)
t |pdt

]

≤ (2l)pT ε.

Since ε can be arbitrarily small, we get ‖η(k) − η‖Mp → 0 as k → ∞. Thus η ∈
Mp

G(0, T ), which implies the desired result.
Now we show the converse part. For each given bounded process η̂t =∑N
i=1 ξi1[ti−1,ti )(t) with ξi ∈ Lip(�ti−1), one can find a sequence of functions {φk

i } ⊂
C([0,∞)), i ≤ N , k ≥ 1 such that supp(φk

i ) ⊂ (ti−1, ti ) and
∫ T
0 |φk

i (t) − 1[ti−1,ti )(t)|p
dt → 0 as k → ∞. Set η̂(k)

t =∑N−1
i=0 ξiφ

k
i (t), it is easy to check that η̂

(k) ∈ Mc(0, T )

and ||η̂(k) − η̂||Mp → 0 as k → ∞. Thus Mp
G(0, T ) belongs to the completion of

Mc(0, T ) under the norm || · ||Mp , which completes the proof. �

Definition 6.4.3 Aprogressivelymeasurable processη : [0, T ] × �T �→ R is called
quasi-continuous (q.c.) if for any ε > 0, there exists a progressively measurable and
open set O in [0, T ] × �T such that c̄(O) < ε and η is continuous in Oc.

Definition 6.4.4 Wesay that a progressivelymeasurable processη : [0, T ] × �T �→
R has a quasi-continuous version if there exists a quasi-continuous process η′ such
that c̄({η �= η′}) = 0.

Theorem 6.4.5 For any p ≥ 1,

M p
G(0, T ) =

{
η ∈ M

p(0, T ) : lim
N→∞ Ê

[∫ T

0
|ηt |p1{|ηt |≥N }dt

]

= 0 and

η has a quasi-continuous version
}
.

Proof We denote

Jp =
{
η ∈ M

p(0, T ) : lim
N→∞ Ê

[∫ T

0
|ηt |p1{|ηt |≥N }dt

]

= 0 and

η has a quasi-continuous version
}
.
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Observe that the completion of Mc(0, T ) under the norm || · ||Mp is Mp
G(0, T ). By a

similar analysis as in Proposition6.1.18, we can prove that Mp
G(0, T ) ⊂ Jp.

It remains to show that η ∈ Jp implies η ∈ Mp
G(0, T ). For each n > 0, we intro-

duce η(n) = (η ∧ n) ∨ (−n), and easily see that

Ê

[∫ T

0
|ηt − η

(n)
t |pdt

]

≤ 2Ê

[∫ T

0
(|ηt |p − np/2)+dt

]

→ 0, as n → ∞.

Thus, we only need to prove that η(n) ∈ Mp
G(0, T ) for each fixed n > 0. For each

ε > 0, there exists a progressively measurable open set Oε ⊂ [0, T ] × �T with
c̄(Oε) < ε such that η(n) is continuous on Oc

ε .
We could directly apply Tietze’s extention theorem (see Appendix A3) to extend

the continuous function η(n) from Oc
ε to the whole domain of [0, T ] × �T . How-

ever, in order to keep the progressive measurability property, we need to justify the
extension, step by step, as follows:

For any fixed k = 1, 2, · · · , we set t ki = iT /k for i = 0, . . . , k, and

Fi,k := {[0, t ki−1] × �t ki
} ∪ {Oc

ε ∩ {(t ki−1, t
k
i ] × �t ki

}, i = 1, . . . , k.

Since Oc
ε is progressively measurable and closed, we conclude that Fi,k is a closed

subset belonging to B([0, t ki ]) ⊗ B(�t ki
).

We apply Tietze’s extension theorem and extend η(n) to η̄n,k on [0, t k1 ] × �t k1
such that η̄n,k ∈ Cb([0, t k1 ] × �t k1

), η̄n,k = η(n) on the set Oc
ε ∩ {[0, t k1 ] × �t k1

} and

|η̄n,k | ≤ n. It is clear that η̄n,k
t is Ft k1

-measurable for each t ∈ [0, t k1 ] since Oc
ε is pro-

gressively measurable. We then extend this η̄n,k from [0, t k1 ] × �t k1
to F2,k by setting

η̄
n,k
t (ω) = η

(n)
t (ω) for (t, ω) ∈ Oc

ε ∩ (t k1 , t
k
2 ] × �t k2

. We apply again Tietze’s theorem

and extend η̄n,k from F2,k to [0, t k2 ] × �t k2
. Moreover, η̄n,k

t is an Ft k2
-measurable con-

tinuous function bounded in [−n, n] for each t ≤ t k2 . We repeat this procedure from
i = 1 to i = k and thus obtain a function η̄n,k ∈ Cb([0, T ] × �) such that η̄n,k = η(n)

on Oc
ε and η̄

n,k
t is Ft ki

-measurable for t ∈ [t ki−1, t
k
i ]. Then we make a time shift on

η̄n,k to get the following progressively measurable process:

η̂n,k
t := η̄

n,k
t−t k1

fk(t), t ∈ [0, T ].

Here fk(t) is a continuous and non-decreasing function on [0, T ] with fk(t) = 0 for
t ≤ t k1 and fk(t) = 1 for t ≥ t k2 .

It is clear that η̂n,k ∈ Cb([0, T ] × �) and it converges to η(n) for each (t, ω) ∈ Oc
ε .

On the other hand, by Theorem6.1.6 there exists a compact subset Kε ⊂ � such that
Ê[1Kc

ε
] ≤ ε. It follows, as k → ∞, that η̂

n,k
t (ω) converges to η

(n)
t (ω) uniformly on

(t, ω) ∈ ([0, T ] × Kε) ∩ Oc
ε . Consequently
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Ê

[∫ T

0
|η(n)

t − η̂
n,k
t |pdt

]1/p
≤ Ê

[∫ T

0
(1([0,T ]×Kε)∩Oc

ε
+ 1([0,T ]×Kε)c∪Oε )|η(n)

t − η̂
n,k
t |pdt

]1/p

≤ Ê

[∫ T

0
1([0,T ]×Kε)∩Oc

ε
|η(n)

t − η̂
n,k
t |pdt

]1/p
+ 2n(T + 1)1/pε1/p

→ 2n(T + 1)1/pε1/p, as k → ∞.

Since ε can be arbitrarily small, it follows that η(n) ∈ Mp
G(0, T ) and thus η ∈

Mp
G(0, T ). The proof is complete. �

The next result is a direct consequence of Theorem6.4.5.

Corollary 6.4.6 Let η ∈ M1
G(0, T ) and f ∈ Cb([0, T ] × R). Then ( f (t, ηt ))t≤T ∈

Mp
G(0, T ) for any p ≥ 1.

Theorem 6.4.7 Let η(k) ∈ M1
G(0, T ), k ≥ 1, be such that η(k) ↓ η c̄-q.s., as k → ∞.

Then Ê

[∫ T
0 η

(k)
t dt

]
↓ Ê

[∫ T
0 ηt dt

]
. Moreover, if η ∈ M1

G(0, T ), then Ê
[∫ T

0 |η(k)
t − ηt |dt

]
↓ 0.

Proof Wechooseηk,N ∈ M0
G(0, T ) such that Ê

[∫ T
0 |η(k)

t − η
k,N
t |dt

]
→ 0 as N → ∞.

Since
∫ T
0 η

k,N
t dt ∈ L1

G(�T ) and

Ê[|
∫ T

0
ηk,N
t dt −

∫ T

0
η

(k)
t dt |] ≤ Ê

[∫ T

0
|η(k)

t − ηk,N
t |dt

]

.

We conclude that
∫ T
0 η

(k)
t dt ∈ L1

G(�T ) for k ≥ 1. It then follows from Remark6.4.1

and Theorem6.4.5 that
∫ T
0 η

(k)
t dt ↓ ∫ T

0 ηt dt ĉ -q.s.. Therefore, by Proposition 6.1.31,

we obtain that Ê

[∫ T
0 η

(k)
t dt

]
↓ Ê

[∫ T
0 ηt dt

]
. If η ∈ M1

G(0, T ), then |η(k) − η| ∈
M1

G(0, T ) and |η(k) − η| ↓ 0 ĉ-q.s.. Thus Ê

[∫ T
0 |η(k)

t − ηt |dt
]

↓ 0. �

Here is an example showing that Mp
G(0, T ) is strictly contained in M

p(0, T ).

Example 6.4.8 We make the same assumptions as in Example6.3.6. Then using
similar arguments one can show that, for each σ 2 ∈ [σ 2, σ 2], the process defined by
(1{〈B〉t−σ 2t=0})t∈[0,T ] is not in M1

G(0, T ).

6.5 Exercises

Exercise 6.5.1 Let P be a family of weakly compact probabilities on (�,B(�)).
Suppose c is the upper probability and E is the upper expectation associated with P.
For any lower semicontinuous function X ≥ 0 on �, we set
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E
′[X ] := sup{E[Y ] : Y ∈ Cb(�) and 0 ≤ Y ≤ X}.

Then we define the outer capacity associated with P by

c′(A) := inf{E′[X ] : X is lower semicontinuous and 1A ≤ X}, ∀A ∈ B(�).

Prove that
c′(A) = inf{c(O) : Ois an open set and O ⊃ A}.

Exercise 6.5.2 Let� = R andP = { 12δx + 1
2δx+2 : x ∈ [−2,−1]}, where δx is unit

mass measure at x . Suppose c is the upper probability associated with P. Set A =
[−1, 1). Show that

(i) P is weakly compact.
(ii) c(A) �= inf{c(O) : O is an open set and O ⊃ A}.
Exercise 6.5.3 Show that, for any p > 0,

L p
G(�T ) = {X ∈ L0(�T ) : X has a quasi-continuous version and lim

n→∞ Ē[|X |p I{|X |>n}] = 0}.

Exercise 6.5.4 Prove that Ê[e|Bt |] < ∞.

Exercise 6.5.5 Let Eĉ be the Choquet expectation given by

Eĉ[X ] :=
∫ ∞

0
ĉ(X ≥ t)dt +

∫ 0

−∞
(ĉ(X ≥ t) − 1)dt.

Prove that Eĉ = Ê if and only if Ê is linear.

Exercise 6.5.6 Let η be in M2
G(0, T ). Prove that

∫ t
0 ηsd Bs has a quasi-modification

whose paths are continuous.

Exercise 6.5.7 Let η be in M2
G(0, T ). Prove that η is Itô-integrable for every P ∈ P.

Moreover, ∫ T

0
ηsd Bs =

∫ T

0
ηsdP Bs, P-a.s.,

where the right hand side is the classical Itô integral.

Exercise 6.5.8 Suppose that there exist two constants 0 < σ 2 ≤ σ 2 < ∞ such that

1

2
σ 2tr[A − B] ≤ G(A) − G(B) ≤ 1

2
σ 2tr[A − B], for A ≥ B.

Let m ≥ 0, α = σ 2(2σ 2)−1 and a ∈ R. Then for any t ≥ 0, we have

Ê

[

exp

(

−m|Bt − a|2
2σ 2

)]

≤ (1 + mt)−α.
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Hint: Show that

ũm(t, x) = (1 + mt)−α exp

(

− m|x − a|2
2σ 2(1 + mt)

)

is a viscosity supersolution of G-heat equation with initial condition um(0, x) =
exp

(
−m|x−a|2

2σ 2

)
.

Exercise 6.5.9 Let (Bt )t≥0 be a non-degenerate G-Brownian motion. Prove that

(i) Ê[−1{Bt∈[a,b]}] < 0 for any a < b and t > 0.
(ii) For any ϕ, φ ∈ Cl.Lip(R

d) satisfying ϕ ≤ φ and ϕ(x) < φ(x) for some x , one
holds

Ê[ϕ(Bt )] < Ê[φ(Bt)], ∀t > 0.

Exercise 6.5.10 Prove that the non-degenerateG-Brownianmotion path is nowhere
differentiable quasi-surely.

Notes and Comments

Choquet capacity was first introduced by Choquet [33], see also Dellacherie [42] and
the references therein for more properties. The capacitability of Choquet capacity
was first studied byChoquet [33] under 2-alternating case, seeDellacherie andMeyer
[43], Huber and Strassen [89] and the references therein for more general case. It
seems that the notion of upper expectationswas first discussed byHuber [88] in robust
statistics. It was rediscovered in mathematical finance, especially in risk measure,
see Delbaen [44, 45], Föllmer and Schied [68] etc.

The fundamental framework of quasi-surely stochastic analysis in this chapter is
due to Denis andMartini [48]. The results of Sects. 6.1–6.3 for G-Brownian motions
were mainly obtained by Denis, Hu and Peng [47]. The upper probability in Sect. 6.1
was firstly introduced in [47] in the framework of G-expectation. Note that the
results established in [47] cannot be obtained by using outer capacity introduced by
Denis and Martini [48]. In fact the outer capacity may be strictly bigger than the
inner capacity which coincides with the upper probability in Definition6.1.3, see
Exercise6.5.2. An interesting open problem is to prove, or disprove, whether the
outer capacity is equal to the upper probability associated with P.

Hu and Peng [80] have introduced an intrinsic and simple approach. This approach
can be regarded as a combination and extension of the construction approach of
Brownian motion of Kolmogorov (for more general stochastic processes) and a sort
of cylinder Lipschitz functions technique already introduced in Chap. 3. Section6.1
is from [47] and Theorem 6.2.5 was firstly obtained in the same paper, whereas
contents of Sects. 6.2 and 6.3 are mainly from [80].

Section6.4 is mainly based on Hu et al. [85]. Some related discussions can be
found in Song [159].
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Chapter 7
G-Martingale Representation Theorem

7.1 G-Martingale Representation Theorem

In Sect. 4.2 of Chap. 4, we presented a new type of G-martingale representation
showing that aG-martingale can decomposed into a symmetric one and a decreasing
one. Based on this idea, we now provide a complete and rigorous proof of this
representation theorem for an L2

G-martingale.
We consider a non-degenerate G-Brownian motion, i.e., we assume that there

exists some constant σ 2 > 0 such thatG(A) − G(B) ≥ σ 2tr[A − B] for any A ≥ B.
For a fixed T > 0, let S0G(0, T ) = {h(t, Bt1∧t , · · ·, Btn∧t ) : t1, . . . , tn ∈ [0, T ], h ∈
Cb.Lip(R

1+n×d)}. For η ∈ S0G(0, T ), set ‖η‖S2G
= {Ê[supt∈[0,T ] |ηt |2]}1/p and denote

by S2G(0, T ) the completion of S0G(0, T ) under the norm ‖ · ‖S2G
. Then the following

result holds:

Theorem 7.1.1 (G-Martingale Representation Theorem) Let ξ be in L p
G(�T ) for

some p > 2. Then the martingale Êt [ξ ] has a continuous quasi-modification Y ∈
S2G(0, T ) given by

Yt = Ê[ξ ] +
∫ t

0
ZsdBs + Kt , (7.1.1)

where Z ∈ M2
G(0, T ) and K is a non-increasing continuous G-martingale with

K0 = 0 and KT ∈ L2
G(�T ). Moreover, the above decomposition is unique.

In order to give the proof of Theorem 7.1.1, we need the following results. First,
we state a prior estimate which will be used frequently in the sequel.

Lemma 7.1.2 (Prior estimates) Let (Y (i), Z (i), K (i)), i = 1, 2 satisfy equation
(7.1.1) corresponding to data ξ (i). Then there exists a constant C := C(T, σ ,G) > 0
such that

© Springer-Verlag GmbH Germany, part of Springer Nature 2019
S. Peng, Nonlinear Expectations and Stochastic Calculus under Uncertainty,
Probability Theory and Stochastic Modelling 95,
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‖K (i)
T ‖2

L2
G

+ ‖Z (i)‖2
M2

G
≤ C‖Y (i)‖2

S2G
, i = 1, 2, (7.1.2)

‖Z (1) − Z (2)‖2
M2

G
≤ C

(
‖Y (1) − Y (2)‖2

S2G
+ ‖Y (1) − Y (2)‖S2G

(∥∥∥Y (1)
∥∥∥
S2G

+
∥∥∥Y (2)

∥∥∥
S2G

))
.

(7.1.3)

Proof Without loss of generality, we assume that d = 1. Set Ŷ := Y (1) − Y (2), Ẑ :=
Z (1) − Z (2) and K̂ := K (1) − K (2). Then it is easy to check that

Ŷt = ξ̂ −
∫ T

t
Ẑsd Bs − (K̂T − K̂t ), ∀t ∈ [0, T ].

Fix P ∈ P. Then ∫ t
0 Ẑsd Bs is a P-martingale (see Exercise6.5.7 in Chap. 6). Apply-

ing the classical Itô’s formula to Ŷt yields that

|Ŷt |2 +
∫ T

t
|Ẑs |2d〈B〉s = |ξ̂ |2 − 2

∫ T

t
Ŷs Ẑsd Bs − 2

∫ T

t
Ŷsd K̂s, P-a.s. (7.1.4)

Since Y (i) ∈ S2G(0, T ), we have that

EP [ sup
s∈[0,T ]

|Ŷs |2] ≤ 2(‖Y (1)‖2S2G + ‖Y (2)‖2S2G ) < ∞

which together with

EP

[∫ T

0
|Ẑ |2s ds

]
≤ 2(‖Z (1)‖2M2

G
+ ‖Z (2)‖2M2

G
) < ∞

indicates that
∫ t
0 Ŷs Ẑsd Bs is a P-martingale. Note that 〈B〉t ≥ σ 2t . Taking

P-expectation to Eq. (7.1.4), we get that

σ 2EP

[∫ T

0
|Ẑs |2ds

]
≤ EP [|ξ̂ |2 + sup

s∈[0,T ]
|Ŷs | · (|K (1)

T | + |K (2)
T |)]. (7.1.5)

Since Y (i) ∈ S2G(0, T ), Z (i) ∈ M2
G(0, T ) and K (i)

T ∈ L2
G(�T ), it is easy to check that

∫ T

0
|Ẑs |2ds and sup

s∈[0,T ]
|Ŷs | · (K (1)

T + K (2)
T ) are in L1

G(�T ).

By taking supP∈P EP [·] = Ê[·] on both sides of (7.1.5), it follows that
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σ 2
Ê

[∫ T

0
|Ẑs |2ds

]
≤Ê

[
|ξ̂ |2 + sup

s∈[0,T ]
|Ŷs | · (|K (1)

T | + |K (2)
T |)

]

≤‖Ŷ‖2S2G + ‖Ŷ‖S2G
(‖K (1)

T ‖L2
G

+ ‖K (2)
T ‖L2

G
). (7.1.6)

Let us consider two special cases: Case 1: ξ (1) = 0, thus (Y (1), Z (1), K (1)) ≡ 0;
Case 2: ξ (2) = 0, thus (Y (2), Z (2), K (2)) ≡ 0. By separately applying the inequal-
ity (7.1.6) to these two cases, we obtain

σ 2
Ê

[∫ T

0
|Z (i)

s |2ds
]

≤ ‖Y (i)‖2S2G + ‖Y (i)‖S2G
‖K (i)

T ‖L2
G
, for i = 1, 2. (7.1.7)

On the other hand, notice that K (i)
T = ξ (i) − Ê

[
ξ (i)

] − ∫ T
0 Z (i)

s d Bs . Then there exists
some constant C1 depending on G such that

‖K (i)
T ‖2L2

G
≤ C1(‖Y (i)‖2S2G + ‖Z (i)‖2M2

G
).

Combining this inequality with the right hand side of (7.1.7), we can find a constant
C2 depending on σ 2 such that

σ 2‖Z (i)‖2M2
G

≤ C2‖Y (i)‖2S2G + 1
2σ

2‖Z (i)‖2M2
G
.

From here and the inequality (7.1.6) we obtain the estimate (7.1.2), and then (7.1.3).
The proof is complete. �

Next we will study the G-martingale representation theorem for cylinder func-
tions.

Lemma 7.1.3 For any ξ ∈ Lip(�T ) of the form

ξ = ϕ(Bt1 , Bt2 − Bt1 , · · · , Btk − Btk−1), ϕ ∈ Cb.Lip(R
k×d ), 0 ≤ t1 < · · · < tk ≤ T,

(7.1.8)
Eq. (7.1.1) holds true.

Proof For simplicity we just treat the case d = 1 and leave the case for multi-
dimensional G-Brownian motion as an exercise. The proof is divided into the fol-
lowing three steps.

Step 1. We start with a simple case ξ = ϕ(BT − Bt1) for a fixed t1 ∈ (0, T ]
with ϕ ∈ Cb.Lip(R). It is clear that the martingale Êt [ξ ] is Yt = Êt [ϕ(BT − Bt1)] =
u(t, Bt − Bt1), t ∈ [t1, T ], where u is the viscosity solution of the G-heat equation

∂t u(t, x) + G(∂2
xxu(t, x)) = 0, u(x, T ) = ϕ(x). (7.1.9)

By the interior regularity of u (see AppendixC, TheoremC.4.4), for any κ > 0, there
exists a constant α ∈ (0, 1) such that,
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||u||C1+α/2,2+α([0,T−κ]×R) < ∞.

Applying Itô’s formula to u(t, Bt − Bt1) on [t1, T − κ], we get

u(t, Bt − Bt1) =u(T − κ, BT−κ − Bt1)

−
∫ T−κ

t
∂xu(s, Bs − Bt1)dBs − (KT−κ − Kt ), (7.1.10)

where Kt = 1
2

∫ t
t1

∂2
xxu(s, Bs − Bt1)d〈B〉s − ∫ t

t1
G(∂2

xxu(s, Bs − Bt1))ds is a non-
increasing continuous G-martingale for t ∈ [t1, T − κ]. In fact, we have

u(t, x) = Ê[ϕ(x + BT − Bt )].

Since ϕ is a Lipschitz function, thus u is also a Lipschitz function with the same
Lipschitz constant as ϕ. Moreover,

u(t, x) = Ê[ϕ(x + BT − Bt )] = Ê[ϕ(x + (BT − Bt+δ) + Bt+δ − Bt )]
= Ê[u(t + δ, x + Bδ)].

Hence |u(t, x) − u(t + δ, x)| ≤ Ê[|u(t + δ, x + Bδ) − u(t + δ, x)|] ≤ CÊ[|Bδ|] ≤
C |√δ|. The uniformly Lipschitz continuity of u in x gives us that |∂xu(t, x)| ≤ L .
Therefore

Ê

[
|YT−κ − YT |2 +

∫ T

T−κ

|Zt |2dt
]

= Ê

[
|u(T − κ, BT−κ − B1) − u(T, BT − B1)|2 +

∫ T

T−κ

|∂xu(Bt − Bt1 , t)|2dt
]

≤ C

(√
κ + Ê

[
|Bκ |2 +

∫ T

T−κ

|L|2dt
])

→ 0, as κ → 0,

where Yt = u(t, Bt − Bt1) and Zt = ∂xu(t, Bt − Bt1). Then by Eq. (7.1.10), we can
find a random variable KT ∈ L2

G(�T ) so that Ê[(KT−κ − KT )2] → 0 as κ ↓ 0.
Therefore

Yt = u(t, Bt − Bt1)1[t1,T ](t) + u(t1, 0)1[0,t1)(t)

is a continuous martingale with

Zt = ∂xu(t, Bt − Bt1)1[t1,T ](t), Yt = Y0 +
∫ t

0
ZsdBs + Kt .
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Furthermore,

Ê[K 2
T ] ≤ C

(
|Y0|2 + Ê[|YT |2] + Ê

[∫ T

0
|Zs |2ds

])
≤ C1.

where C1 depends only on the bound and the Lipschitz constant of ϕ. It follows that
Yt ∈ S2G(0, T ), for any t ∈ [0, T ], and Z ∈ M2

G(t1, T ) and KT ∈ L2
G(�T ).

Step 2. We now consider the case ξ = ϕ1(BT − Bt1 , Bt1) with ϕ1 ∈ Cb.Lip(R
2).

For any fixed y ∈ R, let u(·, ·, y) be the solution of the PDE (7.1.9) with terminal
condition ϕ1(·, y). Then it is easy to check that

Yt := Êt [ξ ] = u(t, Bt − Bt1 , Bt1), ∀t ∈ [t1, T ]

By Step 1, we have

u(t, Bt − Bt1 , y) =u(T, BT − Bt1 , y)

−
∫ T

t
∂xu(s, Bs − Bt1 , y)dBs − (K y

T − K y
t ). (7.1.11)

For any given n ∈ N, we take

h̃(n)
i (x) = 1[−n+ i

n ,−n+ i+1
n )(x), i = 0, . . . , 2n2 − 1,

and h̃(n)

2n2 = 1 − ∑2n2−1
i=0 h(n)

i . Through Eq. (7.1.11), we get

Ỹ (n)
t = Ỹ (n)

T −
∫ T

t
Z̃ (n)
s d Bs − (K̃ (n)

T − K̃ (n)
t ),

where Ỹ (n)
t = ∑2n2

i=0 u(t, Bt − Bt1 ,−n + i/n)h̃(n)
i (Bt1), Z̃ (n)

t = ∑2n2

i=0 ∂yu(t, Bt −
Bt1 ,−n + i/n)h̃(n)

i (Bt1) and K̃ (n)
t = ∑2n2

i=0 K
−n+i/n
t h̃(n)

i (Bt1). By Proposition6.3.5
of Chap.6, h̃(n)

i (Bt1) ∈ L2
G(�t1), we obtain that, for any t , (Ỹ (n)

t , K̃ (n)
t ) ∈ L2

G(�t ),
Z̃ (n) ∈ M2

G(t1, T ) and, for any n,

Ês[K̃ (n)
r ] =

2n2∑
i=0

h̃(n)
i (Bt1)Ês[K−n+i/n

r ] = K̃ (n)
s , t1 ≤ s ≤ r ≤ T .

On the other hand, for any t , s ∈ [0, T ], x , x̄ , y, ȳ ∈ R,

|u(t, x, y) − u(t, x̄, ȳ)| ≤ |Ê[ϕ1(x + BT − Bt , y)] − Ê[ϕ1(x̄ + BT − Bt , ȳ)]|
≤ C(|x − x̄ | + |y − ȳ|).
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Through the relationu(t, x, y) = Ê[u(t + δ, x + Bδ, y)]wecanalsoget |u(t, x, y) −
u(s, x, y)| ≤ C

√|t − s|. Thus we deduce that

|Yt − Ỹ (n)
t | ≤

2n2−1∑
i=1

h(n)
i (Bt1)|u(t,−n + i

n
, Bt − Bt1) − u(t, Bt1 , Bt − Bt1)|

+ (|Ỹ (n)
t | + |Yt |)1{|Bt1 |>n} ≤ C

n
+ 2||u||∞

n
|Bt1 |,

from which we derive that

‖Yt − Ỹ (n)
T ‖2S2G → 0, as n → ∞.

Consequently, by the prior estimate Lemma7.1.2, there exists a process Z ∈
M2

G(t1, T ) so that
lim
n→∞ ‖Z (n) − Z‖M2

G
= 0.

Denote

Kt := Yt − Yt1 −
∫ t

t1

ZsdBs, ∀t ∈ [t1, T ].

Note that for any t ∈ [t1, T ],

(K̃ (n)
t )∞n=1 = (Ỹ (n)

t − Ỹ (n)
t1 −

∫ t

t1

Z̃ (n)
s d Bs)

∞
n=1

converges to Kt in L2
G(�t ). Thus Kt is a non-increasing continuous process such

that Ês[Kt ] = Ks .
For Yt1 = u(t1, 0, Bt1), we can use the same method as in Step 1, now on [0, t1].
Step 3. The more general case can be iterated similarly as in Steps 2. The proof

is complete. �

Finally, we present a generalized Doob’s maximal inequalities of G-martingales,
which turns to be a very useful tool.

Lemma 7.1.4 For any ξ ∈ Lip(�T ) satisfying the condition in Lemma7.1.3 and
for any 1 < p < p̄ with p ≤ 2, there exist a constant ρ, a process Z ′ ∈ H p

G (0, T ), a
non-positive random variable K ′

T ∈ L p
G(�T ) and a constant Cp > 1 depending on

p such that:

(i) ξ = ρ + ∫ T
0 Z ′

t d Bt + K ′
T ,

(ii) Ê[|K ′
T |p]1/p ≤ Cp p̄

p̄−p ·
(
Ê[|ξ |]1/p + Ê[|ξ | p̄]1/p

)
.

Proof Without loss of generality, assume d = 1.
We first consider a special case that |ξ | ≤ 1. By Lemma7.1.3, we have the fol-

lowing representation:
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Êt [ξ ] = Yt = Ê[ξ ] +
∫ t

0
ZsdBs + Kt , q.s., (7.1.12)

where Y ∈ S2G(0, T ), Z ∈ H 2
G(0, T ) and K is a non-increasing continuous

G-martingale with K0 = 0 and KT ∈ L2
G(�T ). Thus, applying Itô’s formula yields

that

ξ 2 = (Ê[ξ ])2 + 2
∫ T

0
Yt ZtdBt + 2

∫ T

0
YtdKt +

∫ T

0
|Zt |2d〈B〉t (7.1.13)

Note that |Yt | ≤ 1 for any t ∈ [0, T ]. Then taking G-expectation on both sides of
(7.1.13) leads to the inequality

Ê

[
(

∫ T

0
ZsdBs)

2

]
= Ê

[∫ T

0
|Zt |2d〈B〉t

]
≤ Ê[|ξ |] + 2Ê[−KT ].

On the other hand, setting t = T in (7.1.12) and taking G-expectation implies that

Ê[−KT ] = Ê[ξ ] + Ê[−ξ ] ≤ 2Ê[|ξ |].

Therefore, we obtain that Ê

[
(
∫ T
0 Z (n)

s d Bs)
2
]

≤ 5Ê[|ξ |] and, once again from

(7.1.12),

Ê[(KT )2] ≤ 2Ê[ξ 2] + 2Ê

[(
Ê[ξ ] +

∫ T

0
ZtdBt

)2
]

≤ 14Ê[|ξ |].

Consequently, for 1 < p < p̄ and p ≤ 2, we obtain that

Ê[(−KT )p] ≤ Ê[−KT ] + Ê[(KT )2],

from which it follows that

Ê[(−KT )p] ≤ 16Ê[|ξ |]. (7.1.14)

Nowweconsider amore general casewhen |ξ | is bounded by a positive integerM .We
set ξ (n) = (ξ ∧ n) ∨ (−n) and η(n) = ξ (n+1) − ξ (n) for any integer n = 0, 1, · · · , M .
Then by Lemma7.1.3, for any n, we have the following representation:

Êt [η(n)] = Y (n)
t = Ê[η(n)] +

∫ t

0
Z (n)
s d Bs + K (n)

t , q.s.. (7.1.15)

Also, from (7.1.14), we have

Ê[(−K (n)
T )p] ≤ 16Ê[|ηn|].
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Note that |η(n)| ≤ 1{|ξ |≥n}. Thus by Minkowski’s inequality, we can derive that

Ê[(−
M−1∑
n=0

K (n)
T )p]1/p ≤Ê[(−K 0

T )p]1/p +
M−1∑
n=1

Ê[(−K (n)
T )p]1/p

≤24/p
(
Ê[|ξ |]1/p +

M−1∑
n=1

|ĉ(|ξ | ≥ n)|1/p)

≤24/p
(
Ê[|ξ |]1/p +

M−1∑
n=1

n− p̄/p
Ê[|ξ | p̄]1/p).

Here we have used the Markov inequality (see Lemma6.1.17 of Chap.6) in the last
step. Since

∑M−1
n=1 n− p̄/p ≤ p̄/( p̄ − p), we deduce that

Ê

[
(−

M−1∑
n=0

K (n)
T )p

]1/p

≤ 24/p p̄

p̄ − p

(
Ê[|ξ |]1/p + Ê[|ξ | p̄]1/p

)
.

Note that ξ = ∑M−1
n=0 η(n). Let K ′

T := ∑M−1
n=0 K (n)

T , Z ′
t := ∑M−1

n=0 Z (n)
t and ρ :=∑M−1

n=0 Ê[η(n)]. Then we get the desired result. �
Based on the above estimates, we can introduce the following inequality ofDoob’s

type for G-martingales.

Lemma 7.1.5 Suppose α ≥ 1 and δ > 0. Then for each 1 < p < p̄ := (α + δ)/α

with p ≤ 2 and for all ξ ∈ Lip(�T ) satisfying the condition in Lemma7.1.3, there
is a constant Cp > 1 depending on p such that

Ê

[
sup

t∈[0,T ]
Êt [|ξ |α]

]
≤ Cp p̄q

p̄ − p

(
(Ê[|ξ |α+δ])1/( p̄ p) + (Ê[|ξ |α+δ])1/p

)
, (7.1.16)

Proof For any 1 < p < p̄ with p ≤ 2, applying Lemma 7.1.4 to |ξ |α ∈ Lip(�T ),
we can find a constant ρ, a process Z ′ ∈ H p

G (0, T ), a non-positive random variable

K ′
T ∈ L2

G(�T ) such that |ξ |α = ρ + ∫ T
0 Z ′

t d Bt + K ′
T . Then we have the relation

sup
t∈[0,T ]

Êt [|ξ |α] ≤ sup
t∈[0,T ]

(
ρ +

∫ t

0
Z ′
sd Bs

)
.

Thus by the classical maximal inequality, we obtain that

Ê

[
sup

t∈[0,T ]
Êt [|ξ |α]

]
≤Ê

[
sup

t∈[0,T ]

(
ρ +

∫ t

0
Z ′
sd Bs

)]
≤

[
Ê

(
sup

t∈[0,T ]
(ρ +

∫ t

0
Z ′
sd Bs)

p

)]1/p

≤q

∥∥∥∥ρ +
∫ T

0
Z ′
t d Bs

∥∥∥∥
L p
G

≤ q
(∥∥ |ξ |α∥∥

L p
G

+ ‖K ′
T ‖L p

G

)
,
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where q = p/(p − 1). We combine this with Lemma 7.1.4 to conclude that

Ê

[
sup

t∈[0,T ]
Êt [|ξ |α]

]
≤ Cp p̄q

p̄ − p

(
(Ê[|ξ |α+δ])1/( p̄ p) + (Ê[|ξ |α+δ])1/p

)
,

which is the desired result. �

Now we are ready to complete the proof of Theorem7.1.1.

Proof of Theorem 7.1.1 The uniqueness of the decomposition is obvious. For each
ξ ∈ Lβ

G(�T ), there is a sequences of cylinder random variables {ξn}∞n=1 of the form
(7.1.8) such that limn→∞ Ê[|ξn − ξ |β] = 0. It follows from Lemma7.1.3 that, for
any n, the martingale Êt [ξn] has the decomposition

Êt [ξn] = Y (n)
t = Ê[ξn] +

∫ t

0
Z (n)
s d Bs + K (n)

t , (7.1.17)

where Y (n) ∈ S2G(0, T ), Z (n) ∈ M2
G(0, T ) and K (n) is a non-increasing continuous

G-martingale with K (n)
0 = 0 and K (n)

T ∈ L2
G(�T ). Since

|Et [ξn] − Et [ξm]|β ≤ Et [|ξn − ξm |β], for each m, n = 1, 2, · · · ,

It then follows from Lemma7.1.5 that {Y (n)}∞n=1 is a Cauchy sequence in S2G(0, T ).
Thus we can apply the prior estimates in Lemma 7.1.2 to show that the sequence
{Z (n)}∞n=1 also converges in M2

G(0, T ) and consequently {K (n)
t }∞n=1 converges in L2

G
to Kt . It is easy to check that the triplet (Y, Z , K ) satisfies (7.1.1). The proof is
complete. �

Notes and Comments

Theorem 7.1.1 is a highly nontrivial generalization of the classical martingale repre-
sentation problem. It shows that under a nonlinearG-Brownian motion framework, a
G-martingale can be decomposed into two essentially different martingales, the first
one is an Itô’s integral with respect to the G-Brownian motion B, and the second one
is a non-increasing G-martingale. The later term vanishes once G is a linear func-
tion and thus B becomes to a classical Brownian motion. This means this new type
of no-decreasing martingale is completely neglected under the Wiener probability
measure and thus we need to use the stronger norm ‖ · ‖L p

G
, and the corresponding

G-capacity, to investigate this type of very interesting martingales.
Under the condition that ξ is a cylindrical random variable, i.e., ξ ∈ Lip(�T ),

Peng [140, 144] proved Theorem 7.1.1 and thus raised a challenging open problem
for the proof of the general situation. An important step towards the solution to this
problemwas given by Soner, Touzi and Zhang in 2009, although a stronger condition
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was assumed. More precisely, they defined the norm

‖ξ 2‖L2
E = Ê[ sup

t∈[0,T ]
Êt [|ξ |2]]1/2,

and then denoted by L2
E(�T ) the completion of Lip(�T ) under this norm. Soner

et al. (2009) showed that the martingale representation theorem holds for random
variables in L2

E(�T ). A natural question is: how large this new subspace of L2
E(�T )?

Can we prove that L2
E(�T ) contains Cb(�T )? or L2

E(�T ) = L2
G(�T )?

This challenging problem was finally independently solved by Song [159] for
ξ ∈ L p

G(�T ), p > 1 and by Soner et al. [155] for ξ ∈ L p+ε

G (�T ), p = 2.
As a by product, Song [159] established a fundamental inequality of Doob’s type

for G-martingale theory (see Lemma 7.1.5), which gave a characterization of the
relations between L p

E(�T ) and L p
G(�T ). The actual proof of Theorem 7.1.1 in this

chapter is basedon theDoob–Song’s inequality (7.1.16). In fact this resultwas applied
in the paper of Hu et al. [78] for the proof of existence and uniqueness theorem of
BSDEs driven by G-Brownian motion.



Chapter 8
Some Further Results of Itô’s Calculus

In this chapter, we use the quasi-surely analysis theory to develop Itô’s integrals
without the quasi-continuity condition. This allows us to define Itô’s integral on
stopping time interval. In particular, this new formulation can be applied to obtain
Itô’s formula for a generalC1,2-function, thus extending previously available results.

8.1 A Generalized Itô’s Integral

Recall that Bb(�) is the space of all bounded and Borel measurable real functions
defined on � = Cd

0 (R+). We denote by L p
∗ (�) the completion of Bb(�) under the

natural norm ‖X‖p := Ê[|X |p]1/p. Similarly, we can define L p
∗ (�T ) for any fixed

T ≥ 0. For any fixed a ∈ R
d , we still use the notation Ba

t := 〈a, Bt 〉. Then we intro-
duce the following properties, which are important in our stochastic calculus.

Proposition 8.1.1 For any 0 ≤ t < T , ξ ∈ L2∗(�t ), we have

Ê[ξ(Ba
T − Ba

t )] = 0.

Proof For a fixed P ∈ P, Ba is a martingale on (�,Ft , P). Then we have

EP [ξ(Ba
T − Ba

t )] = 0,

which completes the proof. �

Proposition 8.1.2 For any 0 ≤ t ≤ T and ξ ∈ Bb(�t ), we have

Ê[ξ 2(Ba
T − Ba

t )
2 − σ 2

aaT ξ
2(T − t)] ≤ 0. (8.1.1)
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Proof If ξ ∈ Cb(�t ), then we get that Ê[ξ 2(Ba
T − Ba

t )
2 − ξ 2σ 2

aaT (T − t)] = 0. Thus
(8.1.1) holds for ξ ∈ Cb(�t ). This implies that, for a fixed P ∈ P,

EP [ξ 2(Ba
T − Ba

t )
2 − ξ 2σ 2

aaT (T − t)] ≤ 0. (8.1.2)

If we take ξ ∈ Bb(�t ), we can find a sequence {ξn}∞n=1 in Cb(�t ), such that ξn → ξ

in L p(�,Ft , P), for some p > 2. Thus we conclude that

EP [ξ 2
n (Ba

T − Ba
t )

2 − ξ 2
n σ 2

aaT (T − t)] ≤ 0.

Then letting n → ∞, we obtain (8.1.2) for ξ ∈ Bb(�t ). �

In what follows, we use the notation L p
∗ (�), instead of L p

G(�), to generalize Itô’s
integral on a larger space of stochastic processes M2∗ (0, T ) defined as follows. For
fixed p ≥ 1 and T ∈ R+, we first consider the following simple type of processes:

Mb,0(0, T ) =
{
η : ηt (ω) =

N−1∑
j=0

ξ j (ω)1[t j ,t j+1)(t),

∀N > 0, 0 = t0 < · · · < tN = T, ξ j (ω) ∈ Bb(�t j ), j = 0, · · · , N − 1
}
.

Definition 8.1.3 For an element η ∈ Mb,0(0, T ) with ηt =∑N−1
j=0 ξ j (ω)1[t j ,t j+1)(t),

the related Bochner integral is

∫ T

0
ηt (ω)dt =

N−1∑
j=0

ξ j (ω)(t j+1 − t j ).

For any η ∈ Mb,0(0, T ) we set

ẼT [η] := 1
T Ê

[∫ T

0
ηt dt

]
= 1

T
Ê

⎡
⎣

N−1∑
j=0

ξ j (ω)(t j+1 − t j )

⎤
⎦ .

Then Ẽ : Mb,0(0, T ) �→ R forms a sublinear expectation. We can introduce a natural

norm ‖η‖Mp(0,T ) =
{
Ê

[∫ T
0 |ηt |pdt

]}1/p
.

Definition 8.1.4 For any p ≥ 1, we denote by Mp
∗ (0, T ) the completion of

Mb,0(0, T ) under the norm

||η||Mp(0,T ) =
{
Ê

[∫ T

0
|ηt |pdt

]}1/p
.
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We have Mp
∗ (0, T ) ⊃ Mq

∗ (0, T ), for p ≤ q. The following process

ηt (ω) =
N−1∑
j=0

ξ j (ω)1[t j ,t j+1)(t), ξ j ∈ L p
∗ (�t j ), j = 1, · · · , N

is also in Mp
∗ (0, T ).

Definition 8.1.5 For any η ∈ Mb,0(0, T ) of the form

ηt (ω) =
N−1∑
j=0

ξ j (ω)1[t j ,t j+1)(t),

we define Itô’s integral

I (η) =
∫ T

0
ηsd B

a
s :=

N−1∑
j=0

ξ j (B
a
t j+1

− Ba
t j ).

Lemma 8.1.6 The mapping I : Mb,0(0, T ) �→ L2∗(�T ) is a linear continuous map-
ping and thus can be continuously extended to I : M2∗ (0, T ) �→ L2∗(�T ). Moreover,
we have

Ê

[∫ T

0
ηsd B

a
s

]
= 0, (8.1.3)

Ê

[
(

∫ T

0
ηsd B

a
s )

2

]
≤ σ 2

aaT Ê

[∫ T

0
|ηt |2dt

]
. (8.1.4)

Proof It suffices to prove (8.1.3) and (8.1.4) for any η ∈ Mb,0(0, T ). From
Proposition8.1.1, for any j ,

Ê[ξ j (B
a
t j+1

− Ba
t j )] = Ê[−ξ j (B

a
t j+1

− Ba
t j )] = 0.

Thus we obtain (8.1.3):

Ê

[∫ T

0
ηsd B

a
s

]
= Ê

[∫ tN−1

0
ηsd B

a
s + ξN−1(B

a
tN − Ba

tN−1
)

]

= Ê

[∫ tN−1

0
ηsd B

a
s

]
= · · · = Ê[ξ0(Ba

t1 − Ba
t0)] = 0.

We now prove (8.1.4). By a similar analysis as in Lemma 3.3.4 of Chap. 3, we
derive that
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Ê

[(∫ T

0
ηt d B

a
t

)2]
= Ê

[
N−1∑
i=0

ξ 2
i (Ba

ti+1
− Ba

ti )
2

]
.

Then from Proposition8.1.2, we obtain that

Ê

[
ξ 2
j (B

a
t j+1

− Ba
t j )

2 − σ 2
aaT ξ

2
j (t j+1 − t j )

]
≤ 0.

Thus

Ê

[(∫ T

0
ηt d B

a
t

)2]
= Ê[

N−1∑
i=0

ξ 2
i (Ba

tN − Ba
tN−1

)2]

≤ Ê

[
N−1∑
i=0

ξ 2
i [(Ba

tN − Ba
tN−1

)2 − σ 2
aaT (ti+1 − ti )]

]
+ Ê

[
N−1∑
i=0

σ 2
aaT ξ

2
i (ti+1 − ti )

]

≤ Ê

[
N−1∑
i=0

σ 2
aaT ξ

2
i (ti+1 − ti )

]
= σ 2

aaT Ê

[∫ T

0
|ηt |2dt

]
,

which is the desired result. �

The following proposition can be verified directly by the definition of Itô’s integral
with respect to G-Brownian motion.

Proposition 8.1.7 Let η, θ ∈ M2∗ (0, T ). Then for any 0 ≤ s ≤ r ≤ t ≤ T , we have:

(i)
∫ t
s ηudBa

u = ∫ rs ηudBa
u + ∫ tr ηudBa

u ;
(ii)
∫ t
s (αηu + θu)dBa

u = α
∫ t
s ηudBa

u + ∫ ts θudBa
u , where α ∈ Bb(�s).

Proposition 8.1.8 For any η ∈ M2∗ (0, T ), we have

Ê

[
sup

0≤t≤T

∣∣∣∣
∫ t

0
ηsd B

a
s

∣∣∣∣
2
]

≤ 4σ 2
aaT Ê

[∫ T

0
η2
s ds

]
. (8.1.5)

Proof Since for any α ∈ Bb(�t ), we have

Ê

[
α

∫ T

t
ηsd B

a
s

]
= 0.

Then, for a fixed P ∈ P, the process
∫ ·
0 ηsd Ba

s is a martingale on (�,Ft , P). It
follows from the classical Doob’s maximal inequality (see Appendix B) that



8.1 A Generalized Itô’s Integral 161

EP

[
sup

0≤t≤T

∣∣∣∣
∫ t

0
ηsd B

a
s

∣∣∣∣
2
]

≤ 4EP

[∣∣∣∣
∫ T

0
ηsd B

a
s

∣∣∣∣
2
]

≤ 4Ê

[∣∣∣∣
∫ T

0
ηsd B

a
s

∣∣∣∣
2
]

≤ 4σ 2
aaT Ê

[∫ T

0
η2
s ds

]
.

Thus (8.1.5) holds. �

Proposition 8.1.9 For any η ∈ M2∗ (0, T ) and 0 ≤ t ≤ T , the integral
∫ t
0 ηsd Ba

s is
continuous q.s., i.e.,

∫ t
0 ηsd Ba

s has a modification whose paths are continuous in t .

Proof The claim is true for η ∈ Mb,0(0, T ) since (Ba
t )t≥0 is a continuous process.

In the case of η ∈ M2∗ (0, T ), there exists η(n) ∈ Mb,0(0, T ), such that Ê[∫ T0 (ηs −
η(n)
s )2ds] → 0, as n → ∞. By Proposition8.1.8, we have

Ê

[
sup

0≤t≤T

∣∣∣∣
∫ t

0
(ηs − η

(n)
s )dBa

s

∣∣∣∣
2
]

≤ 4σ 2
aaT Ê

[∫ T

0
(ηs − η

(n)
s )2ds

]
→ 0, as n → ∞.

Then choosing a subsequence if necessary, we can find a set �̂ ⊂ � with ĉ(�̂c) = 0
so that, for any ω ∈ �̂ the sequence of processes

∫ ·
0 η(n)

s d Ba
s (ω) uniformly converges

to
∫ ·
0 ηsd Ba

s (ω) on [0, T ]. Thus for anyω ∈ �̂, we get that
∫ ·
0 ηsd Ba

s (ω) is continuous
in t . For any (ω, t) ∈ [0, T ] × �, we take the process

Jt (ω) =
⎧⎨
⎩

∫ t

0
ηsd B

a
s (ω), ω ∈ �̂;

0, otherwise,

as the desired t-continuous modification. This completes the proof. �

We now define the integral of a process η ∈ M1∗ (0, T ) with respect to 〈Ba〉. We
also define a mapping:

Q0,T (η) =
∫ T

0
ηt d
〈
Ba〉

t
:=

N−1∑
j=0

ξ j (
〈
Ba〉

t j+1
− 〈Ba〉

t j
) : M1,0

b (0, T ) → L1
∗(�T ).

Proposition 8.1.10 Themapping Q0,T : M1,0
b (0, T ) �→ L1∗(�T ) is a continuous lin-

ear mapping and Q0,T can be uniquely extended to M1∗ (0, T ). Moreover, we have

Ê

[∣∣∣∣
∫ T

0
ηt d
〈
Ba〉

t

∣∣∣∣
]

≤ σ 2
aaT Ê

[∫ T

0
|ηt |dt
]

for any η ∈ M1
∗ (0, T ). (8.1.6)
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Proof From the relation

σ 2
−aaT (t − s) ≤ 〈Ba〉

t − 〈Ba〉
s ≤ σ 2

aaT (t − s)

it follows that

Ê

[
|ξ j |(〈Ba〉t j+1 − 〈Ba〉t j ) − σ 2

aaT |ξ j |(t j+1 − t j )
]

≤ 0, for any j = 1, · · · , N − 1.

Therefore, we deduce the following chain of inequalities:

Ê

⎡
⎣
∣∣∣∣∣∣
N−1∑
j=0

ξ j (
〈
Ba〉

t j+1
− 〈Ba〉

t j
)

∣∣∣∣∣∣

⎤
⎦ ≤ Ê

⎡
⎣
N−1∑
j=0

|ξ j |
〈
Ba〉

t j+1
− 〈Ba〉

t j

⎤
⎦

≤Ê

⎡
⎣
N−1∑
j=0

|ξ j |[(〈Ba〉t j+1 − 〈Ba〉t j ) − σ 2
aaT (t j+1 − t j )]

⎤
⎦+ Ê

⎡
⎣σ 2

aaT

N−1∑
j=0

|ξ j |(t j+1 − t j )

⎤
⎦

≤
N−1∑
j=0

Ê[|ξ j |[(〈Ba〉t j+1 − 〈Ba〉t j ) − σ 2
aaT (t j+1 − t j )]] + Ê

⎡
⎣σ 2

aaT

N−1∑
j=0

|ξ j |(t j+1 − t j )

⎤
⎦

≤Ê

⎡
⎣σ 2

aaT

N−1∑
j=0

|ξ j |(t j+1 − t j )

⎤
⎦ = σ 2

aaT Ê

[∫ T

0
|ηt |dt
]

.

This completes the proof. �

From the above Proposition8.1.9, we obtain that 〈Ba〉t is continuous in t q.s.. Then
for anyη ∈ M1∗ (0, T ) and0 ≤ t ≤ T , the integral

∫ t
0 ηsd〈Ba〉s also has a t-continuous

modification. In the sequel, we always consider the t-continuousmodification of Itô’s
integral. Moreover, Itô’s integral with respect to 〈Bi , B j 〉 = 〈B〉i j can be similarly
defined. This is left as an exercise for the readers.

Lemma 8.1.11 Let η ∈ M2
b (0, T ). Then η is Itô-integrable for every P ∈ P. More-

over, ∫ T

0
ηsd B

a
s =
∫ T

0
ηsdP B

a
s , P-a.s.,

where the right hand side is the usual Itô integral.

We leave the proof of this lemma to readers as an exercise.

Lemma 8.1.12 (Generalized Burkholder-Davis-Gundy (BDG) inequality) For any
η ∈ M2∗ (0, T ) and p > 0, there exist constants cp and Cp with 0 < cp < Cp < ∞,
depending only on p, such that

σ
p
−aaT cpÊ

[(∫ T

0
|ηs |2ds

)p/2]
≤ Ê

[
sup

t∈[0,T ]

∣∣∣∣
∫ t

0
ηsd B

a
s

∣∣∣∣
p
]

≤ σ
p

aaT CpÊ

[(∫ T

0
|ηs |2ds

)p/2]
.
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Proof Observe that, under any P ∈ P, Ba is a P-martingale with

σ 2
−aaT dt ≤ d〈Ba〉t ≤ σ 2

aaT dt.

The proof is then a simple application of the classical BDG inequality. �

8.2 Itô’s Integral for Locally Integrable Processes

So farwehave considered Itô’s integral
∫ T
0 ηt d Ba

t whereη inM2∗ (0, T ). In this section
we continue our study of Itô’s integrals for a type of locally integrable processes.

We first give some properties of Mp
∗ (0, T ).

Lemma 8.2.1 For any p ≥ 1 and X ∈ Mp
∗ (0, T ), the following relation holds:

lim
n→∞ Ê

[∫ T

0
|Xt |p1{|Xt |>n}dt

]
= 0. (8.2.1)

Proof The proof is similar to that of Proposition6.1.22 in Chap. 6. �

Corollary 8.2.2 For any η ∈ M2∗ (0, T ), let η(n)
s = (−n) ∨ (ηs ∧ n), then, as n →

∞, we have
∫ t
0 η(n)

s d Ba
s → ∫ t0 ηsd Ba

s in L2∗(0, T ) for any t ≤ T .

Proposition 8.2.3 Let X ∈ Mp
∗ (0, T ). Then for any ε > 0, there exists a constant

δ > 0 such that for all η ∈ Mp
∗ (0, T ) satisfying Ê

[∫ T
0 |ηt |dt

]
≤ δ and |ηt (ω)| ≤ 1,

we have Ê
[∫ T

0 |Xt |p|ηt |dt
]

≤ ε.

Proof For any ε > 0, according to Lemma8.2.1, there exists a number N > 0 such

that Ê
[∫ T

0 |X |p1{|X |>N }
]

≤ ε/2. Take δ = ε/2N p. Then we derive that

Ê

[∫ T

0
|Xt |p|ηt |dt

]
≤ Ê

[∫ T

0
|Xt |p|ηt |1{|Xt |>N }dt

]
+ Ê

[∫ T

0
|Xt |p|ηt |1{|Xt |≤N }dt

]

≤ Ê

[∫ T

0
|Xt |p1{|Xt |>N }dt

]
+ N p

Ê

[∫ T

0
|ηt |dt
]

≤ ε,

which is the desired result. �

Lemma 8.2.4 If p ≥ 1 and X, η ∈ Mp
∗ (0, T ) are such that η is bounded, then the

product Xη ∈ Mp
∗ (0, T ).

Proof We can find X (n), η(n) ∈ Mb,0(0, T ) for n = 1, 2, . . ., such that η(n) is uni-
formly bounded and

‖X − X (n)‖Mp(0,T ) → 0, ‖η − η(n)‖Mp(0,T ) → 0, as n → ∞.
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Then we obtain that

Ê

[∫ T

0
|Xtηt − X (n)

t η
(n)
t |pdt

]
≤ 2p−1

(
Ê

[∫ T

0
|Xt |p |ηt − η

(n)
t |pdt

]
+ Ê

[∫ T

0
|Xt − X (n)

t |p |η(n)
t |pdt

])
.

By Proposition8.2.3, the first term on the right-hand side tends to 0 as n → ∞. Since
η(n) is uniformly bounded, the second term also tends to 0. �

Now we are going to study Itô’s integrals on an interval [0, τ ], where τ is a
stopping time relative to the G-Brownian pathes.

Definition 8.2.5 A stopping time τ relative to the filtration (Ft ) is a map on � with
values in [0, T ] such that {τ ≤ t} ∈ Ft , for every t ∈ [0, T ].
Lemma 8.2.6 For any stopping time τ and any X ∈ Mp

∗ (0, T ),we have 1[0,τ ](·)X ∈
Mp

∗ (0, T ).

Proof Related to the given stopping time τ , we consider the following sequence:

τn =
2n−1∑
k=0

(k + 1)T

2n
1[ kT2n ≤τ< (k+1)T

2n ) + T 1[τ≥T ].

It is clear that 2−n ≥ τn − τ ≥ 0. It follows from Lemma8.2.4 that any element of
the sequence {1[0,τn ]X}∞n=1 is in Mp

∗ (0, T ). Note that, for m ≥ n, we have

Ê

[∫ T

0
|1[0,τn ](t) − 1[0,τm ](t)|dt

]
≤ Ê

[∫ T

0
|1[0,τn ](t) − 1[0,τ ](t)|dt

]

= Ê[τn − τ ] ≤ 2−nT .

Then applying Proposition8.2.3, we derive that 1[0,τ ]X ∈ Mp
∗ (0, T ) and the proof is

complete. �

Lemma 8.2.7 For any stopping time τ and any η ∈ M2∗ (0, T ), we have

∫ t∧τ

0
ηsd B

a
s (ω) =

∫ t

0
1[0,τ ](s)ηsd Ba

s (ω), for all t ∈ [0, T ] q.s. (8.2.2)

Proof For any n ∈ N, let

τn :=
[t ·2n ]∑
k=1

k

2n
1[ (k−1)t

2n ≤τ< kt
2n ) + t1[τ≥t] =

2n∑
k=1

1Ak
n
t kn .

Here t kn = k2−nt , Ak
n = [t k−1

n < t ∧ τ ≤ t kn ], for k < 2n , and A2n
n = [τ ≥ t]. We see

that {τn}∞n=1 is a decreasing sequence of stopping times which converges to t ∧ τ .
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We first show that

∫ t

τn

ηsd B
a
s =
∫ t

0
1[τn ,t](s)ηsd B

a
s , q.s. (8.2.3)

By Proposition8.1.7 we have

∫ t

τn

ηsd B
a
s =
∫ t

∑2n
k=1 1Akn

tkn

ηsd B
a
s =

2n∑
k=1

1Ak
n

∫ t

t kn

ηsd B
a
s

=
2n∑
k=1

∫ t

t kn

1Ak
n
ηsd B

a
s =
∫ t

0

2n∑
k=1

1[t kn ,t](s)1Ak
n
ηsd B

a
s ,

from which (8.2.3) follows. Hence we obtain that

∫ τn

0
ηsd B

a
s =
∫ t

0
1[0,τn ](s)ηsd B

a
s , q.s.

Observe now that 0 ≤ τn − τm ≤ τn − t ∧ τ ≤ 2−nt , for n ≤ m. Then
Proposition8.2.3 yields that 1[0,τn ]η converges in M2∗ (0, T ) to 1[0,τ∧t]η as n → ∞,
which implies that 1[0,τ∧t]η ∈ M2∗ (0, T ). Consequently,

lim
n→∞

∫ τn

0
ηsd B

a
s =
∫ t

0
1[0,τ ](s)ηsd Ba

s , q.s.

Note that
∫ t
0 ηsd Ba

s is continuous in t , hence (8.2.2) is proved. �

The space of processes Mp
∗ (0, T ) can be further enlarged as follows.

Definition 8.2.8 For fixed p ≥ 1, a stochastic process η is said to be in Mp
w (0, T ),

if it is associated with a sequence of increasing stopping times {σm}m∈N, such that:

(i) For any m ∈ N, the process
(
ηt1[0,σm ](t)

)
t∈[0,T ] ∈ Mp

∗ (0, T );

(ii) If�(m) := {ω ∈ � : σm(ω) ∧ T = T } and �̂ := limm→∞ �(m), then ĉ(�̂c) = 0.

Remark 8.2.9 Suppose there is another sequence of stopping times {τm}∞m=1 that
satisfies the second condition in Definition8.2.8. Then the sequence {τm ∧ σm}m∈N
also satisfies this condition. Moreover, by Lemma8.2.6, we know that for any m ∈
N, η1[0,τm∧σm ] ∈ Mp

∗ (0, T ). This property allows to associate the same sequence of
stopping times with several different processes in Mp

w (0, T ).

For given η ∈ M2
w(0, T ) associated with {σm}m∈N, we consider, for any m ∈ N,

the t-continuous modification of the process
(∫ t

0 ηs1[0,σm ](s)dBa
s

)
0≤t≤T

. For any m,

n ∈ N with n > m, by Lemma8.2.7 we can find a polar set Âm,n , such that for all
ω ∈ ( Âm,n)

c, the following equalities hold:
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∫ t∧σm

0
ηs1[0,σm ](s)dBa

s (ω) =
∫ t

0
ηs1[0,σm ](s)dBa

s (ω)

=
∫ t

0
ηs1[0,σm ](s)1[0,σn ](s)dB

a
s (ω) (8.2.4)

=
∫ t∧σm

0
ηs1[0,σn ](s)dB

a
s (ω), 0 ≤ t ≤ T .

Define the polar set

Â :=
∞⋃

m=1

∞⋃
n=m+1

Âm,n .

For any m ∈ N and any (ω, t) ∈ � × [0, T ], we set

X (m)
t (ω) :=

⎧⎨
⎩

∫ t

0
ηs1[0,σm ](s)dBa

s (ω), ω ∈ Âc ∩ �̂;
0, otherwise.

From (8.2.4), for any m, n ∈ N with n > m, X (n)(ω) ≡ X (m)(ω) on [0, σm(ω) ∧ T ]
for any ω ∈ Âc ∩ �̂ and X (n)(ω) ≡ X (m)(ω) on [0, T ] for all other ω. Note that
for ω ∈ Âc ∩ �̂, we can find m ∈ N, such that σm(ω) ∧ T = T . Consequently, for
any ω ∈ �, limm→∞ X (m)

t (ω) exists for any t . From Lemma 8.2.7, it is not difficult
to verify that choosing a different sequence of stopping times will only alter this
limitation on the polar set. The details are left to the reader. Thus, the following
definition is well posed.

Definition 8.2.10 Giving η ∈ M2
w([0, T ]), for any (ω, t) ∈ � × [0, T ], we define

∫ t

0
ηsd B

a
s (ω) := lim

m→∞ X (m)
t (ω). (8.2.5)

For any ω ∈ � and t ∈ [0, σm], ∫ t0 ηsd Ba
s (ω) = X (m)

t (ω), 0 ≤ t ≤ T . Since each

of the processes {X (m)
t }0≤t≤T has t-continuous paths, we conclude that the paths of(∫ t

0 ηsd Ba
s

)
0≤t≤T

are also t-continuous. The following theorem is an direct conse-

quence of the above discussion.

Theorem 8.2.11 Assume thatη ∈ M2
w([0, T ]). Then the stochastic process ∫ ·

0 ηsd Ba
s

is a well-defined continuous process on [0, T ].
For any η ∈ M1

w(0, T ), the integrals
∫ t
0 ηsd〈Ba〉s and

∫ t
0 ηsd〈B〉i js are both well-

defined continuous stochastic processes on [0, T ] by a similar analysis.
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8.3 Itô’s Formula for General C2 Functions

The objective of this section is to give a very general form of Itô’s formula with
respect to G-Brownian motion, which is comparable with that from the classical
Itô’s calculus.

Consider the following G-Itô diffusion process:

X ν
t = X ν

0 +
∫ t

0
αν
s ds +

∫ t

0
ηνi j
s d 〈B〉i js +

∫ t

0
βν j
s d B j

s .

Lemma 8.3.1 Suppose that � ∈ C2(Rn) and that all first and second order deriva-
tives of � are in Cb,Lip(R

n). Let αν , βν j and ηνi j , ν = 1, · · · , n, i, j = 1, · · · , d, be
bounded processes in M2∗ (0, T ). Then for any t ≥ 0, we have in L2∗(�t ),

�(Xt ) − �(X0) =
∫ t

0
∂xν �(Xu)β

ν j
u d B j

u +
∫ t

0
∂xν �(Xu)α

ν
udu (8.3.1)

+
∫ t

0
[∂xν �(Xu)η

νi j
u + 1

2
∂2
xμxν �(Xu)β

μi
u βν j

u ]d 〈B〉i ju .

The proof is parellel to that of Proposition 6.3, in Chap. 3. The details are left as an
exercise for the readers.

Lemma 8.3.2 Suppose that � ∈ C2(Rn) and all first and second order derivatives
of � are in Cb,Lip(R

n). Let αν , βν j be in M1∗ (0, T ) and ηνi j belong to M2∗ (0, T ) for
ν = 1, · · · , n, i, j = 1, · · · , d. Then for any t ≥ 0, relation (8.3.1) holds in L1∗(�t ).

Proof For simplicity, we only deal with the case n = d = 1. Let α(k), β(k) and η(k)

be bounded processes such that, as k → ∞,

α(k) → α, η(k) → η in M1
∗ (0, T ) and β(k) → β in M2

∗ (0, T )

and let

X (k)
t = X0 +

∫ t

0
α(k)
s ds +

∫ t

0
η(k)
s d〈B〉s +

∫ t

0
β(k)
s d Bs .

Then applying Hölder’s inequality and BDG inequality yields that

lim
k→∞ Ê[ sup

0≤t≤T
|X (k)

t − Xt |] = 0 and lim
k→∞ Ê[ sup

0≤t≤T
|�(X (k)

t ) − �(Xt )|] = 0.
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Note that

Ê

[∫ T

0
|∂x�(X (k)

t )β
(k)
t − ∂x�(Xt )βt |2dt

]

≤ 2Ê

[∫ T

0
|∂x�(X (k)

t )β
(k)
t − ∂x�(X (k)

t )βt |2dt
]

+ 2Ê

[∫ T

0
|∂x�(X (k)

t )βt − ∂x�(Xt )βt |2dt
]

≤ 2C2
Ê

[∫ T

0
|β(k)

t − βt |2dt
]

+ 2Ê

[∫ T

0
|βt |2|∂x�(X (k)

t ) − ∂x�(Xt )|2dt
]

,

whereC is the upper bound of ∂x�. Since sup0≤t≤T |∂x�(X (k)
t ) − ∂x�(Xt )|2 ≤ 4C2,

we conclude that

Ê

[∫ T

0
|∂x�(X (k)

t ) − ∂x�(Xt )|2dt
]

→ 0, as k → ∞.

Thus we can apply Proposition8.2.3 to prove that, in M2∗ (0, T ), as k → ∞,

∂x�(X (k))β(k) → ∂x�(X)β, ∂x�(X (k))α(k) → ∂x�(X)α,

∂x�(X (k))η(k) → ∂x�(X)η, ∂2
xx�(X (k))(β(k))2 → ∂2

xx�(X)β2.

However, from the above lemma we have

�(X (k)
t ) − �(X (k)

0 ) =
∫ t

0
∂x�(X (k)

u )β(k)
u dBu +

∫ t

0
∂x�(X (k)

u )α(k)
u du

+
∫ t

0
[∂x�(X (k)

u )η(k)
u + 1

2∂
2
xx�(X (k)

u )(β(k)
u )2]d〈B〉u .

Therefore passing to the limit on both sides of this equality, we obtain the desired
result. �

Lemma 8.3.3 Let X be given as in Lemma 8.3.2 and let � ∈ C1,2([0, T ] × R
n)

be such that �, ∂t�, ∂x� and ∂2
xx� are bounded and uniformly continuous on

[0, T ] × R
n. Then we have the following relation in L1∗(�t ):

�(t, Xt ) − �(0, X0) =
∫ t

0
∂xν �(u, Xu)β

ν j
u dB j

u +
∫ t

0
[∂t�(u, Xu) + ∂xν �(u, Xu)αν

u ]du

+
∫ t

0
[∂xν �(u, Xu)η

νi j
u + 1

2∂2xμxν �(u, Xu)β
μi
u β

ν j
u ]d 〈B〉i ju .

Proof Choose a sequence of functions {�k}∞k=1 such that, �k and all its first order
and second order derivatives are in Cb,Lip([0, T ] × R

n). Moreover, as n → ∞, �n ,
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∂t�n , ∂x�n and ∂2
xx�n converge respectively to �, ∂t�, ∂x� and ∂2

xx� uniformly on
[0, T ] × R. Then we use the above Itô’s formula to�k(X0

t , Xt ), with Yt = (X0
t , Xt ),

where X0
t ≡ t :

�k(t, Xt ) − �k(0, X0) =
∫ t

0
∂xν �k(u, Xu)β

ν j
u d B j

u +
∫ t

0
[∂t�k(u, Xu) + ∂xν �k(u, Xu)α

ν
u ]du

+
∫ t

0
[∂xν �k(u, Xu)η

νi j
u + 1

2 ∂2xμxν �k(u, Xu)β
μi
u β

ν j
u ]d 〈B〉i ju .

It follows that, as k → ∞, the following uniform convergences:

|∂xν
�k(u, Xu) − ∂xν

�(u, Xu)| → 0, |∂2
xμxν

�k(u, Xu) − ∂2
xμxν

�k(u, Xu)| → 0,

|∂t�k(u, Xu) − ∂t�(u, Xu)| → 0.

Sending k → ∞, we arrive at the desired result. �
Theorem 8.3.4 Suppose � ∈ C1,2([0, T ] × R

n). Let αν, ηνi j be in M1
w(0, T ) and

βν j be in M2
w(0, T ) associated with a common stopping time sequence {σm}∞m=1.

Then for any t ≥ 0, we have q.s.

�(t, Xt ) − �(0, X0) =
∫ t

0
∂xν �(u, Xu)β

ν j
u dB j

u +
∫ t

0
[∂t�(u, Xu) + ∂xν �(u, Xu)αν

u ]du

+
∫ t

0
[∂xν �(u, Xu)η

νi j
u + 1

2∂2xμxν �(u, Xu)β
μi
u β

ν j
u ]d 〈B〉i ju .

Proof For simplicity, we only deal with the case n = d = 1. We set, for k =
1, 2, · · · ,

τk := inf{t ≥ 0| |Xt − X0| > k} ∧ σk .

Let �k be a C1,2-function on [0, T ] × R
n such that �k , ∂t�k , ∂xi �k and ∂2

xi x j
�k are

uniformly bounded continuous functions satisfying�k = �, for |x | ≤ 2k, t ∈ [0, T ].
It is clear that the process 1[0,τk ]β is in M2

w(0, T ), while 1[0,τk ]α and 1[0,τk ]η are in
M1

w(0, T ) and they are all associated to the same sequence of stopping times {τk}∞k=1.
We also have

Xt∧τk = X0 +
∫ t

0
αs1[0,τk ]ds +

∫ t

0
ηs1[0,τk ]d〈B〉s +

∫ t

0
βs1[0,τk ]dBs

Then we can apply Lemma 8.3.3 to �k(s, Xs∧τk ), s ∈ [0, t], to obtain

�(t, Xt∧τk ) − �(0, X0)

=
∫ t

0
∂x�(u, Xu)βu1[0,τk ]dBu +

∫ t

0
[∂t�(u, Xu) + ∂x�(u, Xu)αu]1[0,τk ]du

+
∫ t

0
[∂x�(u, Xu)ηu1[0,τk ] + 1

2∂
2
xx�(u, Xu)|βu |21[0,τk ]]d〈B〉u .
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Letting k → ∞ and noticing that Xt is continuous in t , we get the desired result.
�

Example 8.3.5 For given ϕ ∈ C2(R), we have

�(Bt ) − �(B0) =
∫ t

0
�x (Bs)dBs + 1

2

∫ t

0
�xx (Bs)d 〈B〉s .

This generalizes the previous results to more general situations.

Notes and Comments

The results in this chapter were mainly obtained by Li and Peng [110, 2011]. Li
and Lin [109, 2013] found a point of incompleteness and proposed to use a more
essential condition (namely, Condition (ii) in Definition8.2.8) to replace the original
one which was

∫ T
0 |ηt |pdt < ∞, q.s.

A difficulty hidden behind is that the G-expectation theory is mainly based on the
space of random variables X = X (ω)which are quasi-continuous with respect to the
G-capacity ĉ. It is not yet clear that the martingale properties still hold for random
variables without quasi-continuity condition.

There are still several interesting and fundamentally important issues on
G-expectation theory and its applications. It is known that stopping times play a
fundamental role in classical stochastic analysis. However, it is often nontrivial to
directly apply stopping time techniques in a G-expectation space. The reason is that
the stopped process may not belong to the class of processes which are meaning-
ful in the G-framework. Song [160] considered the properties of hitting times for
G- martingale and, moreover the stopped processes. He proved that the stopped
processes for G-martingales are still G-martingales and that the hitting times for
symmetric G-martingales with strictly increasing quadratic variation processes are
quasi-continuous. Hu and Peng [82] introduced a suitable definition of stopping times
and obtained the optional stopping theorem.



Appendix A
Preliminaries in Functional Analysis

A.1 Completion of Normed Linear Spaces

In this section, we suppose H is a linear space under the norm ‖ · ‖.
Definition A.1.1 A sequence of elements {xn} ∈ H is called a Cauchy sequence,
if {xn} satisfies Cauchy’s convergence condition:

lim
n,m→∞ ‖xn − xm‖ = 0.

Definition A.1.2 A normed linear space H is called a Banach space if it is com-
plete, i.e., if every Cauchy sequence {xn} ofH converges strongly to an element x∞
of H :

lim
n→∞ ‖xn − x∞‖ = 0.

Such a limit point x∞, if exists, is uniquely determined because of the triangle
inequality ‖x − x ′‖ ≤ ‖x − xn‖ + ‖xn − x ′‖.

The completeness of aBanach space plays an important role in functional analysis.
We introduce the following theorem of completion.

Theorem A.1.3 Let H be a normed linear space which is not complete. Then H
is isomorphic and isometric to a dense linear subspace of a Banach-space H̃ , i.e.,
there exists a one-to-one correspondence x ↔ x̃ ofH onto a dense linear subspace
of H̃ such that

˜x + y = x̃ + ỹ, α̃x = α x̃, ‖x̃‖ = ‖x‖.

The space H̃ is uniquely determined up to isometric isomorphism.

For a proof see Yosida [178] (p. 56).
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A.2 The Hahn-Banach Extension Theorem

Definition A.2.1 Let T1 and T2 be two linear operators with domains D(T1) and
D(T2) both contained in a linear space H , and the ranges R(T1) and R(T2) both
contained in a linear space M. Then T1 = T2 if and only if D(T1) = D(T2) and
T1x = T2x for all x ∈ D(T1). If D(T1) ⊆ D(T2) and T1x = T2x for all x ∈ D(T1),
then T2 is called an extension of T1, or T1 is called a restriction of T2.

Theorem A.2.2 (Hahn-Banach extension theorem in real linear spaces) LetH be a
real linear space and let p(x) be a real-valued function defined onH and satisfying
the following conditions:

p(x + y) ≤ p(x) + p(y) (subadditivity);
p(αx) = αp(x) for α ≥ 0 (positive homogeneity).

Let L be a real linear subspace ofH and f0 a real-valued linear functional defined
on L, with the property:

f0(αx + βy) = α f0(x) + β f0(y) f or x, y ∈ L and α, β ∈ R.

Let f0 satisfy f0(x) ≤ p(x) on L. Then there exists a real-valued linear functional
F defined onH such that:

(i) F is an extension of f0, i.e., F(x) = f0(x) for all x ∈ L.
(ii) F(x) ≤ p(x) for x ∈ H .

For a proof see Yosida [178] (p. 102).

Theorem A.2.3 (Hahn-Banach extension theorem in normed linear spaces) Let H
be a normed linear space under the norm ‖ · ‖, L a linear subspace of H and f1
a continuous linear functional defined on L. Then there exists a continuous linear
functional f , defined on H , such that:

(i) f is an extension of f1.
(ii) ‖ f1‖ = ‖ f ‖.
For a proof see Yosida [178] (p. 106).

A.3 Dini’s Theorem and Tietze’s Extension Theorem

Theorem A.3.1 (Dini’s theorem) LetH be a compact topological space. If a mono-
tone sequence of bounded continuous functions converges pointwise to a continuous
function, then it also converges uniformly.

Theorem A.3.2 (Tietze’s extension theorem) Let L be a closed subset of a normed
spaceH and let f : L �→ R be a continuous function. Then there exists a continuous
extension of f to allH with values in R.



Appendix B
Preliminaries in Probability Theory

B.1 Kolmogorov’s Extension Theorem

Let a triple (�,F , P) be a measurable space, in which � is an arbitrary set, F is
a σ -algebra of � and P is a measure defined on (�,F ). We are mainly concerned
with probability measures, namely, P(�) = 1.

Let X be an n-dimensional random variable, i.e., X = X (ω) is an F -measurable
function with values in R

n defined on (�. Denote by B the Borel σ -algebra on R

n.

We define X ’s law of distribution PX and its expectation EP with respect to P as
follows:

PX (B) := P({ω : X (ω) ∈ B}), for B ∈ B and EP [X ] :=
∫ +∞

−∞
x P(dx).

In fact, we have PX (B) = EP [1B(X)], B ∈ B, 1B(·) is the indicator of B.
Now let {Xt }t∈T be a stochastic process with values inR

n defined on a probability
space (�,F , P), where the parameter set T is usually the halfline [0,+∞).

Definition B.1.1 The finite dimensional distributions of the process {Xt }t∈T are
the measures μt1,··· ,tk defined on R

n×k, k = 1, 2, · · · , by

μt1,··· ,tk (B1 × · · · × Bk) := P[Xt1 ∈ B1, · · · , Xtk ∈ Bk], ti ∈ T, i = 1, 2, · · · , k,

where Bi ∈ B, i = 1, 2, · · · , k.

Many (but not all) important properties of the process {Xt }t∈T can be derived in
terms of the family of all finite-dimensional distributions.

Conversely, given a family {νt1,··· ,tk : ti ∈ T, i = 1, 2, · · · , k, k ∈ N} of probabil-
itymeasures onR

nk , it is important to be able to construct a stochastic process (Yt )t∈T
with νt1,··· ,tk being its finite-dimensional distributions. The following famous theorem
states that this can be done provided that {νt1,··· ,tk } satisfy two natural consistency
conditions.
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Theorem B.1.2 (Kolmogorov’s extension theorem) For all t1, t2, · · · , tk , k ∈ N, let
νt1,··· ,tk be probability measures on R

n×k such that

νtπ(1),··· ,tπ(k) (B1 × · · · × Bk) = νt1,··· ,tk (Bπ−1(1) × · · · × Bπ−1(k))

for all permutations π of the indices {1, 2, · · · , k} and

νt1,··· ,tk (B1 × · · · × Bk) = νt1,··· ,tk ,tk+1,··· ,tk+m (B1 × · · · × Bk × R

n × · · · × R

n)

for all m ∈ N, where the set argument on the right hand side has totally k + m
factors.

Then there exists a probability space (�,F , P) and a stochastic process (Xt )t∈T
defined on �, Xt : � �→ R

n, such that

νt1,··· ,tk (B1 × · · · × Bk) = P(Xt1 ∈ B1, · · · , Xtk ∈ Bk)

for all ti ∈ T and all Borel sets Bi , i = 1, 2, · · · , k, k ∈ N.

For a proof see Kolmogorov [103] (p. 29).

B.2 Kolmogorov’s Criterion

Definition B.2.1 Suppose that X = (Xt )t∈T andY = (Yt )t∈T are two stochastic pro-
cesses defined on (�,F , P). Then we say that X is a version (or modification) of
Y , if

P({ω : Xt (ω) = Yt (ω)}) = 1, for all t ∈ T .

Theorem B.2.2 (Kolmogorov’s continuity criterion) Suppose that the process X =
{Xt }t≥0 satisfies the following condition: for all T > 0 there exist positive constants
α, β, D such that

E[|Xt − Xs |α] ≤ D|t − s|1+β, 0 ≤ s, t ≤ T .

Then there exists a continuous version of X.

For a proof see Stroock and Varadhan [168] (p. 51).
Let E be a metric space and B be the Borel σ -algebra on E . We recall a few

facts about the weak convergence of probability measures on (E,B). If P is such a
measure, we say that a subset A of E is a P-continuity set if P(∂A) = 0, where ∂A
is the boundary of A.

Proposition B.2.3 For probability measures Pn, n ∈ N, and P, the following con-
ditions are equivalent:
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(i) For every bounded continuous function f on E,

lim
n→∞

∫

f d Pn =
∫

f d P.

(ii) For any bounded uniformly continuous function f on E,

lim
n→∞

∫

f d Pn =
∫

f d P.

(iii) For any closed subset F of E, lim supn→∞ Pn(F) ≤ P(F).
(iv) For any open subset G of E, lim infn→∞ Pn(G) ≥ P(G).
(v) For any P-continuity set A, limn→∞ Pn(A) = P(A).

Definition B.2.4 If Pn and P satisfy one of the equivalent conditions in Proposi-
tion B.2.3, we say that (Pn) converges weakly to P as n → ∞.

Now let P be a family of probability measures on (E,B).

Definition B.2.5 A family P is weakly relatively compact if every sequence of P
contains a weakly convergent subsequence.

Definition B.2.6 A familyP is tight if for any ε ∈ (0, 1), there exists a compact set
Kε such that

P(Kε) ≥ 1 − ε for every P ∈ P.

With this definition, we have the following theorem.

Theorem B.2.7 (Prokhorov’s criterion) If a family P is tight, then it is weakly rel-
atively compact. If E is a Polish space (i.e., a separable completely metrizable
topological space), then a weakly relatively compact family is tight.

Definition B.2.8 If (Xn)n∈N and X are random variables taking their values in a
metric space E , we say that (Xn) converges in distribution or converges in law to
X if their laws PXn converge weakly to the law PX of X .

We stress on the fact that the random variables (Xn)n∈N and X need not be defined
on the same probability space.

Theorem B.2.9 (Kolmogorov’s criterion for weak compactness) Let {X (n)} be a
sequence of R

d -valued continuous processes defined on probability spaces (�(n),

F (n), P (n)) such that:

(i) The family {P (n)

X (n)
0

} of initial laws is tight in R

d .

(ii) There exist three strictly positive constants α, β, γ such that for any s, t ∈ R+
and any n,

EP (n) [|X (n)
s − X (n)

t |α] ≤ β|s − t |γ+1.

Then the set {P (n)

X (n)} of the laws of (Xn) is weakly relatively compact.

For the proof see Revuz and Yor [151] (p. 517)
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B.3 Daniell-Stone Theorem

Let (�,F , μ) be ameasure space, onwhich one can define integration. One essential
property of the integration is its linearity, thus it can be seen as a linear functional
on L1(�,F , μ). This idea leads to another approach to define integral, this is the
so-called Daniell’s integral.

Definition B.3.1 Let � be an abstract set and H a linear space formed by a family
of real valued functions. The space H is called a vector lattice if

f ∈ H ⇒ | f | ∈ H, f ∧ 1 ∈ H .

Definition B.3.2 Suppose that H is a vector lattice on � and I is a positive linear
functional on H , i.e.,

f, g ∈ H, α, β ∈ R ⇒ I (α f + βg) = α I ( f ) + β I (g);
f ∈ H, f ≥ 0 ⇒ I ( f ) ≥ 0.

If I satisfies the following condition:

fn ∈ H, fn ↓ 0, as n → ∞ ⇒ I ( fn) → 0,

or equivalently,

fn ∈ H, fn ↑ f ∈ H ⇒ I ( f ) = lim
n→∞ I ( fn),

then I is called a Daniell’s integral on H .

Theorem B.3.3 (Daniell-Stone theorem) Suppose that H is a vector lattice on
� and I a Daniell’s integral on H . Then there exists a measure μ on F , where
F := σ( f : f ∈ H), such thatH ⊂ L1(�,F , μ) and I ( f ) = μ( f ), ∀ f ∈ H . Fur-
thermore, if 1 ∈ H∗+, where H∗+ := { f : ∃ fn ≥ 0, fn ∈ H such that fn ↑ f }, then
this measure μ is unique and is σ -finite.

For the proof see Ash [4], Dellacherie and Meyer [43] (p. 59), Dudley [55] (p.
142), or Yan [176] (p. 74).

B.4 Some Important Inequalities

Let (�, (Ft )t≥0, P) be a probability space. A process {Mt }t≥0 is called a martingale
if Mt ∈ L1(Ft ) for any t and EP [Mt |Fs] = Ms for all s ≤ t .

Theorem B.4.1 (Doob’s maximal inequality) Let {Mt }t≥0 be a right-continuous
martingale. Then for any p > 1,
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(

EP [sup
t

|Mt |p]
)1/p

≤ p

p − 1
sup
t

(EP [|Mt |p])1/p.

For the proof see e.g., Revuz and Yor [151] (p. 54).

Theorem B.4.2 (Burkholder-Davis-Gundy inequality) For any p > 0, there exists
a constant cp > 0 such that, for all continuous martingale {Mt }t≥0 vanishing at zero,

cpEP [〈M〉p/2∞ ] ≤ EP

[

sup
t

|Mt |p
]

≤ 1

cp
EP [〈M〉p/2∞ ],

where 〈M〉 is the quadratic variation process of M.

For the proof see Revuz and Yor [151] (p. 160).



Appendix C
Solutions of Parabolic Partial Differential
Equation

C.1 The Definition of Viscosity Solutions

Thenotionof viscosity solutionswasfirstly introducedbyCrandall andLions [37, 38]
(see also Evans’s contribution [61, 62]) for the first-order Hamilton-Jacobi equation,
with uniqueness proof given in [38]. The proof for second-order Hamilton-Jacobi-
Bellman equations was firstly developed by Lions [112, 113] using stochastic control
verification arguments. A breakthroughwas achieved in the second-order PDE theory
by Jensen [94]. For all other important contributions in the developments of this
theory we refer to the well-known user’s guide by Crandall et al. [39]. For reader’s
convenience, we systematically interpret some parts of [39] required in this book
into it’s parabolic version. However, up to my knowledge, the presentation and the
related proof for the domination theorems seems to be a new generalization of the
maximum principle presented in [39]. Books on this theory are, among others, Barles
[9], Fleming, and Soner [66], Yong and Zhou [177].

Let T > 0 be fixed and let O ⊂ [0, T ] × R

d . We set

USC(O) = {upper semicontinuous functions u : O �→ R},

LSC(O) = {lower semicontinuous functions u : O �→ R}.

Consider the following parabolic PDE:

{

(E) ∂t u − G(t, x, u, Du, D2u) = 0 on (0, T ) × R

d ,

(IC) u(0, x) = ϕ(x) for x ∈ R

d ,
(C.1.1)

where G : [0, T ] × R

d × R × R

d × S(d) �→ R, ϕ ∈ C(Rd). We always suppose
that the function G is continuous and satisfies the following degenerate elliptic con-
dition:

G(t, x, r, p, X) ≥ G(t, x, r, p,Y ) whenever X ≥ Y. (C.1.2)
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Next we recall the definition of viscosity solutions from Crandall et al. [39].
Let u : (0, T ) × R

d → R and (t, x) ∈ (0, T ) × R

d . We denote by P2,+u(t, x) (the
“parabolic superjet” of u at (t, x)) the set of triplets (a, p, X) ∈ R × R

d × S(d)

such that

u(s, y) ≤ u(t, x) + a(s − t) + 〈p, y − x〉
+ 1

2
〈X (y − x), y − x〉 + o(|s − t | + |y − x |2).

We define

P̄2,+u(t, x) :={(a, p, X) ∈ R × R

d × S(d) : ∃(tn, xn, an, pn, Xn)

such that (an, pn, Xn) ∈ P2,+u(tn, xn) and

(tn, xn, u(tn, xn), an, pn, Xn) → (t, x, u(t, x), a, p, X)}.

Similarly, we define P2,−u(t, x) (the “parabolic subjet” of u at (t, x)) by P2,−
u(t, x) := −P2,+(−u)(t, x) and P̄2,−u(t, x) by P̄2,−u(t, x) := −P̄2,+(−u)(t, x).

Definition C.1.1 (i) A viscosity subsolution of (E) on (0, T ) × R

d is a function
u ∈ USC((0, T ) × R

d) such that for any (t, x) ∈ (0, T ) × R

d ,

a − G(t, x, u(t, x), p, X) ≤ 0, for (a, p, X) ∈ P2,+u(t, x).

Likewise, a viscosity supersolution of (E) on (0, T ) × R

d is a function v ∈
LSC((0, T ) × R

d) such that for any (t, x) ∈ (0, T ) × R

d ,

a − G(t, x, v(t, x), p, X) ≥ 0 for (a, p, X) ∈ P2,−v(t, x).

A viscosity solution of (E) on (0, T ) × R

d is a function that is simultaneously a
viscosity subsolution and a viscosity supersolution of (E) on (0, T ) × R

d .
(ii)A function u ∈ USC([0, T ) × R

d) is called a viscosity subsolution of (C.1.1)
on [0, T ) × R

d if u is a viscosity subsolution of (E) on (0, T ) × R

d and u(0, x) ≤
ϕ(x) for x ∈ R

d ; the corresponding notions of viscosity supersolution and viscosity
solution of (C.1.1) on [0, T ) × R

d are then obvious.

We now give the following equivalent definition (see Crandall et al. [39]).

Definition C.1.2 A viscosity subsolution of (E), or G-subsolution, on (0, T ) × R

d

is a function u ∈ USC((0, T ) × R

d) such that for all (t, x) ∈ (0, T ) × R

d , φ ∈
C2((0, T ) × R

d) such that u(t, x) = φ(t, x) and u < φ on (0, T ) × R

d\(t, x), we
have

∂tφ(t, x) − G(t, x, φ(t, x), Dφ(t, x), D2φ(t, x)) ≤ 0.

Likewise, a viscosity supersolution of (E), or G-supersolution, on (0, T ) × R

d

is a function v ∈ LSC((0, T ) × R

d) such that for all (t, x) ∈ (0, T ) × R

d , φ ∈
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C2((0, T ) × R

d) such that u(t, x) = φ(t, x) and u > φ on (0, T ) × R

d\(t, x), we
have

∂tφ(t, x) − G(t, x, φ(t, x), Dφ(t, x), D2φ(t, x)) ≥ 0.

Finally, a viscosity solution of (E) on (0, T ) × R

d is a function that is simultaneously
a viscosity subsolution and a viscosity supersolution of (E) on (0, T ) × R

d . The
definition of a viscosity solution of (C.1.1) on [0, T ) × R

d is the same as in the
above definition.

C.2 Comparison Theorem

Wewill use the followingwell-known result in viscosity solution theory (seeTheorem
8.3 of Crandall et al. [39]).

Theorem C.2.1 Let ui ∈USC((0, T ) × R

di ) for i = 1, · · · , k. Let ϕ be a function
defined on (0, T ) × R

d1+···+dk such that (t, x1, . . . , xk) �→ ϕ(t, x1, . . . , xk) is once
continuously differentiable in t and twice continuously differentiable in (x1, · · · , xk)∈
R

d1+···+dk . Suppose that t̂ ∈ (0, T ), x̂i ∈ R

di for i = 1, · · · , k and

w(t, x1, · · · , xk) := u1(t, x1) + · · · + uk(t, xk) − ϕ(t, x1, · · · , xk)

≤ w(t̂, x̂1, · · · , x̂k)

for t ∈ (0, T ) and xi ∈ R

di . Assume, moreover, that there exists a constant r > 0
such that for every M > 0 there exists a constant C such that for i = 1, · · · , k,

bi ≤ C, whenever (bi , qi , Xi ) ∈ P2,+ui (t, xi ),
|xi − x̂i | + |t − t̂ | ≤ r, and |ui (t, xi )| + |qi | + ‖Xi‖ ≤ M.

(C.2.1)

Then for any ε > 0, there exist Xi ∈ S(di ) such that:

(i) (bi , Dxi ϕ(t̂, x̂1, · · · , x̂k), Xi ) ∈ P2,+
ui (t̂, x̂i ), i = 1, · · · , k;

(ii)

−(
1

ε
+ ‖A‖)I ≤

⎡

⎢

⎣

X1 · · · 0
...

. . .
...

0 · · · Xk

⎤

⎥

⎦
≤ A + εA2;

(iii) b1 + · · · + bk = ∂tϕ(t̂, x̂1, · · · , x̂k), where A = D2
xϕ(t̂, x̂) ∈ S(d1 + · · · +

dk).

Observe that the above condition (C.2.1) will be guaranteed if having each ui
being a subsolution of a parabolic equation as given in two theorems, see below.

In this section we will give comparison theorem for G-solutions with different
functions Gi .
(G). We assume that
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Gi : [0, T ] × R

d × R × R

d × S(d) �→ R, i = 1, · · · , k,

is continuous in the following sense: for any t ∈ [0, T ), v ∈ R, x , y, p ∈ R

d and
X ∈ S(d),

|Gi (t, x, v, p, X) − Gi (t, y, v, p, X)|
≤ ω̄

(

1 + (T − t)−1 + |x | + |y| + |v|) · ω (|x − y| + |p| · |x − y|) ,

where ω, ω̄ : R

+ �→ R

+ are given continuous functions with ω(0) = 0.

Theorem C.2.2 (DominationTheorem)Wearegiven constantsβi > 0, i=1, · · · , k.
Let ui ∈USC([0, T ] × R

d) be subsolutions of

∂t u − Gi (t, x, u, Du, D2u) = 0, i = 1, · · · , k, (C.2.2)

on (0, T ) × R

d such that
(

∑k
i=1 βi ui (t, x)

)+ → 0, uniformly as |x | → ∞. We

assume that the functions {Gi }ki=1 satisfy assumption (G) and that the following
domination condition hold:

k
∑

i=1

βiGi (t, x, vi , pi , Xi ) ≤ 0, (C.2.3)

for any (t, x)∈(0, T ) × R

d and (vi , pi , Xi ) ∈ R × R

d × S(d) such that
∑k

i=1 βi vi ≥
0,
∑k

i=1 βi pi = 0,
∑k

i=1 βi Xi ≤ 0.
Then a domination also holds for the solutions: if the sum of initial values

∑k
i=1 βi ui (0, ·) is a non-positive function on R

d , then
∑k

i=1 βi ui (t, ·) ≤ 0, for all
t > 0.

Proof We first observe that for δ̄ > 0 and for any 1 ≤ i ≤ k, the function defined by
ũi := ui − δ̄/(T − t) is a subsolution of

∂t ũi − G̃i (t, x, ũi , Dũi , D
2ũi ) ≤ − δ̄

(T − t)2
.

Here G̃i (t, x, v, p, X) := Gi (t, x, v + δ̄/(T − t), p, X). It is easy to check that the
functions G̃i satisfy the same conditions as Gi . Since

∑k
i=1 βi ui ≤ 0 follows from

∑k
i=1 βi ũi ≤ 0 in the limit δ̄ ↓ 0, it suffices to prove the theorem under the additional

assumptions:

∂t ui − Gi (t, x, ui , Dui , D2ui ) ≤ −c, where c = δ̄/T 2,

and limt→T ui (t, x) = −∞ uniformly on R

d .
(C.2.4)
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To prove the theorem, we assume to the contrary that

sup
(t,x)∈[0,T )×Rd

k
∑

i=1

βi ui (t, x) = m0 > 0.

We will apply TheoremC.2.1 for x = (x1, · · · , xk) ∈ R

k×d and

w(t, x) :=
k
∑

i=1

βi ui (t, xi ), ϕ(x) = ϕα(x) := α

2

k−1
∑

i=1

|xi+1 − xi |2.

For any large α > 0, the maximum of w − ϕα is achieved at some point (tα, xα)

inside a compact subset of [0, T ) × R

k×d . Indeed, since

Mα =
k
∑

i=1

βi ui (t
α, xα

i ) − ϕα(xα) ≥ m0,

we conclude that tα must be inside an interval [0, T0], T0 < T and xα must be inside
a compact set {x ∈ R

k×d : supt∈[0,T0] w(t, x) ≥ m0
2 }. We can check that (see [39]

Lemma3.1)
⎧

⎪

⎪

⎨

⎪

⎪

⎩

(i) limα→∞ ϕα(xα) = 0,
(ii) limα→∞ Mα = limα→∞ β1u1(tα, xα

1 ) + · · · + βkuk(tα, xα
k ))

= sup(t,x)∈[0,T )×Rd [β1u1(t, x) + · · · + βkuk(t, x)]
= [β1u1(t̂, x̂) + · · · + βkuk(t̂, x̂)] = m0,

(C.2.5)

where (t̂, x̂) is a limit point of (tα, xα). Since ui ∈ USC, for sufficiently large α, we
have

β1u1(t
α, xα

1 ) + · · · + βkuk(t
α, xα

k ) ≥ m0

2
.

If t̂ = 0, we have lim supα→∞
∑k

i=1 βi ui (tα, xα
i ) = ∑k

i=1 βi ui (0, x̂) ≤ 0. We know
that t̂ > 0 and thus tα must be strictly positive for large α. It follows from Theo-
remC.2.1 that, for any ε > 0 there exist bα

i ∈ R, Xi ∈ S(d) such that

(bα
i , β

−1
i Dxi ϕ(xα), Xi ) ∈ P̄2,+ui (tα, xα

i ),

k
∑

i=1

βi b
α
i = 0 for i = 1, · · · , k, (C.2.6)

and

− (
1

ε
+ ‖A‖)I ≤

⎛

⎜

⎜

⎜

⎝

β1X1 . . . 0 0
...

. . .
...

...

0 . . . βk−1Xk−1 0
0 . . . 0 βk Xk

⎞

⎟

⎟

⎟

⎠

≤ A + εA2, (C.2.7)
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where A = D2ϕα(xα) ∈ S(k × d) is explicitly given by

A = α Jkd , where Jkd =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

Id −Id · · · · · · 0

−Id 2Id
. . .

...
...

. . .
. . .

. . .
...

...
. . . 2Id −Id

0 · · · · · · −Id Id

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

The second inequality in (C.2.7) implies that
∑k

i=1 βi Xi ≤ 0. Set

pα
1 = β−1

1 Dx1ϕα(xα) = β−1
1 α(xα

1 − xα
2 ),

pα
2 = β−1

2 Dx2ϕα(xα) = β−1
2 α(2xα

2 − xα
1 − xα

3 ),

...

pα
k−1 = β−1

k−1Dxk−1ϕα(xα) = β−1
k−1α(2xα

k−1 − xα
k−2 − xα

k ),

pα
k = β−1

k Dxkϕα(xα) = β−1
k α(xα

k − xα
k−1).

Thus
∑k

i=1 βi pα
i = 0. From this together with (C.2.6) and (C.2.4), it follows that

bα
i − Gi (t

α, xα
i , ui (t

α, xα
i ), pα

i , Xi ) ≤ −c, i = 1, · · · , k.

By (C.2.5) (i), we also have limα→∞ |pα
i | · |xα

i − xα
1 | → 0. This, together with the

domination condition (C.2.3) for Gi , imply that

−c
k
∑

i=1

βi = −
k
∑

i=1

βi b
α
i − c

k
∑

i=1

βi ≥ −
k
∑

i=1

βiGi (t
α, xα

i , ui (t
α, xα

i ), pα
i , Xi )

≥ −
k
∑

i=1

βiGi (t
α, xα

1 , ui (t
α, xα

i ), pα
i , Xi )

−
k
∑

i=1

βi |Gi (t
α, xα

i , ui (t
α, xα

i ), pα
i , Xi ) − Gi (t

α, xα
1 , ui (t

α, xα
i ), pα

i , Xi )|

≥ −
k
∑

i=1

βi ω̄
(

1 + (T − T0)
−1 + |xα

1 | + |xα
i | + |ui (tα, xα

i )|)

· ω
(|xα

i − xα
1 | + |pα

i | · |xα
i − xα

1 |) .

Notice now that the right side tends to zero asα → ∞, which leads to a contradiction.
The proof is complete. �
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Theorem C.2.3 Given a family of functions Gi = Gi (t, x, v, p, X), i = 1, · · · , k +
1 for which assumption (G) holds. Assume further that Gi , i = 1, · · · , k + 1, for
any (t, x) ∈ [0,∞) × R

d and (vi , pi , Xi ) ∈ R × R

d × S(d), satisfies the following
conditions:

(i) positive homogeneity:

Gi (t, x, λv, λp, λX) = λGi (t, x, v, p, X), for all λ ≥ 0;

(ii) there exists a constant C̄ such that

|Gi (t, x, v1, p1, X1) − Gi (t, x, v2, p2, X2)| ≤ C̄ (|v1 − v2| + |p1 − p2| + |X1 − X2|) ;

(iii) Gk+1 dominates {Gi }ki=1 in the following sense:

k
∑

i=1

Gi (t, x, vi , pi , Xi ) ≤ Gk+1

(

t, x,
k
∑

i=1

vi ,
k
∑

i=1

pi ,
k
∑

i=1

Xi

)

. (C.2.8)

Let ui ∈ USC ([0, T ] × R

d) be a Gi -subsolution and u ∈ LSC ([0, T ] × R

d) a
G-supersolution such that ui and u satisfy polynomial growth condition. Then
∑k

i=1 ui (t, x) ≤ u(t, x) on [0, T ) × R

d provided that
∑k

i=1 ui |t=0 ≤ u|t=0.

Proof For a fixed and large constant λ > C1, where C1 is a positive constant deter-
mined later, we set ξ(x) := (1 + |x |2)l/2 and

ũi (t, x) := ui (t, x)ξ
−1(x)e−λt , i = 1, · · · , k, ũk+1(t, x) := −u(t, x)ξ−1(x)e−λt .

The constant λ is chosen large enough so that
∑ |ũi (t, x)| → 0 uniformly as |x | →

∞. It is easy to check that, for any i = 1, · · · , k + 1, ũi is a subsolution of the
equation

∂t ũi + λũi − G̃i (t, x, ũi , Dũi , D
2ũi ) = 0,

where, for any i = 1, · · · , k, the function G̃i (t, x, v, p, X) is given by

e−λt ξ−1Gi (t, x, e
λt vξ, eλt (pξ(x) + vη(x)), eλt (Xξ + p ⊗ η(x) + η(x) ⊗ p + vκ(x))),

while G̃k+1(t, x, v, p, X) is given by

−e−λt ξ−1Gk+1(t, x,−eλt vξ,−eλt (pξ(x) + vη(x)), −eλt (Xξ + p ⊗ η(x) + η(x) ⊗ p + vκ(x))).

Here

η(x) := ξ−1(x)Dξ(x) = l(1 + |x |2)−1x,

κ(x) := ξ−1(x)D2ξ(x) = l(1 + |x |2)−1 I + l(l − 2)(1 + |x |2)−2x ⊗ x .
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Note that both η(x) and κ(x) are uniformly bounded Lipschitz functions. Then one
can easily check that G̃i satisfies assumption (G) by conditions (i) and (ii).

From the domination condition (C.2.8), for any (vi , pi , Xi ) ∈ R × R

d × S(d),
i = 1, · · · , k + 1, such that

∑k+1
i=1 vi = 0,

∑k+1
i=1 pi = 0, and

∑k+1
i=1 Xi = 0, we have

k+1
∑

i=1

G̃i (t, x, vi , pi , Xi ) ≤ 0.

For v, r ∈ R, p ∈ R

d and X , Y ∈ S(d) such that Y ≥ 0 and r > 0, since G̃ is still
monotone in X , by condition (ii), we get

G̃k+1(t, x, v, p, X) − G̃k+1(t, x, v − r, p, X + Y )

≤ G̃k+1(t, x, v, p, X) − G̃k+1(t, x, v − r, p, X)

≤ C1r,

where the constantC1 depends only on C̄ .We then apply the above theoremby choos-
ing βi = 1, i = 1, · · · , k + 1. Thus

∑k+1
i=1 ũi |t=0 ≤ 0.Moreover for any vi ∈ R, pi ∈

R

d and Xi ∈ S(d) such that v̂ = ∑k+1
i=1 vi ≥ 0,

∑k+1
i=1 pi = 0 and X̂ = ∑k+1

i=1 Xi ≤ 0,
we have

−λ

k+1
∑

i=1

vi +
k+1
∑

i=1

G̃i (t, x, vi , pi , Xi )

= −λv̂ +
k
∑

i=1

G̃i (t, x, vi , pi , Xi ) + G̃k+1(t, x, vk+1 − v̂, pk+1, Xk+1 − X̂)

+G̃k+1(t, x, vk+1, pk+1, Xk+1) − G̃k+1(t, x, vk+1 − v̂, pk+1, Xk+1 − X̂)

≤ −λv̂ + G̃k+1(t, x, vk+1, pk+1, Xk+1) − G̃k+1(t, x, vk+1 − v̂, pk+1, Xk+1)

≤ −λv̂ + C1v̂ ≤ 0.

It follows that all conditions in TheoremC.2.2 are satisfied. Thus we have
∑k+1

i=1 ũi ≤
0, or equivalently,

∑k+1
i=1 ui (t, x) ≤ u(t, x) for (t, x) ∈ [0, T ) × R

d . �

Remark C.2.4 We can replace the above Condition (i) by the following Condition
(U): ui , i = 1, . . . , k and u satisfy:

|v(t, x)| → 0, uniformly (in t) as x → ∞.

The above theorem still holds true. Its proof is quite similar.

The following comparison theorem is a direct consequence of the above Domi-
nation Theorem C.2.3.
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Theorem C.2.5 (Comparison Theorem) Given two functions G = G(t, x, v, p, X)

and G1 = G1(t, x, v, p, X) satisfying condition (G) and conditions (i), (ii) in Theo-
remC.2.3. We also assume that, for any (t, x, v, p, X) ∈ [0,∞) × R

d × R × R

d ,

G(t, x, v, p, X) ≥ G1(t, x, v, p, X). (C.2.9)

Let u1 ∈ USC ([0, T ] × R

d) be a G1-subsolution and u ∈ LSC ([0, T ] × R

d) a G-
supersolution on (0, T ) × R

d satisfying the polynomial growth condition. Then u ≥
u1 on [0, T ) × R

d provided that u|t=0 ≥ u1|t=0. In particular this comparison holds
in the case when G ≡ G1.

The following special case of Theorem C.2.3 is also very useful.

Theorem C.2.6 (Domination Theorem)We assume that G1 and G satisfy the same
conditions given in TheoremC.2.5 except that the condition (C.2.9) is replaced by the
following one: for any (t, x) ∈ [0,∞) × R

d and (v, p, X), (v′, p′, X ′) ∈ R × R

d ×
S(d),

G1(t, x, v, p, X) − G1(t, x, v
′, p′, X ′) ≤ G(t, x, v − v′, p − p′, X − X ′)

Let u ∈ USC ([0, T ] × R

d) be a G1-subsolution and v ∈ LSC ([0, T ] × R

d) a G1-
supersolution on (0, T ) × R

d and w is a G-supersolution. They all satisfy the poly-
nomial growth condition. If (u − v)|t=0 = w|t=0, then u − v ≤ w on [0, T ) × R

d .

Remark C.2.7 According to RemarkC.2.4, TheoremsC.2.5 and C.2.6 hold still true
if we replace Condition (i) in TheoremC.2.3 by Condition (U).

The following theorem is frequently used in this book. LetG : R

d × S(d) �→ R be
a given continuous sublinear function, monotone in A ∈ S(d). Obviously,G satisfies
the conditions in TheoremC.2.3. We consider the following G-equation:

∂t u − G(Du, D2u) = 0, u(0, x) = ϕ(x). (C.2.10)

Theorem C.2.8 Let G : R

d × S(d) �→ R be a given continuous sublinear function,
monotone in A ∈ S(d). Then we have two statements:

(i) If u ∈ USC([0, T ] × R

d) is a viscosity subsolution of (C.2.10) and v ∈ LSC
([0, T ] × R

d) is a viscosity supersolution of (C.2.10), and both u and v have
polynomial growth, then u ≤ v;

(ii) If uϕ ∈ C([0, T ] × R

d) denotes the solution of (C.2.10) with initial condition
ϕ and uϕ has polynomial growth, then uϕ+ψ ≤ uϕ + uψ , and, for any λ ≥ 0,
uλϕ = λuϕ .

Proof By the above theorems, it is easy to obtain the results. �

In fact, the assumption (G) is not necessary for the validity of the Comparison
Theorem. To see this we consider the following condition instead of (G):
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(G ′) Assume
G : [0, T ] × R

d × R × R

d × S(d) �→ R,

is continuous in the following sense: for any t ∈ [0, T ), v ∈ R, x , y, p ∈ R

d , and
X,Y ∈ S(d) with

(

X 0
0 Y

)

≤ 3α

(

Id −Id
−Id Id

)

, (C.2.11)

we have

G(t, x, v, α(x − y), X) − G(t, y, v, α(x − y),−Y )

≤ ω̄(1 + (T − t)−1 + |x | + |y| + |v|)ω(|x − y| + α|x − y|2),

where ω, ω̄ : R

+ �→ R

+ are given continuous functions with ω(0) = 0. Moreover,
G(t, x, v, p, A) is non-increasing in v.

Taking k = 2, β1 = β2 = 1 and G1 = G, G2(t, x, v, p, A) = −G(t, x,−v,−p,
−A), we have that Theorem C.2.2 holds. Indeed, it follows from the proof of Theo-
remC.2.2, line by line, that there exist bα

i ∈ R, Xi ∈ S(d) such that (ε = 1/α)

(bα
i , Dxi ϕ(xα), Xi ) ∈ P̄2,+ui (tα, xα

i ), for i = 1, 2, (C.2.12)

and
(

X1 0
0 X2

)

≤ 3α

(

Id −Id
−Id Id

)

.

Then we obtain the following chain of relations:

− 2c

≥ G(tα, xα
2 , −u2(t

α, xα
1 ), α(xα

1 − xα
2 ), −X2) − G(tα, xα

1 , u1(t
α, xα

1 ), α(xα
1 − xα

2 ), X1)

≥ G(tα, xα
2 , u1(t

α, xα
1 ), α(xα

1 − xα
2 ),−X2) − G(tα, xα

1 , u1(t
α, xα

1 ), α(xα
1 − xα

2 ), X1)

≥ −ω̄(1 + (T − T0)
−1 + |xα

1 | + |xα
2 | + |u1(tα, xα

1 )|) · ω(|xα
2 − xα

1 | + α|xα
2 − xα

1 |2),

which implies the desired result. Thus we can also establish the Comparison Theo-
rem C.2.5 under assumption (G ′).

As an important case, we consider:

G∗(t, x, v, p, A) := sup
γ∈�

{

1
2 tr[σ(t, x, γ )σ T (t, x, γ )A] + 〈b(t, x, γ ), p〉 + f (t, x, v, p, γ )

}

.

Here � is a compact metric space, b(t, x, γ ) : [0, T ] × R

d × � �→ R

d , σ(t, x, γ ) :
[0, T ] × R

d × � �→ R

d×d and f : [0, T ] × R

d × R × R

d × � �→ R

n are given con-
tinuous function. Moreover, for all γ ∈ �,

|b(t, x, γ ) − b(t, y, γ )| + |σ(t, x, γ ) − σ(t, y, γ )| ≤ L̄|x − y|,
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| f (t, x, v1, p, γ ) − f (t, x, v2, p, γ )| ≤ L̄|v1 − v2|

with a constant L̄ and

| f (t, x, v, p, γ ) − f (t, y, v, p, γ )| ≤ ω̄(1 + (T − t)−1 + |x | + |y| + |v|)ω(|x − y| + |p| · |x − y|),

where ω, ω̄ : R

+ �→ R

+ are given continuous functions with ω(0) = 0.
From (C.2.11), for any q, q ′ ∈ R

d ,

〈Xq, q〉 + 〈Yq ′, q ′〉 ≤ 3α|q − q ′|2

and

tr[σ(t, x, γ )σ T (t, x, γ )X + σ(t, y, γ )σ T (t, y, γ )Y ]
= tr[σ T (t, x, γ )Xσ(t, x, γ ) + σ T (t, y, γ )Yσ(t, y, γ )]

=
d
∑

i=1

[〈Xσ(t, x, γ )ei , σ (t, x, γ )ei 〉 + 〈Yσ(t, y, γ )ei , σ (t, y, γ )ei 〉]

≤ 3αd L̄2|x − y|2.

Then we can derive that the function G∗ satisfies assumption (G′). Moreover, we
have the following result.

Theorem C.2.9 Let u ∈USC([0, T ] × R

d) be a G∗-subsolution and v ∈LSC
([0, T ] × R

d) a G∗-supersolution on (0, T ) × R

d both satisfying the polynomial
growth condition. Then u ≤ v on [0, T ) × R

d provided that u|t=0 ≤ v|t=0.

Proof We set ξ(x) := (1 + |x |2)l/2 and, for a fixed and large enough constant λ, let

ũ1(t, x) := u(t, x)ξ−1(x)e−λt , ũ2(t, x) := −v(t, x)ξ−1(x)e−λt ,

where l is chosen to be large enough such that
∑ |ũi (t, x)| → 0 uniformly as |x | →

∞. It is easy to check that, for any i = 1, 2, the function ũi is a subsolution of

∂t ũi + λũi − G̃∗
i (t, x, ũi , Dũi , D

2ũi ) = 0.

Here the function G̃∗
1(t, x, v, p, X) is given by

e−λt ξ−1G∗(t, x, eλt vξ, eλt (pξ(x) + vη(x)), eλt (Xξ + p ⊗ η(x) + η(x) ⊗ p + vκ(x))),

while G̃2(t, x, v, p, X) is given by

−e−λt ξ−1G∗(t, x, −eλt vξ,−eλt (pξ(x) + vη(x)), −eλt (Xξ + p ⊗ η(x) + η(x) ⊗ p + vκ(x))).

In the expressions for G̃∗
1 and G̃2, we have used that
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η(x) := ξ−1(x)Dξ(x) = l(1 + |x |2)−1x,

κ(x) := ξ−1(x)D2ξ(x) = l(1 + |x |2)−1 I + l(l − 2)(1 + |x |2)−2x ⊗ x .

Then one can easily check that G̃i satisfies assumption (G′) by the conditions of G∗.
Thus, from the proof of TheoremC.2.3 and the above discussion, we arrive at the
desired result. �

C.3 Perron’s Method and Existence

The combination of Perron’s method and viscosity solutions was introduced by Ishii
[91]. For the convenience of the readers, we interpret the proof provided in Crandall
et al. [39] in its parabolic situation.

We consider the following parabolic PDE:

{

∂t u − G(t, x, u, Du, D2u) = 0 on (0,∞) × R

d ,

u(0, x) = ϕ(x) for x ∈ R

d ,
(C.3.1)

where G : [0,∞) × R

d × R × R

d × S(d) �→ R, ϕ ∈ C(Rd).
For our discussion on Perron’s method, we need the following notations: if u :

O �→ [−∞,∞] where O ⊂ [0,∞) × R

d , then

{

u∗(t, x) = limr↓0 sup{u(s, y) : (s, y) ∈ O and
√|s − t | + |y − x |2 ≤ r},

u∗(t, x) = limr↓0 inf{u(s, y) : (s, y) ∈ O and
√|s − t | + |y − x |2 ≤ r}.

(C.3.2)
The functionn u∗ is called an upper semicontinuous envelope of u; it is the smallest
upper semicontinuous function (with values in [−∞,∞]) satisfying u ≤ u∗. Simi-
larly, u∗ is the lower semicontinuous envelope of u.

Theorem C.3.1 (Perron’s Method) Let the comparison property holds for (C.3.1),
i.e., if w is a viscosity subsolution of (C.3.1) and v is a viscosity supersolution of
(C.3.1), thenw ≤ v. Supposealso that there is a viscosity subsolutionu andaviscosity
supersolution ū of (C.3.1) that satisfy the condition u∗(0, x) = ū∗(0, x) = ϕ(x) for
x ∈ R

d . Then the function

W (t, x) = sup{w(t, x) : u ≤ w ≤ ū with w being a viscosity subsolution of (3.1)}

is a viscosity solution of (C.3.1).

The proof of Theorem C.3.1 is based on two lemmas. Their proofs can be found
in [1]. We start with the first lemma:

Lemma C.3.2 Let F be a family of viscosity subsolutions of (C.3.1) on (0,∞) ×
R

d . Let w(t, x) = sup{u(t, x) : u ∈ F } and assume that w∗(t, x) < ∞ for (t, x) ∈
(0,∞) × R

d . Then w∗ is a viscosity subsolution of (C.3.1) on (0,∞) × R

d .
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Proof Let (t, x) ∈ (0,∞) × R

d and consider a sequence sn , yn , un ∈ F such
that limn→∞(sn, yn, un(sn, yn)) = (t, x,w∗(t, x)). There exists r > 0 such that the
set Nr = {(s, y) ∈ (0,∞) × R

d : √|s − t | + |y − x |2 ≤ r} is compact. For φ ∈ C2

such thatφ(t, x) = w∗(t, x) andw∗ < φ on (0,∞) × R

d\(t, x), let (tn, xn)be amax-
imumpoint of un − φ over Nr , hence un(s, y) ≤ un(tn, xn) + φ(s, y) − φ(tn, xn) for
(s, y) ∈ Nr . Suppose that (passing to a subsequence if necessary) (tn, xn) → (t̄, x̄)
as n → ∞. Putting (s, y) = (sn, yn) in the above inequality and taking the limit
inferior as n → ∞, we obtain

w∗(t, x) ≤ lim inf
n→∞ un(tn, xn) + φ(t, x) − φ(t̄, x̄)

≤ w∗(t̄, x̄) + φ(t, x) − φ(t̄, x̄).

From the above inequalities and the assumption on φ, we get limn→∞(tn, xn,un
(tn, xn)) = (t, x,w∗(t, x)) (without passing to a subsequence). Since un is a viscosity
subsolution of (C.3.1), by definition we have

∂tφ(tn, xn) − G(tn, xn, un(tn, xn), Dφ(tn, xn), D
2φ(tn, xn)) ≤ 0.

Letting n → ∞, we conclude that

∂tφ(t, x) − G(t, x,w∗(t, x), Dφ(t, x), D2φ(t, x)) ≤ 0.

Therefore, w∗ is a viscosity subsolution of (C.3.1) by definition. �

The second step in the proof of TheoremC.3.1 is a simple “ bump” construction
thatwe nowdescribe. Suppose that u is a viscosity subsolution of (C.3.1) on (0,∞) ×
R

d and that u∗ is not a viscosity supersolution of (C.3.1), so that there is (t, x) ∈
(0,∞) × R

d and φ ∈ C2 with u∗(t, x) = φ(t, x), u∗ > φ on (0,∞) × R

d\(t, x)
and

∂tφ(t, x) − G(t, x, φ(t, x), Dφ(t, x), D2φ(t, x)) < 0.

The continuity ofG provides r, δ1 > 0 such that Nr={(s, y) : √|s − t | + |y − x |2 ≤
r} is compact and

∂tφ − G(s, y, φ + δ, Dφ, D2φ) ≤ 0

for all s, y, δ ∈ Nr × [0, δ1]. Lastly, we obtain δ2 > 0 for which u∗ > φ + δ2 on the
boundary ∂Nr . Setting δ0 = min(δ1, δ2) > 0, we define

U =
{

max(u, φ + δ0), on Nr ,

u, elsewhere.

By the above inequalities and LemmaC.3.2, it is easy to check that U is a viscosity
subsolution of (C.3.1) on (0,∞) × R

d . Obviously, U ≥ u. Finally, observe that
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U∗(t, x) ≥ max(u∗(t, x), φ(t, x) + δ0) > u∗(t, x); hence there exists (s, y) such
thatU (s, y) > u(s, y).We summarize the above discussion as the following lemma.

Lemma C.3.3 Let u be a viscosity subsolution of (C.3.1) on (0,∞) × R

d . If u∗
fails to be a viscosity supersolution at some point (s, z), then for any small κ > 0
there is a viscosity subsolution Uκ of (C.3.1) on (0,∞) × R

d satisfying

{

Uκ(t, x) ≥ u(t, x) and sup(Uκ − u) > 0,
Uκ(t, x) = u(t, x) for

√|t − s| + |x − z|2 ≥ κ.

Proof of TheoremC.3.1 With the notation in the theorem, we observe that u∗ ≤
W∗ ≤ W ≤ W ∗ ≤ ū∗ and, in particular, W∗(0, x) = W (0, x) = W ∗(0, x) = ϕ(x)
for x ∈ R

d . By LemmaC.3.2, W ∗ is a viscosity subsolution of (C.3.1) and hence,
by comparison, W ∗ ≤ ū. It then follows from the definition of W that W = W ∗ (so
W is a viscosity subsolution). If W∗ fails to be a viscosity supersolution at some
point (s, z) ∈ (0,∞) × R

d , let Wκ be provided by LemmaC.3.3. Clearly u ≤ Wκ

and Wκ(0, x) = ϕ(x) for sufficiently small κ . By comparison, Wκ ≤ ū and since W
is the maximal viscosity subsolution between u and ū, we arrive at the contradiction
Wκ ≤ W . Hence W∗ is a viscosity supersolution of (C.3.1) and then, by comparison
for (C.3.1),W ∗ = W ≤ W∗, showing thatW is continuous and is a viscosity solution
of (C.3.1). The proof is complete. �

Let G : R

d × S(d) → R be a given continuous sublinear function monotone in
A ∈ S(d). We now consider the existence of viscosity solution of the following G-
equation:

∂t u − G(Du, D2u) = 0, u(0, x) = ϕ(x). (C.3.3)

Case 1: If ϕ ∈ C2
b (R

d), then u(t, x) = Mt + ϕ(x) and ū(t, x) = Mt + ϕ(x) are
respectively the classical subsolution and supersolution of (C.3.3), where

M = inf
x∈Rd

G(Dϕ(x), D2ϕ(x)),

M = sup
x∈Rd

G(Dϕ(x), D2ϕ(x)).

Obviously, u and ū satisfy all the conditions in TheoremC.3.1. By TheoremC.2.8,
we know that the comparison holds for (C.3.3). Thus by TheoremC.3.1, we obtain
that the G-equation (C.3.3) has a viscosity solution.

Case 2: If ϕ ∈ Cb(R
d) with lim|x |→∞ ϕ(x) = 0, then we can choose a sequence

ϕn ∈ C2
b (R

d) which uniformly converge to ϕ as n → ∞. For ϕn , by Case 1, there
exists a viscosity solutionuϕn . By the comparison theorem, it is easy to show thatuϕn is
uniformly convergent, the limit denoted by u. Similarly to the proof of LemmaC.3.2,
it is easy to show that u is a viscosity solution of the G-equation (C.3.3) with initial
condition ϕ.

Case 3: If ϕ ∈ C(Rd) with polynomial growth, then we can choose a large l > 0
such that ϕ̃(x) = ϕ(x)ξ−1(x) satisfies the condition in Case 2, where ξ(x) = (1 +
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|x |2)l/2. It is easy to check that u is a viscosity solution of the G-equation (C.3.3) if
and only if ũ(t, x) = u(t, x)ξ−1(x) is a viscosity solution of the following PDE:

∂t ũ − G̃(x, ũ, Dũ, D2ũ) = 0, ũ(0, x) = ϕ̃, (C.3.4)

where G̃(x, v, p, X) = G(p + vη(x), X + p ⊗ η(x) + η(x) ⊗ p + vκ(x)). Here

η(x) := ξ−1(x)Dξ(x) = l(1 + |x |2)−1x,

κ(x) := ξ−1(x)D2ξ(x) = l(1 + |x |2)−1 I + l(l − 2)(1 + |x |2)−2x ⊗ x .

Similarly to the above discussion, we obtain that there exists a viscosity solution
of (C.3.4) with initial condition ϕ̃. Thus there exists a viscosity solution of the G-
equation (C.3.3).

We summarize the above discussions as a theorem.

Theorem C.3.4 Let ϕ ∈ C(Rd) with polynomial growth. Then there exists a unique
viscosity solution of the G-equation (C.3.3) with initial condition u(t, ·)|t=0 = ϕ(·).

Moreover, let (X, η) be a 2d-dimensional G-distributed random variable on a
sublinear expectation space (�,H, E) with

G(p, A) = Ê

[

1

2
〈AX, X〉 + 〈p, η〉

]

, ∀(p, A) ∈ R

d × S(d).

FromSect. 2.1 inChap. 2 and the above theorem, it is easy to check that theG-solution
with u|t=0 = ϕ is given by u(t, x) = Ê[ϕ(x + √

t X + tη)].
The next is to discuss the case of a nonlinear function ˜G without the sublin-

ear assumption. The results can be applied to obtain a wide class of ˜G-nonlinear
expectations.

Theorem C.3.5 Let the function G be given as in Theorem C.3.4, and let ˜G(p, X) :
R

N × S(N ) �→ R be a given function satisfying condition (G) (see Sect.C.2) and
˜G(0, 0) = 0. We assume that this function ˜G is dominated by G in the sense that

˜G(p, X) − ˜G(p′, X ′) ≤ G(p − p′, X − X ′), for p, p′ ∈ R

d and X, X ′ ∈ S(d).

Then there exists a unique family of functions

{̃uϕ| ϕ ∈ C(RN ) with polynomial growth }

such that ũϕ is a viscosity solution of

∂t ũ
ϕ − ˜G(Dũϕ, D2ũϕ) = 0, with ũϕ|t=0 = ϕ, (C.3.5)

satisfying
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ũ0 ≡ 0, ũϕ − ũψ ≤ uϕ−ψ, (C.3.6)

where uϕ is the viscosity solution of the G-equation (C.3.3) with the initial condition
uϕ|t=0 = ϕ. Moreover, it holds that

ũϕ ≤ ũψ, if ϕ ≤ ψ. (C.3.7)

Proof We denote G∗(p, X) := −G(−p,−X), it is clear that

G∗(p − p′, A − A′) ≤ ˜G(p, A) − ˜G(p′, A′) ≤ G(p − p′, A − A′), ∀p, p′ ∈ R

d , A, A′ ∈ S(d).

Thus ˜G satisfies Lipschitz condition in (p, A) and ˜G(0, 0) = 0. The uniqueness is
obvious since that u0 ≡ 0. Moreover, for ϕ ≤ ψ , we have uϕ−ψ ≤ 0 which implies
that ũϕ ≤ ũψ . Next we will consider the existence.

Note that the G-solution with u|t=0 = ϕ is given by ū(t, x) = Ê[ϕ(x + √
t X +

tη)] and it is also a ˜G-supersolution. Similarly denotingG∗(p, X) := −G(−p,−X),
the G∗-solution with u|t=0 = ϕ is given by u(t, x) = −Ê[−ϕ(x + √

t X + tη)],
which is a ˜G-subsolution.

Case 1: If ϕ ∈ C(RN ) vanishing at infinity, then we can find some constant C so
that for each m > 0

|ϕ(x + z)| ≤ sup
y∈[−m,m]

|ϕ(x + y)| + C

m
|z|,

which implies that

sup
t∈[0,T ]

Ê[|ϕ(x + √
t X + tη)] ≤ sup

y∈[−m,m]
|ϕ(x + y)| + C

m
sup

t∈[0,T ]
Ê[√t |X | + t |η|].

Letting x → ∞ and then m → ∞, we could get that ū and u both satisfy condition
(U). In sprit of RemarkC.2.7, the comparison holds true for ˜G-solution under condi-
tion (G).We then can apply TheoremC.3.1 to prove that ˜G-solution u with u|t=0 = ϕ

exists. Moreover, it follows from RemarkC.2.7 that equation (C.3.6) holds true.
Case 2: If ϕ ∈ C(RN ) satisfying |ϕ(x)| ≤ C(1 + |x |p) for some constants C and

p, then we can find a sequence ϕn ∈ C(RN ) vanishing at infinity which converges
to ϕ on each compact set and satisfies |ϕn| ≤ C(1 + |x |p). By the result of Case 1,
the viscosity solution uϕn with initial condition ϕn exists and

ũϕn − ũϕm ≤ uϕn−ϕm .

Note that uϕn−ϕm = Ê[ϕn(x + √
t X + tη) − ϕm(x + √

t X + tη)]. By a similar anal-
ysis as in Step 1,we can obtain that (̃uϕn )∞n=1 is uniformly convergent on each compact
set of [0, T ] × R

N . We then denote

ũϕ := lim
n→∞ ũϕn .
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Using the approach in the proof of LemmaC.3.2, it is easy to check that ũϕ is a vis-
cosity solution with initial condition ϕ (stability properties, see also [39]). Moreover,
relation (C.3.6) remains true. �

C.4 Krylov’s Regularity Estimate for Parabolic PDEs

Theproof of our newcentral limit theorem is based onpowerfulC1+α/2,2+α-regularity
estimates for fully nonlinear parabolic PDE obtained by Krylov [105]. Amore recent
result of Wang [171] (the version for elliptic PDE was initially introduced in Cabre
and Caffarelli [24]), using viscosity solution arguments, can also be applied.

For simplicity, we only consider the following type of PDE:

∂t u + G(D2u, Du, u) = 0, u(T, x) = ϕ(x), (C.4.1)

where G : S(d) × R

d × R �→ R is a given function and ϕ ∈ Cb(R
d).

Following Krylov [105], we fix constants K ≥ ε > 0, T > 0 and set Q =
(0, T ) × R

d . Now we give the definition of two sets of functions G(ε, K , Q) and
Ḡ(ε, K , Q).

The next definition is according to Definition 5.5.1 in Krylov [105].

Definition C.4.1 Let G : S(d) × R

d × R �→ R be given; we write G as follows:
G(ui j , ui , u), i, j = 1, . . . , d.We say thatG ∈ G(ε, K , Q) ifG is twice continuously
differentiable with respect to all arguments (ui j , ui , u) and, for any real ui j = u ji ,
ũi j = ũ j i , ui , ũi , u, ũ and λi , the following inequalities hold:

ε|λ|2 ≤
∑

i, j

λiλ j∂ui j G ≤ K |λ|2,

|G −
∑

i, j

ui j∂ui j G| ≤ MG
1 (u)(1 +

∑

i

|ui |2),

|∂uG| + (1 +
∑

i

|ui |)
∑

i

|∂ui G| ≤ MG
1 (u)(1 +

∑

i

|ui |2 +
∑

i, j

|ui j |),

[MG
2 (u, uk)]−1G(η)(η) ≤

∑

i, j

|ũi j |
[
∑

i

|ũi | + (1 +
∑

i, j

|ui j |)|ũ|
]

+
∑

i

|ũi |2(1 +
∑

i, j

|ui j |) + (1 +
∑

i, j

|ui j |3)|ũ|2.
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Here the arguments (ui j , ui , u) of G and its derivatives are omitted, η = (ũi j , ũi , ũ),
and

G(η)(η) :=
∑

i, j,r,s

ũi j ũrs∂
2
ui j urs G + 2

∑

i, j,r

ũi j ũr∂
2
ui j ur G + 2

∑

i, j

ũi j ũ∂2
ui j uG

+
∑

i, j

ũi ũ j∂
2
ui u j

G + 2
∑

i

ũi ũ∂2
ui uG + |ũ|2∂2

uuG,

MG
1 (u) and MG

2 (u, uk) are some continuous functions which grow with |u| and ukuk
and MG

2 ≥ 1.

Remark C.4.2 Let ε I ≤ A = (ai j ) ≤ K I . It is easy to check that

G(ui j , ui , u) =
∑

i, j

ai j ui j +
∑

i

bi ui + cu

belongs to the set G(ε, K , Q).

The next definition is Definition 6.1.1 in Krylov [105].

Definition C.4.3 Let a functionG = G(ui j , ui , u) : S(d) × R

d × R �→ R be given.
We write G ∈ Ḡ(ε, K , Q) if there exists a sequence Gn ∈ G(ε, K , Q) converging to
G as n → ∞ at every point (ui j , ui , u) ∈ S(d) × R

d × R and such that:

(i) MG1
i = MG2

i = · · · =: MG
i , i = 1, 2;

(ii) for any n = 1, 2, . . ., the function Gn is infinitely differentiable with respect to
(ui j , ui , u);

(iii) there exist constants δ0 =: δG0 > 0 and M0 =: MG
0 > 0 such that

Gn(ui j , 0,−M0) ≥ δ0, Gn(−ui j , 0, M0) ≤ −δ0

for any n ≥ 1 and symmetric nonnegative matrices (ui j ).

The following theorem is Theorem 6.4.3 inKrylov [105], and it plays an important
role in the proof of our central limit theorem.

Theorem C.4.4 Suppose that G ∈ Ḡ(ε, K , Q) and ϕ ∈ Cb(R
d) with supx∈Rd

|ϕ(x)| ≤ MG
0 . Then the PDE (C.4.1) has a solution u possessing the following prop-

erties:

(i) u ∈ C([0, T ] × R

d), |u| ≤ MG
0 on Q;

(ii) there exists a constant α ∈ (0, 1) depending only on d, K , ε such that for any
κ > 0,

||u||C1+α/2,2+α([0,T−κ]×Rd ) < ∞. (C.4.2)
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Nowwe consider theG-equation. LetG : R

d × S(d) �→ R be a given continuous,
sublinear function monotone in A ∈ S(d). Then there exists a bounded, convex and
closed subset � ⊂ R

d × S+(d) such that

G(p, A) = sup
(q,B)∈�

[

1

2
tr[AB] + 〈p, q〉

]

for (p, A) ∈ R

d × S(d). (C.4.3)

We are interested in the following G-equation:

∂t u + G(Du, D2u) = 0, u(T, x) = ϕ(x). (C.4.4)

The idea is to set
ũ(t, x) = et−T u(t, x) (C.4.5)

and easily check that ũ satisfies the following PDE:

∂t ũ + G(Dũ, D2ũ) − ũ = 0, ũ(T, x) = ϕ(x). (C.4.6)

Suppose that there exists a constant ε > 0 such that for any A, Ā ∈ S(d)with A ≥ Ā,
we have

G(0, A) − G(0, Ā) ≥ εtr[A − Ā]. (C.4.7)

Since G is continuous, it is easy to prove that there exists a constant K > 0 such that
for any A, Ā ∈ S(d) with A ≥ Ā, we have

G(0, A) − G(0, Ā) ≤ K tr[A − Ā].

Thus for any (q, B) ∈ �, the following relations hold:

2ε I ≤ B ≤ 2K I.

By RemarkC.4.2, it is easy to check that G̃(ui j , ui , u) := G(ui , ui j ) − u ∈ Ḡ
(ε, K , Q) and δG0 = MG

0 can be any positive constant. By TheoremC.4.4 and relation
(C.4.5), we obtain the following regularity estimate for the G-equation (C.4.4).

Theorem C.4.5 LetG satisfy (C.4.3)and (C.4.7),ϕ ∈ Cb(R
d)and let u bea solution

of the G-equation (C.4.4). Then there exists a constant α ∈ (0, 1) depending only on
d,G, ε such that for any κ > 0,

||u||C1+α/2,2+α([0,T−κ]×Rd ) < ∞.
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Ê G-expectation 54
FX [ · ] Sublinea distribution of X 8
G(p, A) G-function 27
H Space of random variables 3
L0(Rn) The space of Borel measurable functions; 5
L

∞(Rn) The space of bounded Borel-measurable functions 5
L0(�) Space of all B(�)-measurable real functions 113
L p
G(�T ) The completion of Lip(�T ) under ‖ · ‖L p

G
= Ê
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