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Preface

The Formal Grammar conference series (FG) provides a forum for the presentation of
new and original research on formal grammar, mathematical linguistics, and the
application of formal and mathematical methods to the study of natural language.
Themes of interest include, but are not limited to:

• Formal and computational phonology, morphology, syntax, semantics,
and pragmatics

• Model-theoretic and proof-theoretic methods in linguistics
• Logical aspects of linguistic structure
• Constraint-based and resource-sensitive approaches to grammar
• Learnability of formal grammar
• Integration of stochastic and symbolic models of grammar
• Foundational, methodological, and architectural issues in grammar and linguistics
• Mathematical foundations of statistical approaches to linguistic analysis

Previous FG meetings were held in Barcelona (1995), Prague (1996),
Aix-en-Provence (1997), Saarbrücken (1998), Utrecht (1999), Helsinki (2001), Trento
(2002), Vienna (2003), Nancy (2004), Edinburgh (2005), Malaga (2006), Dublin
(2007), Hamburg (2008), Bordeaux (2009), Copenhagen (2010), Ljubljana (2011),
Opole (2012), Düsseldorf (2013), Tübingen (2014), Barcelona (2015), Bolzano-Bozen
(2016), Toulouse (2017), and Sofia (2018).

FG 2019, the 24th conference on Formal Grammar, was held in Riga, Latvia, on
August 11, 2019. The conference comprised an invited talk, by Tal Linzen, and seven
contributed papers selected from 11 submissions. The present volume includes an
abstract of the invited talk and the contributed papers.

We would like to thank the people who made the 24th FG conference possible: the
invited speaker, the members of the Program Committee, and the organizers of ESSLLI
2019, with which the conference was colocated.

August 2019 Raffaella Bernardi
Greg Kobele

Sylvain Pogodalla
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What Inductive Biases Enable
Human-Like Syntactic Generalization?

(Abstract of Invited Talk)

Tal Linzen

Departments of Cognitive Science and Computer Science,
Johns Hopkins University, Baltimore, Maryland, USA

tal.linzen@jhu.edu
http://tallinzen.net/

Humans generalize their knowledge of language in a systematic way to syntactic
structures that are rare or absent in their linguistic input, an observation traditionally
discussed under the banner of “the poverty of the stimulus”. This generalization
behavior has motivated structural (innate) inductive biases. In this talk, I will
demonstrate how neural networks with and without explicit syntactic structure can be
used to test for the necessity and sufficiency of such structural biases. Focusing on
subject-verb agreement as well as subject-auxiliary inversion in English question for-
mation, I will argue that explicit structural biases are still necessary for human-like
generalization in a learner trained on text only.
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A Purely Surface-Oriented Approach
to Handling Arabic Morphology

Yousuf Aboamer(B) and Marcus Kracht

Bielefeld University, Postfach 10 10 31, 33501 Bielefeld, Germany
{yousuf.aboamer,marcus.kracht}@uni-bielefeld.de

Abstract. In this paper, we introduce a completely lexicalist approach
to deal with Arabic morphology. This purely surface-oriented treatment
is part of a comprehensive mathematical approach to integrate Arabic
syntax and semantics using overt morphological features in the string-
to-meaning translation. The basic motivation of our approach is to com-
bine semantic representations with formal descriptions of morphological
units. That is, the lexicon is a collection of signs; each sign δ is a triple
δ = 〈E, C, M〉, such that E is the exponent, C is the combinatorics and
M is the meaning of the sign. Here, we are only concerned with the expo-
nents, i.e. the components of a morphosemantic lexicon (for a fragment
of Arabic). To remain surface-oriented, we allow for discontinuity in the
constituents; constituents are sequences of strings, which can only be
concatenated or duplicated, but no rule can delete, add or modify any
string. Arabic morphology is very well known for its complexity and rich-
ness. The word formation in Arabic poses real challenges because words
are derived from roots, which bear the core meaning of their derivatives,
formed by inserting vowels and maybe other consonants. The units in the
sequences are so-called glued strings rather than only strings. A glued
string is a string that has left and right context conditions. Optimally
morphs are combined in a definite and non-exceptional linear way, as in
many cases in different languages (e.g. plural in English). The process
of Arabic word formation is rather complex; it is not just a sequential
concatenation of morphs by placing them next to each other. But the
constituents are discontinuous. Vowels and more consonants are inserted
between, before and after the root consonants resulting in what we call
“fractured glued string”, i.e. as a sequence of glued strings combined in
diverse ways; forward concatenation, backward concatenation, forward
wrapping, reduction, forward transfixation and, going beyond the multi-
context free grammars (MCFGs), also reduplication.

Keywords: Discontinuity · Arabic morphology · Surface orientation ·
Morphosemantics

1 Introduction

Arabic is currently the most spoken Semitic language in the world with a number
of speakers approaching 415 million, according to the CIA world factbook [1],
c© Springer-Verlag GmbH Germany, part of Springer Nature 2019
R. Bernardi et al. (Eds.): FG 2019, LNCS 11668, pp. 1–17, 2019.
https://doi.org/10.1007/978-3-662-59648-7_1
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2 Y. Aboamer and M. Kracht

and is the/an official language of 22 countries in a vast area extending from the
Arabian Peninsula to the Fertile Crescent, in addition to some other countries
in the middle east. It has recently become the focus of an increasing number of
projects in natural language processing and computational linguistics [2]. In this
regard, we investigate a new approach to integrate Arabic morphology, syntax
and semantics. The central claim of this approach is that the argument struc-
ture provides an interface between syntax and semantics. The main function of
the argument structure is to declare how the functor‘s semantic arguments are
realized on the surface. [3]1 In this paper, we are only concerned with morphol-
ogy, i.e. we show how to deal with Arabic morphology in a way that allows us
to go beyond mere word formation and provide a fully compositional treatment
of entire sentences. Sentences are composed from units that are combined in
some way. Each unit is either a string, i.e. a sequence of letters, or a sequence of
strings. Furthermore, to implement adjacency constraints we use so-called glued
strings in place of strings, or sequences thereof. In order to deal with the com-
plexity of Arabic morphology in a completely surface-oriented approach, we have
to deal with a number of problems, especially the discontinuity of morphemes,
matching among morphemes, and morphophonemic alternations resulting from
the interaction among different types of morphs.

This paper consists of four parts in addition to the introduction. In Sect. 2, we
discuss briefly the morphological system of Arabic and the various paradigms
proposed for the study of Arabic word formation showing how the proposed
approach differs from these paradigms. In Sect. 3 we give a description of the
proposed approach and in Sect. 4 we show how we handle the morphology of
Arabic within the proposed framework. Results and future work are indicated
in Sect. 5.

2 Arabic Morphology: Theoretical and Computational
Approaches

Arabic morphology is very well known for its complexity and richness. However,
it exhibits rigorous and elegant logic [4]. It differs from that of English or other
Indo-European languages because it is, to a large extent, based on discontinu-
ous morphemes. Words in Arabic are derived from roots, which bear the core
meaning of their derivatives, by inserting vowels and maybe other consonants.
Roots are relatively invariable, discontinuous bound morphemes, typically con-
taining three consonants in a certain order, and interlocked with vowels and
other consonants to form stems [4]. Let us consider the following example: the
triliteral (3 consonantal) root [‘d r s’] in Buckwalter’s transliteration
model,2 is supposed to bear the meaning of studying and from which words
1 The basic notions of the proposed approach are introduced in [3]. However, we con-

centrate in this paper on the most related ones to the nature of Arabic morphology
and how they are applied to it.

2 In this work, we use Buckwalter’s transliteration model, but we made some modifi-
cations to make our work easier.



A Purely Surface-Oriented Approach to Handling Arabic Morphology 3

like [‘daras’, ‘he studied’] or [‘durisa’, ‘be studied’] and [‘dAris’,
‘student’] are derived. This process has evolved extensively and very produc-
tively in order to cover a vast array of meanings associated with each semantic
field. The vast majority of Arabic words are derived in this way and therefore
can be analyzed as consisting of two different bound morphs: a root and a so-
called pattern, which interlock to form a word and neither of them can occur
alone in the sentence. Moreover, after composing stems from discontinuous roots
and some vowels or other consonants, they may concatenate with affixes or cli-
tics, as clearly stated, for example, in the Arabic masculine sound plural form

[‘muEalolimUna’, ‘teachers’] obtained from the concatenation of the

strings [‘muEalolim’, ‘teacher’] and [‘Una’, a nominal suffix for the
masculine plural and a verbal suffix for masculine plural in indicative mood].
Stems may host suffixes that come after the stem as in this example, prefixes
that come before the stem as in [‘yakotub’, ‘he writes’] obtained from

[‘kotub’] and [‘ya’, third person singular of imperfective form] or
both suffixes and prefixes as in [‘yakotubUna’, ‘they write’] obtained
from [‘kotub’], [‘ya’, third person singular of the imperfective form]
and [‘Una’, a suffix for the nominative masculine plural] [2].

As a result of such degree of richness and the complexity of word formation,
Arabic morphology has been the focus of research in natural language process-
ing for a long time [2,5–9]. Researchers have adopted different approaches in the
treatment of Arabic morphology, both theoretically and computationally [7].
Most of the efforts have been particularly devoted to addressing morphological
analysis, generation and disambiguation. Arabic morphotactics have been suffi-
ciently described and handled using finite state operations [10–13]. Al-Sughaiyer
and Al-Kharashi [5] provide a comprehensive survey for Arabic morphological
analysis techniques. Also, Dichy and Farghaly [7] count several approaches such
as root and pattern, stem-based, machine learning among others. Depending on
one of these approaches, many Arabic morphological analysers and generators
have been developed in the last two decades particularly by the works of Tim
Buckwalter [14,15], Habash and Rambow [16], the Linguistics Data Consortium
[17], Sawalha [18] and Attia [12]. Recent works have attempted either to improve
the accuracy of the analyser [19], to add some other features [20] or to focus on
a specific dialect [21]. We argue that there is a gap between morphology and
semantics in the current approaches to Arabic morphology and the focus has
been placed only on the issues of word formation and decomposition. We cannot
go higher than morphology. Morphologically speaking, the finite state approach
[11] can be seen as relatively close to our approach. However, a finite state
machine does not know units, it is just a sequence of states. Our approach has
both a context free grammar on the one hand and a mechanics to deal with dis-
continuity on the other hand. This allows the computer to understand

〈
k, t, b

〉

and
〈
a, a

〉
as units, not states, because they have meanings. A clearer example

can be seen, for example, in German where the “trennbare Präfix” (separable
prefix), like /auf/ in /aufmachen/, and the verb appear in some cases as two
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parts. This can occur, for instance, in the imperative, as in “Mach bitte das
Fenster auf!” (Open the window, please.). However, /mach/ and /auf/ together
form one unit (as they can only be interpreted together) but this unit is dis-
continuous. This also applies to Arabic roots. Our approach is different from
previous and current approaches in (i) it is compositional; morphological units
have meanings and the meaning of complex expressions is determined by the
meaning of these smaller units and their order; (ii) morphology is not distin-
guished from syntax. Rather, it is a lexicalist approach on a par with categorial
grammar; (iii) it is more restrictive; since it purely surface-oriented, it allows
only grammatical constituents. This eliminates the overgeneration.

3 A Purely Surface-Oriented Approach

At the simplest level of description, a natural language is simply a set of strings
over a given alphabet A [22]. A∗ denotes the set of all strings over A. The con-
catenation of two strings x and y is denoted by xˆy or simply xy. Concatenation
is associative, that is, (xˆy)ˆz = xˆ(yˆz), 〈A∗, ˆ, ε〉 constitutes a monoid [22]. In
the sequel, variables for strings are formed using a vector arrow, e.g. −→x .

3.1 Glued Strings

We propose the notion “glued string” rather than just string. A glued string is a
string with two context conditions: one for the left context and one for the right
context. These conditions specify the properties of the string −→x such that −→x can
appear in −→u −→x −→v . A very good and clear example in Arabic is [‘p’], which
is followed only by space (forget now about case markers) and consequently no
other strings can follow it directly. This is a left-hand condition for the suffix
and a right-hand condition for the . Moreover, the is not allowed to be
preceded by a space. So, before we can formally define glued strings we should,
firstly, define the notion of a requirement. A requirement is a pair (s,−→x ), where
s is a sign3 and −→x a string. Roughly, the context must contain one of the strings
with sign + as suffix (if on the left) and as prefix (if on the right), while avoiding
all the strings with sign −. We can now define the glued string as follows.

Definition 1 (Glued string). A glued string is a triple j =
〈
L,−→x ,R

〉
, where

L is a set of left requirements, −→x is a string, and R is the set of right require-
ments.

We give three explanatory examples of glued strings in English, Hungarian (taken
from [3]) and in Arabic (/ / denotes the blank):

1. j =
〈{

(+, ch), (+, s), (+, sh), (+, x), (+, z)
}
, es,

{
(+, )

}〉

This example codes the fact that the plural morph /es/ in English is suffixed
only to words ending in ch, s, sh, x or z, while it must strictly be at the end
of the word.

3 There shouldn’t be a confusion with the term sign as used in the abstract. A sign
here is just plus + or minus −.
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2. j1 = 〈{(+,b)},bal, ∅〉
This example from Hungarian specifies that the instrumental form /bal/
appears only after b.

3. The previous example with its right and left requirements as a glued
string j2: j2 =

〈{
(−, )

}
, ,

{
(+, )

}〉

3.2 Occurrence

A string occurs in another string if the first is a substring of the second. Let−→x and −→y be two strings. An occurrence of −→x in −→y is a pair o =
〈−→u ,−→v 〉 such

that −→y = −→u −→x −→v . A similar definition of occurrence can be also found in [22].
For example, let −→y = [‘muEalolimUna’, ‘teachers’], −→u = [‘mu’]

and −→v = [‘Una’]. Then −→x = [‘Ealolim’].
If o1 =

〈−→u1,
−→v1〉 is an occurrence of −→x1 in −→y and o2 =

〈−→u2,
−→v2〉 is an occurrence

of −→x2 in −→y then it is said that o1 is to the left of of o2 and (o2 is to the
the right of o1) if −→u1

−→x1 is a prefix of −→u2. If −→u2 = −→u1
−→x1, it is said that o1 is

immediately to the left of (left adjacent to) o2 and o2 is immediately
to the right of (right adjacent to) o1. The two occurrences o1 and o1 are
said to be contiguous if one of them is left or right adjacent to the other.
Otherwise, they overlap.

3.3 Morphological Class

The notion of a glued string has been developed to handle the conditions of com-
bination. However, in many cases this notion doesn‘t suffice to handle all possible
conditions. The feminine suffix in Arabic [‘p’] is used in most cases to dif-

ferentiate between masculine and feminine as in [‘muEalolim’, ‘teacher
(male)’] and [‘muEalolimap’, ‘teacher (female)’] respectively. However,
in some cases this suffix is ignored because the noun or the adjective refers by
nature to a female as in [‘TAliq’, ‘divorced’] and [‘HA‘iD’,
‘menstruant’]. Also, in some other cases the [‘p’] is ignored because the
same word is used to refer to persons of both genders as in [‘jarYH’,
‘injured’] and [‘qatYl’, ‘killed’].

This means that the combination process depends in some cases on informa-
tion that cannot be captured only by phonology. Therefore, we need an addi-
tional mechanism to capture such cases. This is the notion of “morphological
class”. These are properties of individual morphs, not morphemes, that control
the behavior of a morph under combination. When two morphs are to be com-
bined, one of them takes the role of the argument, while the second takes the
role of the functor. When a morph m1 takes a morph m2 as its argument, the
two give a third morph m3. This can be written in a form of a function:

m1(m2) = m3

In the combination process between root morph and pattern morph, for example,
the pattern morph takes the role of the functor, let say as above m1 and the
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root morph, m2, takes the role of the argument. Their combination produces a
stem or m3 as in the following example:

m1(m2) = m3

pattern(root) = stem

〈a, a〉(〈k, t,b〉) = /katab/

As we can see from the example, to properly handle the combination between
roots and patterns, we have to first deal with the properties of m1 and m2 before
the combination; i.e. to be combined. Then, we have the properties of m1 and
m2 after combination; i.e. m3. The combination in the previous example results
in a perfective stem in the active form. Compare that, now, with the following
combination:

m1(m2) = m3

pattern(root) = stem

〈u, i〉(〈k, t,b〉) = /kutib/

The result of the combination, in this case, is the perfective stem in the passive
form. This suggests that each morph that takes the role of the functor (m1, or
the pattern morph in these examples) has two classes, an “ingoing class” and
the “outgoing class”. The ingoing class specifies what class the argument (m2,
or the root morph) must have to combine with m1. The outgoing class states
what class the combination of m1 and m2 has. This mechanism has proven suf-
ficient not only in allowing proper combination but also in preventing improper
ones. The number of features that guide the combination can be large and the
morphological classes themselves can be rather complex. Therefore, an attribute
value matrix (AVM) in the following form is suggested:

⎡

⎢
⎢
⎣

ATTRIBUTE1 : valueset1
ATTRIBUTE2 : valueset2

· · · · · ·
ATTRIBUTEn : valuesetn

⎤

⎥
⎥
⎦

If n = 0, the AVM is empty, and if n ≥ 1, the ATTRIBUTEi are names of
features such as case, gender, number etc. and the valueseti are sets of admissible
values for each attribute. Here, given an attribute a, rg(a) denotes the set of
admissible values for a. So, we require valueseti ⊆ rg(ATTRIBUTEi) for every
i ≤ n. For example, in Arabic rg(NUM) = {singular, dual, plural}. Hence, the
following is a legal AVM.

[
NUM : {dual, pl} ]

Sets of values encode underspecification. Using logical notation, we may write
instead

[
NUM : dual ∨ pl

]
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	 denotes the set of all values. So we have
[
NUM : 	 ] ≡ [

NUM : {sing, dual, pl} ]

where ≡ denotes logical equivalence. Arabic nouns/adjectives, for instance, are
inflected for case, state, gender and number. These four features have the fol-
lowing ranges:

rg(CASE)= {nom, acc, gen}
rg(STATE)= {def, indef}

rg(GEN)= {masc, fem}
rg(NUM)= {sing, dual, pl}

Conjunction and disjunction may be used to combine AVMs. The following
equivalence is evident from the definition of AVMs.

[
NUM : {sing}
CASE : {nom}

]
≡ [

NUM : {sing} ] ∧ [
CASE : {nom} ]

When an attribute receives the empty set as value, this means that we have an
empty disjunction, which is defined to be false (⊥):

[
CASE : ∅

] ≡ [
CASE : ⊥ ]

We can apply the usual laws of logic. Consider, for example, two attributes (say,
CASE and NUM ) and use the law of distribution:

[
NUM : sing ∨ pl
CASE : nom

]
≡

[
NUM : sing
CASE : nom

]
∨

[
NUM : pl
CASE : nom

]
≡

[
CASE : nom

] ∧ ([
NUM : sing

] ∨ [
NUM : pl

]) ≡

([
CASE : nom

] ∧ [
NUM : sing

]) ∨ ([
CASE : nom

] ∧ [
NUM : pl

])

Definition 2 (Feature space). A feature space is a triple σ = 〈A, V, rg〉
such that A is a finite set of attributes, V is a finite set of values and
rg : A → ℘ (V ) a function such that for all a ∈ A, rg(a) �= ∅. For
Arabic, as given above, we may put A := {CASE,NUM,GEN}, V :=
{nom, acc, gen, sing, dual, pl,masc, fem}.

Abstractly, an AVM is a partial function f from attributes to sets of admis-
sible values. If f is undefined on a, we may extend f by putting f(a) := rg(a).
Thus, f may also be considered a total function. Consider, for example, the AVM
of nouns/adjectives that follow prepositions in Arabic (in the genitive case).
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The prepositions behave as a functor that takes nouns/adjectives as argument
regardless the number, gender or state and give nouns/adjectives in genitive
case. Therefore, in this case, the f(NUM), f(GEN) and f(STATE) are equal
to the rg(NUM), rg(GEN) and rg(STATE) as shown in the following AVM:

⎡

⎢⎢
⎣

POS : noun ∨ adj
NUM : 	
GEN : 	

STATE : 	

⎤

⎥⎥
⎦

So, by convention we may extend f to f (STATE) = {def, indef}.

3.4 Discontinuity, Reduplication and Handlers

Discontinuity is used in grammatical analysis to refer to the splitting of a
construction by the insertion of another grammatical unit [23]. The concept
of discontinuity is central for handling Arabic in a completely surface-oriented
compositional approach because morphs are the meaningful units of speech but
clearly are not continuous, contrary to what is the case in most languages. The
plural is formed in English simply by concatenation e.g. of /dog/ and /s/ to
get /dogs/. However, the process of Arabic word formation is rather complex; it
is not just a sequential concatenation of morphs by placing them next to each
other: the constituents can be discontinuous. Vowels and more consonants are
inserted between, before and after the root consonants. The idea is clear when we
consider, again, the triliteral (3 consonant) root [‘k t b’] and some of
its derivatives like [‘kataba’, ‘he wrote’ or ‘kutiba’, ‘was written’],
[‘kAtib’, ‘writer’ or ‘kAtab’, ‘correspond with’] and [‘makotUb’, ‘is
written’]. Both root morphs and pattern morphs are instances of fractured
glued strings.

Definition 3 (Fractured glued string). A fractured glued string is a
sequence of glued strings. If γ0, γ1, · · · , γm−1 are glued strings, then g :=
γ0 ⊗ γ1 ⊗ · · · ⊗ γm−1 denotes the fractured glued string, formed from the γi
in this order. γi is called the ith section of g. m is called the dimension of g,
referred to as dim(g). The unique fractured string with dimension 0 is denoted
by ζ.

We can write the Arabic root as k ⊗ t ⊗ b and the morph of the third person
singular in the active form of the past tense a ⊗ a. The content of a string is
defined as:

Definition 4 (String content). If γ =
〈
L,−→x ,R

〉
is a glued string, then c(γ) =−→x . Furthermore, c(⊗i<nγi) = c(γ0)ˆc(γ1)ˆ...ˆc(γn−1).

Context free grammars are not equipped to describe discontinuity. To deal with
discontinuous constituents or, more particularly, to combine two fractured glued
strings, [3], following [24] suggests using a combinatorial function called handler.
A handler can be defined as follows:
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Definition 5 (Handler). A handler is a sequence H of sequences of pairs
(i, b), where i is a natural number and b a boolean. The members of H are called
its sections. A pair (i, b) is said to occur in H, in symbols (i, b) ∈ H, if there
is a section of which (i, b) is some member. The pairs occurring in H are called
its parts. Parts may have several occurrences. The result of applying H to two
fractured strings g and h such that g = γ0 ⊗ γ1 ⊗ · · · ⊗ γm−1 and h = η0 ⊗ η1 ⊗
· · · ⊗ ηn−1 is defined as follows. Put:

(i, b) (g, h) =
{

γi if b = true
ηi else

Now, for the sequence hi = (i0, b0), (i1, b1), · · · , (ip−1, bp−1), we put

hi(g, h) := (i0, b0)(g, h)̂ (i1, b1)(g, h)̂ · · · (̂ip−1, bp−1)(g, h)

Finally, let H = (h0,h1, · · · hq−1) have q sections, then:

H(g, h) := h0(g, h) ⊗ h1(g, h) ⊗ · · · ⊗ hq−1(g, h)

A handler is used if and only if it is proper. A proper handler is defined as:

Definition 6 (Proper Handler). A handler H is proper if for all numbers i, j
and Booleans b, if H contains (i, b) and j < i then H also contains (j, b). The
dimension of a handler H is defined by:

dimH = ({i : (i, true) ∈ H}, {i : (i, false) ∈ H})

If H is proper, dimH is a pair of numbers, such that:

0 is the empty set φ and n + 1 = {0, 1, ..., n}.

A handler H(g, h) is defined if and only if H is proper and dimH =
(dim(g), dim(h)) i.e. if all sections of the two fractured strings are used in H.
This combinatorial function allows a sequence of glued strings to be combined
in diverse ways: forward concatenation, backward concatenation, forward wrap-
ping, reduction, forward transfixation and, beyond the MCFGs [24], reduplica-
tion [25] as shown in the following examples:

– Forward Concatenation:
Put F := 〈〈(0, true) , (0, false)〉〉.
Then F (−→x ,−→y ) = −→x −→y

– Backward Concatenation:
Put B := 〈〈(0, false) , (0, true)〉〉.
Then B (−→x ,−→y ) = −→y −→x

– Forward Wrapping:
Put W := 〈〈(0, true) , (0, false) , (1, true)〉〉.
Then W (−→x ⊗ −→v ,−→y ) = −→x −→y −→v

– Reduction:
Put R := 〈〈(0, true) , (1, true)〉〉.
Then R (−→x0 ⊗ −→x1) = −→x0

−→x1
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– Transfixation:
Put T := 〈〈(0, true) , (0, false) , (1, true) , (1, false)〉〉.
Then T (−→x0 ⊗ −→x1,

−→y0 ⊗ −→y1) = −→x0
−→y0−→x1

−→y1
We can see how this works with a sequence of glued strings in Arabic. If we want,
for example, to form the word [‘kAtib’, ‘writer’] from the root k ⊗ t ⊗ b
and the vowels A⊗i we apply the following handler (note that the pattern morph
plays the role of the functor). Put

H := 〈〈(0, false) , (0, true) , (1, false) , (1, true) , (2, false)〉〉
If we apply a function that maps from each part of the handler to its correspond-
ing string in the two fractured strings, we get the following:

– (0, false) /k/
– (0, true) /A/

– (1, false) /t/
– (1, true) /i/

– (2, false) /b/

The result of applying this handler to the two fractured glued strings k⊗t⊗b
and A ⊗ i is /kAtib/ as shown:

H (A ⊗ i, k ⊗ t ⊗ b) := kˆAˆtˆiˆb = kAtib

Reduplication is also an important feature in Arabic word formation. In some
cases, Arabic tends to duplicate a specific letter (string) to get a new word
as in [‘katotab’, ‘made sb write’] from [‘k t b’] or
[‘daroras’, ‘taught or educated’] from [‘d r s’]. In this case, for example,
reduplication results in not only a different form of the verb, but also a different
meaning. Both /katab/ and /katotab/ have the same root /k t b/ and the same
inserted vowels. However, the only difference between the two forms lies in the
reduplication of the second consonant in the case of /katotab/ which changes the
meaning from ‘he wrote’ to ‘he made [sb] write’. This applies also to /daras/ and
/daroras/. In some other cases, reduplication occurs in the root itself when the
second consonant is doubled which means that the second and third consonants
are the same as in [‘$dod’] and [‘mror’]. Reduplication is represented
orthographically with shaddah or tashdid above the duplicated letter ( and

) and represented in Buckwalter‘s transliteration model as /∼/ but we use
instead two letters separated by sukoon because the duplicated letter is actually
two letters; the first is followed by sukoon and the second by a vowel. This type is
referred to as doubled or geminate verbs. Moreover, some Arabic four consonant
roots are composed by the reduplication of the first two consonants twice as in

[z l z l] and [z E z E].
Reduplication is not a unique feature of Arabic and it is also not the sole

morphological operation. However, there are languages in which processes like
reduplication is the primary morphological operation [26]. The plural formation
in Malay is obtained, for instance, by doubling the singular form as in /orang/
“man” which becomes /orang-orang/ in the plural. The two parts are separated
by a hyphen in the written language.
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In multiple context free grammars [27], no component is allowed to appear
in the value of the function more than once. This is not the case in the above-
mentioned examples in Arabic and Malay. To handle such cases, the following
handler for the plural form in Malay must be used.

D := 〈〈(0, false) , (0, true) , (0, false)〉〉.
Then

D (-, orang) = orangˆ-ˆorang

Arabic is not an exception; we allow the handler to combine the multi occurrence
of any substring but we insert a sukoon between the duplicated letter. Put

D := 〈〈(0, false) , (0, true) , (1, false) , (1, true) , (1, false) , (2, true) (2, false)〉〉

Then

D (a ⊗ o ⊗ a, k ⊗ t ⊗ b) = kˆaˆtˆoˆtˆaˆb = katotab

as well as

D (a ⊗ o ⊗ a,d ⊗ r ⊗ s) = dˆaˆrˆoˆrˆaˆs = daroras

However, in the real implementation, we deal with the reduplication in Arabic
from a different perspective for the sake of simplification. We utilize the mor-
phological class technique to sub-categorize the root into several types and each
category is allowed to merge with specific patterns as discussed in details in the
introduction.

3.5 Morphs and Morphemes

The actual units of expression of language are the morphs. They comprise three
components. The first is the exponent, which is a fractured glued string. The
second is a sequence of selectors, which determine what arguments the morph
takes. And the third is a rank function. This function is only needed for empty
morphs, to prohibit infinite derivations, and will concern us no further. Mor-
phemes, which are the only meaning bearing units, are sets of morphs that share
a common semantics. Thus, the lexical units pair meaning representations with
morphemes, not morphs. This accounts for the fact that morphemes can have
many different surface forms.

Definition 7 (selector). A selector is defined formally as triple σ =
(M,N,H), where M and N are morphological classes and H is a handler. M is
called the in-class of σ and N is its out-class.
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The role of the selector is to specify what happens when a morph is applied
to another morph. The application of one morph (the functor) to another (the
argument) is only defined if the in-class of the functor unifies with the out-class
of the argument. Given, for example, a functor σ = (M,N,H) and an argument
σ′ = (M ′, N ′,H ′), the application of σ to σ′ is defined in first instance as follows:

σ · σ′ := (M ′, N,H ◦ H ′)

However, underspecification must be handled properly. The way this is stan-
dardly done is that the out-class is not actually underspecified, but is a function
of its in-class, which is genuinely underspecified. Underspecified values in the
out-class are copies of the actual in-class values. Indeed, the proper way to view
selectors is as pairs (f,H) where f is a function from fully specified morpho-
logical classes to fully specified morphological classes, and H is a handler. This
function is given by the pair of AVSs as follows. For each attribute ATT, the
associated function f is the following.

– ATT is given a value a in M and a value b in N . Then f is defined on all
nonempty values a′ ⊆ a and returns b.

– ATT is given no value in M but value b in N . Then f is defined on all
nonempty values a′ ⊆ rg(ATT) and returns b.

– ATT is given a value a in M but no value in N . Then f is defined on all
nonempty values a′ ⊆ a and returns a′.

– ATT is neither given a value in M nor in N . Then f is defined on all a ⊆
rg(ATT) and returns a.

The product of (M,N) and (M ′, N ′) is specified by computing the values of each
occurring attribute.

Definition 8 (Morpheme). A morpheme is a set of morphs that share the
same semantics but differ in the form.

Arabic broken plural is, from this perspective, highly allomorphic; for a given
singular pattern two different plural forms may be equally frequent, and some-
times, for some singulars as many as three further statistically minor patterns
are also possible [28]. Given morphemes M an N , the combination M 	N is the
set of all m(n) such that m ∈ M and n ∈ N .

4 Arabic Morphology Within the Proposed Framework

In order to deal with the complexity of Arabic in a completely surface-oriented
approach, we have to deal with two basic problems: root and pattern matching
and morphophonemic alternations.

4.1 Root and Pattern Matching

Roots behave differently when they combine with patterns to form stems. Each
root chooses specific vowels from the following six possibilities to form perfective
and imperfective stems:
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– (a, a) and (o, u)
– (a, a) and (o, i)

– (a, a) and (o, a)
– (a, i) and (o, a)

– (a, u) and (o, u)
– (a, i) and (o, i)

Arabic traditional grammarians attempted to handle this problem by classi-
fying roots into basic and sub-categories. That is, roots are classified depending
on the number of consonants into triliteral and quadrilateral. This subdivision
is not necessary since handlers need a fixed length. However, it is better to use
this as an explicit feature. Each category is further divided into different terms.
Glued strings are not sufficient because the phonology does not provide us with
enough information to determine which root interlock with which pattern. We
take advantage of the traditional categorization and sub-categorization of mor-
phemes and utilize the notion of morphological classes. Particularly, each root
morph has a morphological class with four attributes:

– Type: This attribute differentiates between the two basic types of roots;
triliteral and quadrilateral. This means that the type attribute in the mor-
phological class of any root has a set of values that has two elements and
consequently has the following range:

rg(TY PE) = {tri, quad}
– Subtype: This attribute divides Arabic roots depending on the nature of

the letters of the root, not on their number, and position of specific letters
within the root. Roots are divided into sound (free of semi-vowels, hamza
and reduplication), geminate (with a duplicated letter), first hamzated (the
first letter is hamza), second hamzated (the second letter is hamza), third
hamzated (the third letter is hamza), assimilated (the first letter is either
wAw or yA), hollow (the second letter is either wAw or yA), defective (the
third letter is either wAw or yA), first weak (the first and third letter are
either wAw or yA) and second weak (the second and third letter are either
wAw or yA). Thus, the Subtype attribute has a range of ten elements.

– Form: As mentioned before, Arabic roots, in terms of the numbers of letters,
are divided into triliteral and quadrilateral. However, other consonants can be
added to the two basic types. The triliteral roots can host up to three other
consonants while the quadrilateral roots can have only two more consonants.
In practice, not every lexical root occurs in all different forms but they vary
from one another and dictionaries normally list all the forms in which a
lexical root regularly appears [4]. If the root consists of only the three or four
consonants, it is in the base form called form I, which is also referred to in
Arabic as mujarorad, literally the “stripped” form; otherwise it is in one of
the forms II to X, which are referred to as mazId, literally, “increased” forms,
i.e., more morphologically complex [4]. Therefore, in terms of the form, the
root takes a Roman number extending form I to X in case of triliteral roots
and from I to IV in case of quadrilateral roots. Thus the form attribute in
the morphological class has the following range:

rg(FORM) = {I, II, III, · · · ,X}
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– Stem-Eayon: It is traditional to refer to the short vowel which follows the
second root consonant of a verb as the “stem vowel” [4] and we saw in the
beginning of this section that the stem vowel (Eayon) may vary from one
stem to another. We capture these possibilities using an attribute with a
value set that has six values. These values specify the stem vowel in perfective
and imperfective forms and therefore this attribute has the following range:
rg(Stem − Eayon) = {au, ai, aa, ia, uu, ii}.

The morphological class of the root
〈
k, t, b

〉

⎡

⎢⎢
⎣

TYPE : tri
SUBTYPE : sound
FORM : I
STEM-EAYON : au

⎤

⎥⎥
⎦

On the other hand, pattern morphs are provided with an in-class (for the hosted
root morph) and an out-class (for the result of the merge). The merge is defined
only if the out-class of the root matches the in-class of the pattern. Consider,
for example, the in-class of the pattern morph

〈
o, u

〉
.

⎡

⎢⎢
⎣

TYPE : tri
SUBTYPE : {sound, shamzated, shamzated, thamzated}
FORM : I
STEM-EAYON : au

⎤

⎥⎥
⎦

The out-class of the root morph and in-class of the pattern morph match and
can be merged using this handler:

H := 〈〈(0, false) , (0, true) , (1, false) , (1, true) , (2, false)〉〉

H (o ⊗ u, k ⊗ t ⊗ b) := kˆoˆtˆuˆb = kotub

This applies to the pattern morph o⊗i which merges with the root morph d⊗r⊗b
to give the imperfective stem /dorib/. It is now clear that both */dorub/ and
*/kotib/ are not allowed because neither the pattern morph o ⊗ u can merge
with the root morph d ⊗ r ⊗ b nor the pattern morph o ⊗ i is allowed to merge
with the root morph k ⊗ t ⊗ b. This is because the associated classes, in either
cases, do not match.

4.2 Morphophonemic Alternations

The interaction among different type of morphs may result in phonological alter-
nations. Arabic roots are broadly classified into two types depending on the
presence or the absence of the wAw and yA‘: sound and weak. Weak roots, in
particular, may undergo stem changes when inflected. Let‘s consider, for exam-
ple, the following derived forms of the same hollow root b ⊗ y ⊗ E:
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– [‘bAEa’, ‘he sold’], masculine third person singular in the perfective
form.

– [‘biEotu’, ‘I sold’], masculine or feminine first person singular in the
perfective form.

– [‘yabYEu’, ‘He sells’], masculine third person singular in the imperfec-
tive form.

Arabic grammarians attribute such morphophonemic changes to the rule of “ori-
gin of Alif” in forms like [‘bAEa’] from b ⊗ y ⊗ E and
[‘qAla’] from q ⊗ w ⊗ l. They argue that the “alif” is returned to its
original “yA‘” or “wAw”, however, this says nothing about the dropping of the
second letter of the root in [‘biEotu’] for instance. Anyway, in our app-
roach, we are not concerned about the rules that justify such changes because in
order to ensure the purely surface-oriented treatment of Arabic word formation,
no rule is allowed to delete or modify any string. That is, we cannot say, for
example, that the alif of the hollow verb is changed to its origin yA‘ or wAw in
specific forms. Therefore, we don‘t add a rule to modify the alif of [‘qAla’]
to its original wAw and another rule to drop it in [‘qulotu’] and this
applies also to many cases in which the interaction among different morphs may
result in some changes. Instead, each root is a morpheme, that is, a set of morphs
that correspond to all possible forms under merge. Thus, for the root morpheme

b ⊗ y ⊗ E we may have up to three morphs:

– b ⊗ Y ⊗ E, from which we can get [‘yabYEu’, ‘he sells’],
[‘bYEUA‘, ‘sell’] etc.

– b⊗E, from which we can get [‘biEotu’, ‘I sold’], [‘yabiEo’,
‘sell’] etc.

– b ⊗ A ⊗ E, from which we can get [‘bAEa’, ‘he sold’],
[‘bAEUA’, ‘they sold’] etc.

This permits not only to get the grammatical forms but also to disallow the
ungrammatical ones like * [‘yabAEu’]. So far we dealt with challenges
that Arabic morphology poses to this approach. We have already developed a
lexicon for a fragment of Arabic. It is true that the lexicon is small and there are
many other cases of morphophonemic changes, however, they can be handled in
the same way.

5 Results and Future Work

In this paper, we presented a mathematical complete surface-oriented approach
to handle Arabic morphology. In this approach, we dealt with the language as
a sequence of strings that are only allowed to be concatenated and reduplicated
but no rule is allowed to add, remove or modify any string. At the very begin-
ning, we reviewed briefly different theoretical and computational approaches to
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Arabic. We argue that there is a gap in current approaches between morphol-
ogy and semantics. In order to handle Arabic morphology within this approach,
we dealt with two problems: root and pattern matching and morphophonemic
alternations. We have already developed a lexicon for a fragment of Arabic, and
in the present time we extend our work on Arabic morphology in connection
with the demands set by compositional semantics planning to come up with a
morphosemantic lexicon for a fragment of Arabic.
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1 Introduction

The work presented in this paper originates from a very general question: what
is a semantic type? Although a definitive answer to this complex, almost philo-
sophical question will not be provided here, it is still possible to look for a better
understanding of the role of semantic types in formal and lexical semantics by
browsing the history of their use in computational linguistics. If this field was
to be described as a meeting of computer science and linguistics, unsurprisingly
there would be various contributions to the notion of semantic type from each
discipline; and indeed it will be argued that this notion seems to sum up contri-
butions of different origins which happened to work well together.

The notion of type has been ubiquitous in logics and computer science since
the early works of Russell, which paved the way for the simple type theory
of Church [7]. This theory was then introduced in computational linguistics
by the founding work of Montague [14], who merely used it as a formal tool
to embed the Fregean view of predicates as functions into his grammar. Thus
he provided a formal basis for the principle of compositionality, which states
that the meaning of an expression can be derived from the meanings of its
constituent parts and from the way these parts are syntactically combined. The
type system used in this approach is a very minimalist one, directly inherited
from Church’s theory, with a type e for entities and a type t for propositions.1

1 Which correspond respectively to ι and o in Church’s notation. Although it is worth
studying, the additional s type, denoting intension, will not be discussed in this
paper, for it is assumed to be a necessary feature for the set-theoretic models of
the logic used by Montague. The conception of types as denotations of sets will be
overlooked here as it is too specific.
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Following Montague’s idea, those types can be given a practical interpretation:
t denotes everything that can have a truth value, and e denotes individuals,
which could be understood as the more basic expressions which can be used
as arguments to another expression. This approach has been widely adopted as
the foundation of formal semantics, and even if Montague’s categories have been
separated between syntactic and semantic ones, the use of a type for truth values
and at least another one for predicate arguments, as well as the correspondence
between syntactic categories and semantic types, are well-established.

However, a relatively recent tendency in computational semantics is to postu-
late a whole hierarchy of types of arguments, instead of a single one for entities,
in order to account for specific semantic phenomena in a more fine-grained way.
Such a hierarchy is intended to encode hypernymic relations between nouns,
that is, inclusions between the “sets” (in a non-mathematical acceptance of the
word) of entities satisfying the properties described by those nouns. Constructing
hypernymic relations is exactly what we do when we make generalising state-
ments, for instance:

(1) a. A dog is a mammal.
b. A mammal is an animal.
c. An animal is a living entity.

The type hierarchy thus reflects a part of common (yet a priori language-
dependent) lexical knowledge; and far from being an abstract construction, such
a structure can be acquired on the basis of an extensive empirical analysis as is
done in the case of building hypernymic and hyponymic relations of synsets in
the WordNet database [13].2 This structure is at the core of lexical semantics, as
it is generally assumed whenever type ontologies are needed. The minimal use of
such a hierarchy enables one to formally encode the semantic presuppositions of
a given entity, or the ones corresponding to the argument of another predicate.

Prior to the systematisation of this idea, philosophers, psychologists, and lin-
guists came up with the notion of semantic category, which can arguably be seen
as the conceptual ancestor of the current understanding of the notion of type.
This notion arose notably in the early work of Husserl, with certain influence on
the Polish school through Leśniewski and Ajdukiewicz. Yet to the best of our
knowledge, one of the first proposals for a hierarchical structure of such cate-
gories was sketched by Chomsky [6]. His categories organised expressions in a
tree structure which aimed at allowing for degrees in grammaticality judgements.
Kiefer [10] elaborated on this idea while separating grammatical and semantic
categories, and ordered the latter by means of so-called esse-relations, that is,
categorial inclusions as in (1). It is also worth noticing that a similar notion
of semantic category is used in the field of psycholinguistics, starting with the
early work of Wittgenstein [25] on the process of categorisation, which has led to
relevant theories on language acquisition [4] and the concept of prototype [8,17],
among others.

2 See the website https://wordnet.princeton.edu/. The online application provides the
opportunity to explore the hierarchy by browsing a word, selecting its synset and
accessing the list of hyponyms and hypernyms.

https://wordnet.princeton.edu/
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Another major contribution comes from the philosophical work of Fred Som-
mers. For a dozen years he has been interested in language ontologies and elab-
orated a complete theory of ontology through a series of articles (see [20–22]
among others for a partial, yet wide-covering compendium). He examined Rus-
sell’s notion of type as well as Ryle’s idea of category mistake to propose a theory
based on the question of predication. The core of this theory lies in the notion
of spanning: a predicate is said to span an entity when it is predicable truly or
falsely to this entity, but not absurdly. For instance, the predicate ‘philosopher’
spans Socrates and Julius Caesar, but not the Eiffel tower, because it is absurd to
wonder whether the Eiffel tower is a philosopher or not, as it cannot be decided.
Thus, Sommers rejected the Quinean approach of considering every absurd sen-
tence as logically false. Instead, he proposed an analysis of the correctness of a
sentence on different levels: on the first level is the question of “grammaticality”,
that is, syntactic well-formedness; on the second level is “category correctness”,
i.e. whether the predicates in the sentence are applied in a non-absurd way,
without category mistakes in the sense of Ryle; and then, the third level is the
question of “consistence”, i.e. whether the sentence avoid contradiction or not.
The fourth level consists eventually in determining the empirical truth of the
sentence w.r.t. the context. Each level of analysis can be treated only under the
condition that the sentence was correct for the previous levels; which means that
we can give a truth value to a propositional sentence only if it has no category
mistake.

Sommers’ idea was then to use the predicates to recover the Russellian notion
of type: considering a predicate P in the language, he defines |P | to be the class of
things that are spanned by P . Such classes are referred to as ontological classes,
or categories. It appears then that different predicates can define the same cat-
egories, as for instance ‘sad’ and ‘angry’; he also defined types of predicates, or
A-types, so that two predicates are of the same A-type if they define the same
category. Ontology being “the science of categories”, Sommers’ definitions create
a language ontology comparable to a skeleton of the language (seen as the col-
lection of its predicates), by quotienting it by the relation of “defining the same
categories.” But at this stage the onlotogy lacks structure. Sommers remedied
this by formulating a structural principle:

“If C1 and C2 are any two categories, then either C1 and C2 have no
members in common or C1 is included in C2 or C2 is included in C1.” [21,
p. 355]

A lot of Sommers’ works, notably in [20], aimed at establishing this law. It has
many important consequences w.r.t. the ontology itself, as well as on some meta-
physical questions. Inclusions of categories can be presented from the predicative
point of view by defining the relation of predicability: P is predicable of Q if any-
thing that is spanned by Q is also spanned by P . Then the isomorphism between
predicability and category inclusion is quite clear. Sommers also noticed that the
vocabulary of any language is finite, and so is the number of categories we can
define in its ontology. Thanks to finiteness and the structural principle, Som-
mers eventually showed that there is a category which includes all categories,
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and that there are categories which do not include any other. Thus, he gives to
his ontology the shape of a tree, which is similar to the current type hierarchies.
To make sure that this structure is correct, he also provided a way to handle
equivocal predicates, such as ‘hard’ in (2), by splitting their different meanings
in appropriate places on the tree.

(2) a. The chair is hard.
b. The question is hard.

Yet having a tree structure is a stronger assumption than just being a lattice,
and Suzman [23] pointed out the idea that Sommers’ ontology fails to account
for entities that could be seen as being in the intersection of categories which are
not included one in the other. Actually, Sommers discussed this point in [22] and
admitted that imposing a tree structure on his ontology makes some entities lie
outside of it. Amongst those entities are the absurd ones, such as ‘red numbers’,
but there is also another sort which is worth dwelling upon: those entities which
Sommers called heterotypical composites, and which are built upon two or more
elementary categories from the ontology. The word ‘Italy’ in sentence (3a) is
an example of such a composite. Heterotypical composites differ from equivocal
predicates in the fact that contrary to the latter, there is no zeugmatic effect
when combining simultaneously the former with two predicates of different A-
types, as illustrated by comparing sentences in (3) below:

(3) a. Italy is sunny and democratic.
b. #The chair and the question are hard.

Thus Sommers proposed a way for catching any expression in its ontology. The
influence of his work on the current understanding of type hierarchies remains
unclear, but in any case, he proposed a powerful and elegant ontological theory
which is worth shedding light on.

This sketch of history helps to draw an overview of some influences on the
notion of type: on one hand, formal semantics needs a type of truth values and
functional types in order to compose the lexical units properly, and on the other
hand lexical semantics needs a structured ontology of types to get a more refined
analysis of semantic phenomena. The combination of both approaches leads us
to a rather standard approach in computational semantics: a type system à la
Montague where the type e has been replaced by more precise types from an
ontological hierarchy. Recent works using this kind of approach include Luo’s
theory of coercive subtyping (e.g. [12]), Pustejovsky and Asher’s type composi-
tion logic (TCL) [1,2] and also Retoré’s ΛTyn framework [16].

The remainder of this article will sketch the basis of a type system where
a hierarchy of entity types is properly integrated into the usual compositional
framework. This type system is intended to reflect the ontology of language, and
rests upon a specific model from category theory, so that it should naturally
lead to a λ-calculus. Although the complete calculus will not be defined here, a
few lines of what properties can be expected from such a system will be given.
Section 2 introduces necessary categorical tools for understanding topos theory;
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then the type system and its properties will be described in Sect. 3. Finally, a
short review of related works and concluding remarks will be given in Sect. 4.

2 A Synopsis of Topos Theory

Category theory can be presented as a formalisation of mathematical structures,
and is known to have strong connections with typed λ-calculi (see e.g. [3,19]).
In this regard, a type system can be given a categorical3 semantic model. How
this kind of correspondence works will not be explored here. Rather, this section
aims to give some basic tools to understand the notion of topos, which refers
to categories with specific properties that will be used extensively in the rest
of this paper. Only necessary notions will be introduced here for questions of
space; more details can be found e.g. in Robert Goldblatt’s book [9].

Definition 1. A category C is a class of objects O(C), and for every pair of
objects A,B ∈ O(C) a class of morphisms (or arrows) C(A,B), and a composi-
tion operator on morphisms ◦ such that:

– for all f ∈ C(A,B) and g ∈ C(B,C), there is a morphism g ◦ f ∈ C(A,C);
– the composition is associative, i.e. h ◦ (g ◦ f) = (h ◦ g) ◦ f ;
– for all object A, there is an identity morphism idA ∈ C(A,A) which is neutral

for composition, i.e. g ◦ idA = g and idA ◦ h = h for all relevant g and h.

A well-known example of a category is Set, whose objects are sets and whose
morphisms are functions between sets, equipped with the usual notion of com-
position. The notation f ∈ C(A,B) will be replaced by f : A → B whenever C
in understood. Elaborating from this definition, categories can be “enriched” by
defining objects with specific properties (usually gathered under the term uni-
versal property). The prototypical objects with such properties are initial and
terminal objects, as given in the following definition.

Definition 2. A terminal (resp. initial) object in a category C is an object 1
(resp. 0) such that for all A ∈ O(C), there is exactly one morphism !A : A → 1
(resp. 0A : 0 → A).

It is worth noticing that the objects introduced in this definition (and in
subsequent ones as well) have the property to exist up to isomorphism. Two
objects A and B are isomorphic (noted A ∼= B) when there are morphisms
f : A → B and g : B → A such that g ◦ f = idA and f ◦ g = idB . Objects
satisfying the universal property are generally not unique, but all of them can
be proven to be isomorphic. Yet as this property is known it is common to
refer to the terminal object instead of a, and similarly for other objects. In
Set, any singleton is a terminal object, and the empty set is the initial object.

3 As a convention, I will distinguish between the adjective categorial when talking
about linguistics categories such as Chomsky’s or Sommers’, and the adjective cat-
egorical when talking about things from category theory.
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Other relevant objects are products and pullbacks, which we define below. The
second definition uses the notion of diagram, which can be understood as a
representation of a small subpart of a category as a graph whose nodes are
objects and edges are morphisms. A diagram is said to be commutative if all
paths of morphism compositions between any two objects are equal.

Definition 3. A product of two objects A and B is an object A × B equipped
with two projections π1 : A × B → A and π2 : A × B → B, such that for all
objects C and morphisms f : C → A and g : C → B there is a unique morphism
〈f, g〉 : C → A × B satisfying π1 ◦ 〈f, g〉 = f and π2 ◦ 〈f, g〉 = g.

Definition 4. A pullback of two morphisms of the same codomain f : A → D
and g : B → D in an object A×DB equipped with two morphisms f ′ : A×DB →
B and g′ : A ×D B → A, such that for all objects C and morphisms h : C → A
and k : C → B satisfying f ◦h = g◦k, there is a unique morphism l : C → A×DB
such that the following diagram commutes:

Another common kind of objects which appears in the definition of topoi are
exponentials, but they will not be used in this paper, so mentioning their exis-
tence is enough. There is still a useful notion left, namely the subobject classifier.
But first the notion of monomorphism should be defined:

Definition 5. A morphism f : A → B is said to be a monomorphism (noted
) if it is left-cancellable, i.e. if for any pair g, g′ : C → A of arrows

of codomain A, f ◦ g = f ◦ g′ implies g = g′.

Monomorphism is actually a generalisation upon of notion of injective function,
so that in Set monomorphisms are exactly those functions. Then, a subobject
of an object A is an object B along with a monomorphism . Without
loss of generality, it will be assumed that whenever B is a subobject of A,
the associated monomorphism is unique. Then we can introduce properly the
subobject classifier:

Definition 6. A subobject classifier is an object Ω along with a monomor-
phism such that, for all objects A and subobjects of A,
there is a unique morphism χ (called the character of B in A) making the
following diagram a pullback (i.e. B is the pullback object of χ and �):
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The name character given to χ should help understand how the subobject
classifier works: it represents an “object of truth values” and � corresponds
to the value “true”, so that any subobject can be associated with a morphism
that distinguishes it by sending it on “true”. In Set, any two-element set is a
subobject classifier (again this notion is given up to isomorphism), and char-
acters are exactly characteristic functions. Yet the previous definition imposes
characters to be uniquely associated with subobjects, which is actually a very
strong assumption. For any object A of a category C with subobject classifier,
let call Sub(A) the class of subojects of A.4 The definition above imposes then
the following property, which is usually referred to as Ω-axiom:

Proposition 1 (Ω-axiom). For all A ∈ O(C), we have Sub(A) ∼= C(A,Ω).

We have then all tools in hand for introducing the central categorical notion on
which is based this paper:

Definition 7. A topos is a category with initial and terminal objects, all prod-
ucts, all pullbacks, all exponentials, and a subobject classifier.

The category Set is again the prototypical example of a topos, which satisfies
two additional properties: it is bivalent, i.e. it has exactly two distinct mor-
phisms 1 → Ω, and it is classical, i.e. its subobject classifier is isomorphic to the
coproduct 1+1. The category Set2 of pairs of sets is an example of classical but
non-bivalent topos, while the category Set→ whose objects are functions between
sets is neither classical nor bivalent. Also, if M is a monoid which is not a group,
then the category M-Set whose objects are sets together with an action of M on
them is an example of non-classical but bivalent topos.

There are many other equivalent ways for defining a topos, but the one given
above rests exclusively on the notions that will be used in the remainder of this
paper. As a subobject classifier is an object of truth values, there are ways in
a topos for introducing an internal logic: we can define morphisms ⊥ : 1 → Ω,
¬ : Ω → Ω and ∧, ∨, ⇒ as morphisms Ω × Ω → Ω. This internal logic can
serve as semantic model for intuitionistic logic, see [9] for details. Using such
morphisms with the Ω-axiom allows to define new kind of subobjects. If B and
C are subobjects of A of character χB and χC , then B̄, B ∪ C, B ∩ C and
B �⇒ C are subobjects of A of respective characters ¬ ◦ χB , ∨ ◦ 〈χB , χC〉,
∧◦ 〈χB , χC〉 and ⇒ ◦〈χB , χC〉. Those new operators have a particular behaviour
in Sub(A):

Proposition 2. In any topos, 〈Sub(A), 0, A,∩,∪, �⇒〉 is a Heyting algebra for
the subobject ordering.

Also, the exponential object of A and Ω will be noted P(A). It is referred to
as powerobject of A, and corresponds to powersets in Set. It has also interesting
properties; some of them will be introduced in due time in the next section.
4 For linguistically motivated reasons, classes of subobjects of an object and classes of

morphisms between two objects will be considered as sets in the rest of this paper.
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3 Building a Topos-Based Type System

This work is mainly inspired by the proposition of categorical model for TCL
sketched by Asher in [1]. As explained before, there is a strong relation between
typed λ-calculi and categories: we can use objects of the category for represent-
ing types, and morphisms for λ-terms. This approach is also motivated by the
potential usefulness of categorical models to ensure the consistency of a com-
positional framework. In [1], his high need of pullbacks and powerobjects leads
Asher to propose topoi as type models. Prior to his approach, topoi had been
used for linguistic and cognitive questions, for instance in [11].5 The choice of
topos as the categorical basis of this approach is actually motivated by theoret-
ical and practical concerns: the necessity of truth values in language semantics
and of subtyping in a language ontology naturally suggests the use of a sub-
object classifier, which also requires a terminal object; and in order to enable
the definition of a typed λ-calculus from such a category, it has to be at least
cartesian closed,6 that is, to have products and exponentials. Finally, as the aim
is ultimately to build logical formulae for representing language semantics, we
need an access to the usual quantifiers; and despite the subtleties that rule the
distinction between the internal and external logics of the category, it is easier
for now to add all pullbacks in it. The combination of these various requirements
meets the Definition 7, so that topos is the minimal categorical structure needed
for our purposes.

Building up on this idea, the theory developed here takes a closer look at
how the properties of topoi can lead to a new type system for natural language
semantics. More precisely, a specific instance of a topos will be introduced, and
some properties it has to satisfy in order to define a type ontology for natural
language will be described. It will also be argued that the type system thus cre-
ated shares many properties with Sommers’ propositions, which is an originally
unexpected but welcome result.

3.1 From Montague’s e to a Hierarchy of Types

Let T be a topos. Following the general idea of objects as types, we would like
T to have at least the two Montagovian types e and t. The key to this model
is the way we handle the type of truth values: indeed, by definition T has an
object which corresponds exactly to what this type is supposed to be, namely
the subobject classifier. Let therefore T be the subobject classifier of T , and
let e be a distinguished object of the topos. Following Montague [14], the first-
order monadic properties (including nouns) are to be considered as terms of type
e → t. Put in T those terms correspond to morphisms, so that each first-order
monadic predicate in the language has a counterpart in T (e,t), and conversely.
Recalling the Ω-axiom, we get for each predicate a subobject of e. For instance,

5 I am grateful to an anonymous reviewer for bringing this work to my attention.
6 Actually, a monoidal closed category would suffice if we wanted a linear λ-calculus,

but such a restriction is not justified here.
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the predicate ‘cat’ defines the morphism cat : e → t, and enforces by axiom the
existence of a subobject cat of e, so that the following diagram is a pullback:

As we assimilate objects of the topos and semantic types, the type cat thus
defined is exactly what we would expect: the type of entities that are actually
cats, that is, those entities that are true of the predicate ‘cat’. In our topos, this
can be established by the equality of morphism compositions in the diagram
above. For any object A of T , define trueA : A → t to be �◦ !A.7 Then, the
pullback above gives us the following equality:

(4) cat ◦ f = truecat

We can even do better if we introduce the notion of global elements. A global
element of an object A in any category is a morphism 1 → A. Thus, the mor-
phisms � and ⊥ in our topos are global elements of t. Note that contrary to
the unique morphism of codomain 1 for any object, there is no reason that
global elements exist in general. However, suppose that there is a global element
x : 1 → cat in our previous example. The properties of the terminal object
ensure that !cat ◦ x = id1. So, by composing x with each side of the equality
in (4), we get the one in (5), which goes closer to the idea we could have of a
predicate calculus based on this system, as it exactly states that applying the
predicate cat to x of type cat raises the value true.

(5) cat ◦ f ◦ x = �

It means that for any predicate in the language we obtain in T both a type (an
object) and a predicate term (a morphism), which are related by the Ω-axiom.
This duality of monadic predicates has been discussed by Retoré [16] and more
recently by Chatzikyriakidis and Luo [5], who point out that such a property
could make type checking undecidable, in general. It is difficult to say whether
the system presented here could bring the basis of a solution for facilitating type
checking, if any; this problem will not be addressed in this paper, but should be
explored in future works. Yet it is worth noticing that the two interpretations of
a predicate are here related by virtue of the Ω-axiom.

At that point, we have only followed the isomorphism T (e,t) ∼= Sub(e) given
by the axiom to introduce new types in our topos, but we have not specified which
structure they have. By general properties of topoi, we know that Sub(e) is a
Heyting algebra. Furthermore, a formal hierarchy can be reconstructed. Indeed,
ontological inclusions can be encoded by saying that a type A is a subtype of
B if and only if A ∩ B ∼= A, which means that any entity which satisifies the
predicate PA associated with A satisfies also the predicate PB associated with

7 This morphism is actually the character of A as a subobject of itself.
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B. In this case, the properties of intersection objects ensure that there is a
monomorphism from A to B. Conversely, whenever two subobjects A and B
of e are linked by a monomorphism , then PB can be proved to be
true on A. More specifically, if PB is the character of B as suboject of e, we
want to show that PB ◦ g ◦ f = trueA, i.e. that the diagram below commutes:

In this diagram, is the subobject induced by the predicate PB, which
is a monomorphism. Considering the hypothesis that PB ◦ g = trueB , we just
need to compose f on the right of each side of the equality, and verify that
trueA = trueB ◦ f . This last equality comes from the universal property of the
terminal object: !B ◦ f is a morphism A → 1; but such a morphism is actually
unique, so !B ◦ f = !A, and then we get the desired result by composing with �
on the left. Also, the morphism h given by the pullback property is such that
g ◦ f = g ◦ h, which then gives us that f = h because g, as monomorphism, is
left-cancellative. This result can be formalised in the Property 1 below, which
holds for our topos T . It synthesises the structural condition which makes T a
good categorical representation of a type ontology.

Property 1. A is a subtype of B in the type ontology of language if and only if
there is a monomorphism from A and B in T .

Hence we have a correspondence between subtypes as we would intend it in
a type ontology, and monomorphisms in Sub(e). As a result, the predicates from
the language were used to build a hierarchy of types solely upon the type e,
corresponding to the Montagovian general type of entities. Now e is the greatest
type in the hierarchy formed by the algebra Sub(e), and all of them enjoy the Ω-
axiom thanks to the subobject classifier t. The types formed using the operations
on the algebra receive the expected interpretation: A ∪ B is the union type of
A and B, that is the type of entities satisfying PA ∨ PB ; A ∩ B is the type of
entities satisfying PA∧PB, A �⇒B is the one of entities satisfying PA ⇒ PB, and
Ā the one of entities satisfying ¬PA. However, it leads to a system which has
arguably too many types, and we do not want to be bound to use them all. We
will thus examine in the following how the types required for a semantic calculus
could be restricted.

3.2 From Type Hierarchy to an Ontology of Types

We have seen that every first-order monadic predicate in the language defines its
own type in the hierarchy Sub(e), so that the algebra has at least as many types
as such predicates. Yet the vocabulary of a given language is finite, and so are
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the “base types” directly created from language predicates. However, building
new types on those basic ones by the means of negation, union, intersection, and
implication operators quickly leads to a combinatorial explosion of the number
of types. One possible solution to avoid the troubles of a direct implementation
of our system would be to select only a finite (and possibly small) substructure
of Sub(e) to be used with all the terms of the future λ-calculus. This idea arises
from the fact that the whole type hierarchy cannot be an ontology, as argued
for instance in [24]. Indeed, ontological types can be understood as types which
divide the class of entities at a general level: types arising from predicates like
‘cat’, ‘unicorn’ or ‘fork’ are too specific to divide the world in an important way,
contrary to distinctions like physical or abstract, or animate or not.

This actually matches Sommers’ view on categories: they are defined from
predicates not by truth, but by span. When we said that this entity is a cat,
neither the language nor the ontologist bother with whether this entity is actually
a cat, but only with whether this entity has the required properties to wonder
whether it is a cat or not. Thus ontological types would be the way to encode
the presuppositions that are made whenever we apply a predicate to a given
entity. Then, considering our current type system, is there a way to retrieve
Sommers’ ontological categories? It is actually quite easy when we compare what
we have done so far to the construction proposed by Sommers. As presented in
the introduction, Sommers built his categories from predicates, and then defined
types of predicates which define the same categories; we have similarly built our
types from predicates. The only difference between Sommers’ categories and our
types is that entities in categories are spanned by the defining predicate, whereas
entities in our types are true for the defining predicate.

Moving from truth to span can be done directly by following the definition
of what Sommers named a predicate: as detailled in [21], the class |P | of entities
spanned by a predicate P is exactly the class of entities which are P or un-P ,
that is, which satisfy either P or ¬P . In our topos, we can get such classes by
considering only predicates of the form P ∨ ¬P , and the types we obtain are of
the form C(A) .= A∪Ā. Hence an important property that should be imposed to
our topos if we want to get the same ontology as Sommers is to be non-classical.
Indeed, if our topos is classical, then every subobject algebra, including Sub(e),
becomes a Boolean algebra, which means that for every A ∈ Sub(e) we have
A ∪ Ā ∼= e. It is interesting to notice here that as a result, if we constrain T to
be a classical topos and if we apply the procedure described here, all first-order
monadic predicates define the type e, so that a pure Montagovian system is
retrieved. It is also important to point out that making our topos non-classical
does not necessarily mean that we are adding one or several new truth values in
our system, in the sense of morphisms 1 → t: the topos T may still be bivalent,
even if t does not behave like a two-element set. Rather, we are moving from
classical logic to intuitionistic logic, where the law of excluded middle no longer
applies: the application of a predicate to an entity may not raise a truth value,
and if it happens we are in the situation of a category mistake in the sense of
Ryle. Hence our type system based on a non-classical topos is able to capture
the behaviour of Sommers’ ontological categories. This leads to another property
which holds for our topos T :
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Property 2. Sommers’ ontological categories are definable in T if and only if T
is non-classical.

As recalled above, Sommers made use of his categories to gather predicates
which define the same categories under the same A-types. In our type system,
this simply corresponds to refining the domain of the predicate morphisms to
their span. For instance, consider the predicates cat and dog and suppose that
their spans are the same, that is, C(cat) ∼= C(dog). To fix the ideas, let the type
of their span (up to isomorphism) be animate.8 Then, we would have to replace
cat and dog by restricted predicates cat′ and dog′ of type animate → t. Such a
transformation is enabled by composing with the corresponding monomorphism:
whenever is a subobject of e, we can send any predicate g : e → t to
g ◦ f : A → t.9 Therefore we can apply such a function to cat and dog because
animate is a subobject of e, and the results are the desired cat′ and dog′.
Henceforth we will only consider predicates with domains refined to their span,
and ontological types—that is, span types in question—for typing entities. Thus
the size of an implementation of a calculus based on this type system can be
reduced since—following Sommers’ arguments—our new ontological system is a
skeleton of the complete hierarchy we had first, with far fewer types needed.

Yet at this point we are unsure about the structure of our ontology. In general
in a topos, whenever two subobjects A and B are linked by a monomorphism
then there is a monomorphism from B̄ to Ā,10 and we can say nothing about the
relationship between C(A) and C(B). In our case however, Sommers brought
a solution by formulating his structural principle. It was intended to reflect
the “ontological behaviour” of the language, and claims that two overlapping
categories are included one in the other. Consider for instance the types dog,
canid and animate, with quite obvious subtyping relations between them. Even
if dog is a strict subtype of canid, it seems reasonable to assume that their
respective spans are actually the same, i.e. C(dog) ∼= C(canid), because a
term that would span one but not the other could hardly be found. However, as

8 Whether or not the common span of ‘cat’ and ‘dog’ is really animate entities could
be debated, in particular with some examples as in (i) where ‘rock’ seems also to
belong to the span of ‘dog’:

(i) This is not a dog but just a rock.

However, the main idea to keep is that the spans of the two predicates are probably
the same, as it does not seem absurd to say that anything that is not a dog could
be a cat or not, and conversely.

9 This transformation corresponds to a function T (e,t) → T (A,t) in Set, which is a
specific case of application of the contravariant hom-functor T (−,t).

10 This is actually a well-known property for Hilbert algebras, but it applies here as a
Heyting algebra is a particular case of Hilbert algebra. The existence of a monomor-
phism between two subobjects A and B corresponds to the natural order of those
algebras: if we note A ≤ B when such a monomorphism exists, then A ≤ B iff
(E ∩ A) ≤ B iff E ≤ (A �⇒B), which is equivalent to E ∼= A �⇒B as expected for a
natural order.
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previously supposed, the ontological category C(dog) is isomorphic to animate,
which means that there is a monomorphism from C(dog) to C(animate) which
is not an isomorphism: in other words, the category |dog| is strictly included
within the category |animate|. If all predicates obey this principle we retrieve a
hierarchical structure in our ontology, where the passage from general types to
ontological ones has made some parts of the hierarchy “collapse” into the same
span type, while other subtyping relations are preserved.

The construction presented here is admittedly rather abstract and gives no
clue about how to build such an ontology in practice. In [16], Retoré provides
an interesting discussion on what should be the base types of a semantic type
system, and quickly reviews the different set of types that have been proposed
so far. As he states himself, the choice of such a set depends notably “on one’s
philosophical convictions”, and this problem will not be solved here. However,
the type system presented in this paper can accomodate with any proposition,
because it actually generates the greatest number of types possible by default,
and as shown in this section this overgeneration does not preclude to refine the
set of types used in practice as long as it keeps the structure of a sub-hierarchy.
Thus the pure Montagovian system is retrieved when taking the span types
in a classical topos, Chatzikyriakidis and Luo’s proposition of common nouns
as types [5] is captured quite easily from our original type construction, and
intermediate sets as Sommers’ and others’ can also be used in such a framework.

3.3 A Short Account of Dot Objects

One of the main ideas of Asher [1] for his categorical model of TCL was to
propose a type-theoretic account for the so-called dot objects [2,15]. Dot objects
are lexical units which show the property of inherent polysemy: they can appear
in contexts that are generally contradictory in terms of type requirement. A
classical exemple of dot object is ‘book’, which can be treated as a physical
object (6a), or as an informational content (6b), even though physical objects
and informational content have distinct, non-overlapping spans.

(6) a. Mary picked up the book.
b. John didn’t understand the book.

Hence dot objects are entities with several separate aspects, that is, several types.
In Pustejovsky’s and Asher’s works, those objects are given a dot type, that is
a complex type structure where every type aspect is represented. In the case of
‘book’, if we call p the type of physical objects and i the type of informational
contents,11 the entry for ‘book’ would receive the type p • i.

The major concern about dot types is to understand where they should be
placed in the hierarchy. It is commonly admitted that dot types cannot be inter-
section types, as the intersection of two uncompatible types is naturally supposed
to be empty (cf. [1, Chap. 5] for discussion). Another hypothesis is to consider

11 In the remainder of this paper both types will be assumed to be ontological.
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such types to be pairs of types. As pointed out by Asher, this can be an interest-
ing solution provided that the different aspects of a dot object are kept separate,
instead of having the transformation only on the type side—that is, we do not
want to consider a dot type to be a direct subtype of its components. To sum
up, he introduces in his categorical model dot types as objects with “aspect pro-
jections” to some pullback objects.12 Those pullback are more precisely defined
from the relation between aspects of the dot object, lifted to power objects.
For ‘book’ of type p • i, let ex : i → P(p) and in : p → P(i) be those lifted
relations: then, p • i has projections to the pullback objects of the diagrams
i

ex−→ P(p) id←− P(p) and P(i) id−→ P(i) in←− p.
As explained by Pustejovsky [15], the relation between aspects is part of

the definition of a dot object, which means that for a given pair of types sev-
eral different relations—and consequently several different dot objects—can be
defined. The • operator only says that a relation exists, but does not provide
it explicitly. Pustejovsky proposed to define several dot operators •R1 , . . . , •Rn

,
one for each relation R1, . . . , Rn, for a proper account. In our topos, we can fol-
low this idea by introducing the relations explicitely as subobjects of a product.
Thus, the type of ‘book’ would be defined by an object book equipped with
a monomorphism . Such a definition is actually equivalent to
Asher’s proposition: indeed, the properties of power objects (which always exist
in a topos) state that the the relation object book implies the existence of the
two lifted morphisms bookp : p → P(i) and booki : i → P(p). Then the two
projections proposed by Asher can be retrieved from the following compositions:

where π1 : p × i → p and π2 : p × i → i are the canonical projections
of the product. Note that the morphisms above are not exactly the ones from
Asher, as their codomains are products instead of pullbacks, that is in this case
restricted products w.r.t. the satisfaction of the relation book; but Asher’s can
be obtained easily from those by epi-monic factorisations, which are always
possible in a topos (see [9] for details).

We have therefore a way for representing dot types without using the dot
notation, which thus permits placement of the relation between the different
aspects at the centre of the definition of such a type. Being a dot type in T
is equivalent to being a subobject of a product of types from Sub(e). When
browsing Sommers’ theory, it is difficult not to make the connection between
dot objects and heterotypical entities, because of this common ability to show
multiple types according to the context. Actually, some arguments pointing out
that the former may be a particular case of the latter can be given. Besides this

12 There is actually more subtleties in his construction, but they will not be detailled
here due to lack of space. The whole reasoning can be found in [1].
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multiple typing property, it is interesting to notice that in general, relations such
as book do not belong to Sub(e), because the product of two subobjects is not
itself a subobject. The projection morphisms from a product to its components
has no reason to be a monomorphism, unless all components but one are terminal
objects. Moreover, in general their compositions with subobjects of the product
do not create monomorphisms either, which is also an expected behaviour: in
the case of ‘book’, there are obviously many copies of the same book as well
as copies compiling several books in one physical object, which means in a set-
theoretic acceptance (for fixing ideas) several pairs with same image through the
projections. Thus if our type ontology is included in Sub(e), then dot objects
cannot be part of it—and this exactly is how heterotypicals behave. A last note
we should make here is that relation types like book, as a consequence of their
definition, are not ontological; and following Sommers’ philosophy the product
type p • i is not ontological either. But that does not mean that we cannot use
those types in practice. Rather, this should incite us to treat such types for what
they really describe: relations between ontological types.

4 Related Works and Future Perspectives

Several works which have been great sources of inspiration for the topos type sys-
tem presented here have been mentioned throughout this paper. It will thus not
be surprising that connections to those works could be made. As shown above,
the natural definition of types from language predicates share many common
points with the proposition of common nouns as types advocated by Luo and
Chatzikyriakidis [5]. Moreover, the organisation of types in a Heyting algebra
of subobjects allows parallels with Luo’s coercive subtyping [12], as categorical
properties make compositions coercive rather than subsumptive: if we have in
our topos T defined above a predicate P : A → t to be applied to an entity x of
type B (that is, a global element x : 1 → B) with B subtype of A, then the only
way to compose both morphisms in T a priori is to use the monomorphism f
between B and A. This leads to the morphism P ◦ f ◦ x, where f is a subtyping
coercion in the sense of Luo. It is also worth noticing that his complete theory
partially originates from Martin-Löf’s intuitionistic type theory: as natural basis
for intuitionistic logic, topoi could be useful for a categorical-based account of
this approach.

The connection between the initial proposition of Asher [1] for TCL and the
present work is also unsurprising, as the latter is mainly a deeper look into the
properties of topoi and their consequenses on type systems, heavily inspired by
the former. However, nothing has been said about the contravariance problem
for subtyping between monadic predicates in this paper. A categorical-based
argument can be given to advocate for the existence of a covariant subtyping of
first-order arrow types, and more developments on this idea could be given in
the future. The work of Retoré and Mery on ΛTyn (see [16]), a framework based
on Girard’s system F, has also been mentioned here, but further investigations
seem to be necessary to determine whether the present work could be extended
to a semantic model of their system.
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As for the question of type ontologies, it has been argued above that the
topos-based system described in these pages can be adapted to any set of base
types, depending on one’s philosophical convictions on that matter, including the
traditional Montagovian system. It has also been shown that this type system
shares interesting and welcome similarities with the theory of Fred Sommers.
The ontological tree he proposed [20] can be reconstructed as a substructure
of the algebra Sub(e) in a natural way, and the topos even seems to give a
faithful account of the case of heterotypical composites as lying outside the
tree structure. Although Sommers’ theory has been questioned extensively in
the 70s, it seems to have been somewhat forgotten since. However his view
on ontologies could have useful applications in the fields of formal and lexical
semantics. This has been also recently advocated by Saba [18], and the present
work might serve as a logical basis for such approaches. It is also worth noticing
that Sommers, as follower of the theory of meaning-in-use, proposed a concrete
way of building his ontology from language. An actual hierarchy could thus be
obtained by implementing and running his method on corpora.

This paper presented a sketch of what would be a type system based on topoi,
introducing a specific instance of a topos which shows how to construct various
kind of types (“classical”, ontological, heterotypical), and how to organise them
in a hierarchical structure able to produce the type systems usually assumed
in formal and lexical semantics. Moreover, two main properties that have to
be satisfied by the topos have been drawn: monomorphisms should represent
subtyping relations, and the topos should be non-classical. As it has been pointed
out several times in these pages, such a categorical type system should naturally
lead to a typed λ-calculus, using objects of the topos as types and morphisms as
terms. The formal construction and the properties of such a calculus are still to
be explored, and should therefore constitute the general outline of future work on
this subject. More particularly, the question of how this system can be improved
in order to give new tools for a fine-grained account of type shifts, coercion and
copredication phenomena will be investigated at some point.
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Abstract. The subregular approach has revealed that the phonologi-
cal surface patterns found in natural language are much simpler than
previously assumed. Most patterns belong to the subregular class of tier-
based strictly local languages (TSL), which characterizes them as the
combination of a strictly local dependency with a tier-projection mech-
anism that masks out irrelevant segments. Some non-TSL patterns have
been pointed out in the literature, though. We show that these outliers
can be captured by rendering the tier projection mechanism sensitive
to the surrounding structure. We focus on a specific instance of these
structure-sensitive TSL languages: input-local TSL (ITSL), in which the
tier projection may distinguish between identical segments that occur in
different local contexts in the input string. This generalization of TSL
establishes a tight link between tier-based language classes and ISL trans-
ductions, and is motivated by several natural language phenomena.

Keywords: Subregular hypothesis · TSL · Phonotactics ·
Input strictly local functions · Generative capacity

1 Introduction

The subregular hypothesis ([16] and references therein) posits that every
language’s set of phonologically well-formed surface strings—its phonotactic
patterns—belongs to a proper subclass of the regular languages. The class of
tier-based strictly local languages (TSL) has been of particular interest in this
respect [17]. TSL is inspired by autosegmental phonology [12] and combines
two components: (i) an n-gram based mechanism to enforce local constraints
on adjacent segments, and (ii) a tier projection mechanism that “masks out”
irrelevant parts of the string. Long-distance dependencies are thus reanalyzed as
local dependencies over strings with masked out segments.

While TSL covers a wide range of data, recent literature has reported several
instances of complex phenomena—from Samala sibilant harmony to unbounded
tone plateauing—that cannot be characterized in these terms [14,15,24, a.o.].
We argue that all these counterexamples can be accounted for by extending the
tier projection mechanism. We redefine TSL as a cascade of three string trans-
ductions, one of which is the tier projection mechanism. In standard TSL, the
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tier projection is an input strictly local function of locality 1 (1-ISL) in the sense
of Chandlee [5, Definition 4]. By allowing for more complex string transductions,
one obtains the much more powerful class of structure sensitive TSL (SS-TSL).
Within this wide range of options, we focus on the natural generalization from 1-
ISL to n-ISL. This means that projection of a segment s does not merely depend
on s alone but may also consider the locally bounded context u1 · · · um v1 · · · vn
in which s occurs. The resulting class of input tier-based strictly local (ITSL) lan-
guages greatly expands the empirical coverage of TSL while retaining essential
formal properties.

The paper is structured as follows. Section 2 introduces mathematical nota-
tion that is essential for studying subregular languages. The fundamental prop-
erties of strictly local (SL) and tier-based strictly local (TSL) languages are
presented in Sect. 3. There, we also introduce the first major innovation of this
paper, the generalization from standard TSL to SS-TSL. We then define ITSL,
the most natural subclass of SS-TSL. Section 4 studies the formal properties of
ITSL, and relates it to the rest of the subregular hierarchy. We then expand
on this with results on the intersection closures of TSL and ITSL, respec-
tively (Sect. 5). Finally, Sect. 6 discusses the implications of these results for
learnability.

2 Preliminaries

This paper discusses TSL and our generalization of its projection function. As we
compare the resulting new languages to several subregular classes besides TSL, a
fair amount of mathematical machinery is required. We assume familiarity with
set notation on the reader’s part.

Given a finite alphabet Σ, Σ∗ is the set of all possible finite strings of sym-
bols drawn from Σ. A language L is a subset of Σ∗. The concatenation of two
languages L1L2 = {uv : u ∈ L1 and v ∈ L2}. For every string w and every non-
empty string u, |w| denotes the length of the string, |w|u denotes the number
of occurrences of u in w, and ε is the unique empty string. Left and right string
boundaries are marked by �, � /∈ Σ respectively.

A string u is a k-factor of a string w iff ∃x, y ∈ Σ∗ such that w = xuy and
|u| = k. The function Fk maps words to the set of k-factors within them:

Fk(w) := {u : u is a k-factor of w if |w| ≥ k, else u = w}
For example, F2(aab) = {aa, ab}. The domain of Fk is generalized to languages
L ⊆ Σ∗ in the usual way: Fk(L) =

⋃
w∈L Fk(w). We also consider the function

which counts k- factors up to some threshold t.

Fk,t(w) := {(u, n) : u is a k-factor of w and n = min(|w|u, t)}
For example F2,5(aaaaab) = {(aa, 4), (ab, 1)}, but F2,3(aaaaab) = {(aa, 3),
(ab, 1)}.

In order to simplify some proofs, we rely on first-order logic characterizations
of certain string languages and string-to-string mappings. We allow standard
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Boolean connectives (∧, ∨, ¬, →), and first-order quantification (∃, ∀) over
individuals. We let x ≺ y denote precedence, x ≈ y denote identity, and x, y
denote variables ranging over positions in a finite string w ∈ Σ∗. Note that ≺ is
a strict total order.

The remaining logical connectives are obtained from the given ones in the
standard fashion, and brackets may be dropped where convenient. For example,
immediate precedence is defined as x � y ⇔ x ≺ y ∧ ¬∃z[x ≺ z ∧ z ≺ y]. We add
a dedicated predicate for each label σ ∈ Σ we wish to use: σ(x) holds iff x is
labelled σ, where x is a position in w.

Classical results on definability of strings represented as finite first-order
structures are then used [26]. If Σ = {σ1, . . . , σn}, then a string w ∈ Σ∗ can be
represented as a structure Mw in the signature(σ1(·), . . . , σn(·),≺). If ϕ is a logi-
cal formula without any free variables, we use L(ϕ) = {w ∈ Σ∗ | Mw satisfies ϕ}
as the stringset extension of ϕ .

3 Structure-Sensitive TSL Languages

There is a rich literature exploring the subclasses that the regular languages
can be divided into [4,9,27,32, a.o.]. Among these subregular classes, tier-based
strictly local languages (TSL; [17]) have received particular attention due to their
ability to provide natural descriptions of phonological well-formedness conditions
(see also [13,19,29]). TSL extends the class of strictly local languages (SL) with
a tier projection mechanism that renders non-local dependencies in a string
local over tiers. The projection mechanism is very limited though, as it only
considers a segment’s label but not its structural context. This is too restrictive
for phonology, which is why we extend TSL to a class of languages sensitive
to structural information: TSL where tier projection can take local information
into account.

3.1 Strictly Local and Tier-Based Strictly Local Languages

SL is the class of languages that can be described in terms of a finite number of
forbidden substrings. Intuitively, SL languages describe patterns which depend
solely on the relation between a bounded number of consecutive symbols in a
string—there are no long-distance dependencies.

Definition 1 (SL). A language L is strictly k-local (SLk) iff there exists a
finite set S ⊆ Fk(�k−1Σ∗

�
k−1) such that

L = {w ∈ Σ∗ : Fk(�k−1w�
k−1) ∩ S = ∅}.

We also call S a strictly k-local grammar, and we also use L(S) to indicate the
language generated by S. A language L is strictly local iff it is SLk for some
k ∈ N.
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For example, (ab)n is a strictly 2-local language over alphabet {a, b} because it
is generated by the grammar G := {�b, bb, aa, a�}.1

Even though this paper is concerned with extensions of SL, many of our
proofs make use of a particular characterization of SL in terms of k-local suffix
substitution closure [30].

Definition 2 (Suffix Substitution Closure). For any k ≥ 1, a language L
satisfies k-local suffix substitution closure iff for all strings u1, v1, u2, v2, for any
string x of length k−1 if both u1 ·x ·v1 ∈ L and u2 ·x ·v2 ∈ L, then u1 ·x ·v2 ∈ L.

Theorem 1. A language is SLk iff it satisfies k-local suffix substitution closure.

The language L := a∗ba∗, for example, is not SL because for any k we can pick
two strings ambak ∈ L and akban ∈ L and recombine them into ambakban /∈ L.
However, this language is TSL.

TSL is an extension of SL where k-local constraints only apply to elements of
a tier T ⊆ Σ. An erasing function (also called projection function) is introduced
to delete all symbols that are not in T . Given some σ ∈ Σ, the erasing function
ET : Σ → Σ ∪ {ε} maps σ to itself if σ ∈ T and to mptystring otherwise.

ET (σ) :=

{
σ if σ ∈ T

ε otherwise

We extend ET from symbols to strings in the usual pointwise fashion.

Definition 3 (TSL). A language L is tier-based strictly k-local (TSLk) iff
there exists a tier T ⊆ Σ and a finite set S ⊆ Fk(�k−1T ∗

�
k−1) such that

L = {w ∈ Σ∗ : Fk(�k−1ET (w)�k−1) ∩ S = ∅}

We also call S the set of forbidden k-factors on tier T , and 〈S, T 〉 is a TSLk

grammar.

As can be gleaned from Definition 3, a language L is TSL iff it is strictly k-local
on tier T for some T ⊆ Σ and k ∈ N. This will be important for many proofs.

For a concrete example, consider once more L := a∗ba∗ such that aba, aabaa,
aaaba ∈ L but abaabaa, ababaa /∈ L. This language is generated by the TSL2

grammar 〈{��, bb} , {b}〉 over Σ = {a, b}, which bans every string whose tier is
empty (no b) or contains more than one b.

1 A comment regarding edge markers. For S to be k-local, it needs to contain only
factors of length k. Thus, strings are augmented with enough edge markers to ensure
that this requirement is satisfied. However, it is often convenient to shorten the k-
factors in the definition of strictly k-local grammars and write down only one instance
of each edge marker. with the implicit understanding that it must be augmented to
the correct amount. So � � a is truncated to �a. We adopt this simpler notation
throughout the paper, unless required to make a definition clearer.
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3.2 Insufficiency of TSL

While TSL enjoys wide empirical coverage in phonology, some non-TSL phenom-
ena have been pointed out in the literature [14,15,24]. As a concrete example,
consider the case of sibilant harmony in Samala, where an unbounded depen-
dency can override a local one (see [2] for the original data set and [24] for a
subregular analysis). Samala displays sibilant harmony such that [s] and [S] may
not co-occur anywhere within the same word (cf. Ex. (1a)). There is also a ban
against string-adjacent [st], [sn], [sl], which is resolved by dissimilation of [s] to
[S] (cf. Ex. (2a) and (2b)). However, dissimilation is blocked if the result would
violate sibilant harmony. Thus /sn/ surfaces as [Sn] unless the word contains [s]
somewhere to the right, in which case it is realized as [s] (cf. Ex. (2a) and (3a)).

(1) a. /k-su-Sojin/ → [kSuSojin]

(2) a. /s-niP/ → [SniP]
b. /s-niP/ → ∗[sniP]

(3) a. /s-net-us/ → [snetus]
b. /s-net-us/ → ∗[Snetus]

This pattern is not TSL. Pick some sufficiently large m and consider the
strings [sne(ne)mtus] and [ne(ne)mtus], which are well-formed according to the
generalization above. In stark contrast, the minimally different [sne(ne)mtu] is
ill-formed. In order to regulate this dependency, we need a TSL grammar whose
tier contains at least [s] and [n]. But then the tiers of these three strings are of
the form snnms, nnms, and snnm, respectively. By suffix substitution closure, it
is impossible for an SL grammar to allow the former two while forbidding the
latter. But if the tier language is not SL, the original language is not TSL, either.
Note that projecting additional symbols does not change anything with respect
to suffix substitution closure, so the problem is independent of what subset of
Σ one chooses as the tier alphabet.

The central shortcoming of TSL is that it only provides a choice between
projecting no instance of [n], which is obviously insufficient, and projecting
every instance of [n], which renders the dependency between sibilants non-local
over tiers. But suppose that one could instead modify the projection function
such that an [n] is projected iff it is immediately preceded by a sibilant. Then
[sne(ne)mtus] and [ne(ne)mtus] have the tiers sns and s, whereas [sne(ne)mtu]
has the tier sn. An SL3 grammar can easily distinguish between these, permit-
ting the former two but not the latter. Such a modified version of TSL will also
be able to block [snetu] while allowing for [senetu] as their respective tiers are
sn and s. Apart from this Samala example, reported non-TSL patterns that can
be accounted for by inspecting the local context of a segment before projecting
it include nasal harmony in Yaka [33], unbounded stress of Classical Arabic (see
[3] and references therein), Korean vowel harmony [14], and cases of unbounded
tone plateauing [20, a.o.].

More recently, other patterns have been reported for which it seems to be nec-
essary to extend TSL projections to consider more than just local contexts in the
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input string. Mayer and Major [23], based on a suggestion by Graf (p.c.), make
tier-projection sensitive to preceding segments on the tier in order to capture
backness harmony in Uyghur. Graf and Mayer [15] analyze Sanskrit retroflexion
in terms of an even more general class whose projection function considers the
local contexts in both the input string and the already constructed tier.

Crucially, all these extensions allow the erasing function ET to consider addi-
tional structural factors. We call all languages in which the projection function
has been extended along these lines structure-sensitive TSL. This is a very loosely
defined class, but as we explain next the idea can be made more precise by view-
ing TSL-like grammars as a cascade of three string transductions.

3.3 TSL as the Composition of Three Transductions

For every TSL grammar G := 〈S, T 〉, one can construct a sequence of transduc-
tions that generates exactly the same string language:

1. The projection transduction ET rewrites every symbol s ∈ T as s and deletes
every s′ /∈ T .

2. The grammar transduction idS is the identity function over L(S).
3. The filler transduction FT is the inverse of ET .

Their composition ET ◦ idS ◦FT is a partial, non-deterministic finite-state trans-
duction. The image of Σ∗ under this transduction is exactly L(G). All the recent
extensions of TSL keep idS the same, but they change the nature of ET (and
hence FT ). Without further limitations on ET , every recursively enumerable
string language can be generated this way. But from a linguistic perspective,
this is immaterial as only very limited kinds of SS-TSL have been proposed.
These classes generalize ET to ISL or OSL functions as originally defined in [5].
We only consider the former here and leave the latter for future work.

3.4 Input-Sensitive TSL

Adding input-sensitivity to TSL only requires a minor change to the definition
of ET . In order to simplify the exposition later on, we take inspiration from [7]
and define ISL projections in terms of local contexts.

Definition 4 (Contexts). A k-context c over alphabet Σ is a triple 〈σ, u, v〉
such that σ ∈ Σ, u, v ∈ Σ∗ and |u| + |v| ≤ k. A k-context set is a finite set of
k-contexts.

Definition 5 (ISL Projection). Let C be a k-context set over Σ (where Σ is
an arbitrary alphabet also containing edge-markers). Then the input strictly k-
local (ISL-k) tier projection πC maps every s ∈ Σ∗ to π′

C(�k−1, s�
k−1), where

π′
C(u, σv) is defined as follows, given σ ∈ Σ ∪ {ε} and u, v ∈ Σ∗:

ε if σav = ε,
σπ′

C(uσ, v) if 〈σ, u, v〉 ∈ C,
π′
C(uσ, v) otherwise.
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Note that an ISL-1 tier projection only determines projection of σ based on σ
itself, just like ET does for TSL. This shows that ISL-k-tier projections are a
natural generalization of ET even though they are no longer defined in terms of
some T ⊆ Σ. The definition of ITSL languages then closely mirrors the one for
TSL.

Definition 6 (ITSL). A language L is m-input local k-TSL (m-ITSLk) iff
there exists an m-context set C and a finite set S ⊆ Σk such that

L = {w ∈ Σ∗ : Fk(�k−1πC(w)�k−1) ∩ S = ∅}.

A language is input-local TSL (ITSL) iff it is m-ITSLk for some k,m ≥ 0. We
call 〈S,C〉 an ITSL grammar.

Let us return to the interaction of local dissimilation and non-local harmony
in Samala. This process can be handled by an 2-ITSL3 grammar 〈S,C〉 with

– S := {sS, Ss, snx} where x ∈ {Σ − s},
– C contains all of the following contexts, and only those:

• 〈s, ε, ε〉
• 〈S, ε, ε〉
• 〈n, s, ε〉

Since this phenomenon could not be handled with TSL, ITSL properly extends
TSL.

Theorem 2. TSL � ITSL

For the sake of rigor, we also provide a formal proof.

Proof. TSL ⊆ ITSL is trivial. Now consider the language L = a{a, b}∗b ∪
b{a, b}∗a over alphabet Σ = {a, b}. It is generated by the 2-ITSL2 grammar
〈S,C〉 with S = {aa, bb, ��} and C := {〈σ, �, ε〉 , 〈σ, ε, �〉 | σ ∈ Σ}. But L is
not TSL. Pick some arbitrary TSLk grammar 〈S, T 〉 and strings s := ambn ∈ L,
t := bnao ∈ L, and u := ambnao /∈ L (m,n, o > k). These three strings witness
that no matter how one chooses T ⊆ Σ, the resulting tier language is not closed
under suffix substitution closure. Thus, L is not k-TSL for any k.

ITSL is clearly more powerful than TSL, but the question is how much addi-
tional power the move to ISL projections grants us. We do not want ITSL to
be too powerful as it should still provide a tight characterization of the limits
of natural language phonology. The next section shows that ITSL is still a very
conservative extension of TSL that is subsumed by the star-free languages and
largely incomparable to any other subregular classes.
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4 Formal Analysis

It is known that TSL is a proper subclass of the star-free languages (SF) and
is incomparable to the classes locally testable (LT), locally threshold-testable
(LTT), strictly piecewise (SP), and piecewise testable (PT) [17]. In addition,
TSL is not closed under intersection, union, complement, concatenation, or rela-
beling (this is common knowledge but has not been explicitly pointed out in the
literature before). The same holds for ITSL. This is not too surprising as ITSL
is a fairly minimal extension of TSL, and many of the proofs in this section are
natural modifications of the corresponding proofs for TSL.

4.1 Relations to Other Subregular Classes

First we have to provide basic definitions for subregular classes we wish to com-
pare to ITSL.

Definition 7 (Locally t-Threshold k-Testable). A language L is locally t-
threshold k-testable iff ∃t, k ∈ N such that ∀w, v ∈ Σ∗, if Fk,t(w) = Fk,t(v)
then w ∈ L ⇔ v ∈ L.

Intuitively locally threshold testable (LTT) languages are those whose strings
contain a restricted number of occurrences of any k-factor in a string. Practically,
LTT languages can count, but only up to some fixed threshold t since there is a
fixed finite bound on the number of positions a given grammar can distinguish.
Properly included in LTT, the locally testable (LT) languages are locally threshold
testable with t = 1.

We show that LT and ITSL are incomparable. Since TSL and LTT are known
to be incomparable [17], the incomparability of LTT is an immediate corollary.

Theorem 3. ITSL is incomparable to LT and LTT.

Proof. That ITSL is no subset of LT or LTT follows from the fact that ITSL
subsumes TSL, which is incomparable to both.

We now show that LT � ITSL. Let L be the largest language over Σ =
{a, b, c} such that a string contains the substring aa only if it also contains the
substring bb. This language is LT but cannot be generated by any m-ITSLk

grammar G, irrespective of the choice of k and m.
Suppose G generates at least strings of the form c∗aac∗bbc∗ ∈ L and c∗bbc∗ ∈

L, but not c∗aac∗ /∈ L. Then G must project both aa and bb, wherefore c∗aac∗

and c∗bbc∗ each license projection of aa and bb, respectively (projection of one
of a or b cannot depend on the other because the number of cs between the two
is unbounded). But then strings of the form (c∗aac∗)+bb(c∗aac∗)+ ∈ L yield a
tier language (aa)+bb(aa)+. By suffix substitution closure, G also accepts any
tier of the form (aa)+. Therefore, L(G) � (c∗aac∗)+ /∈ L.

Next consider the strictly piecewise (SP) and piecewise testable (PT) lan-
guages [10,28,31]. These are already known to be incomparable with SL, TSL,
and LTT. For any given string w, let P≤k(w) be a function that maps w to the
set of subsequences up to length k in w.
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Definition 8 (Piecewise k-Testable). A language L is piecewise k-testable iff
∃k ∈ N such that ∀w, v ∈ Σ∗, if P≤k(w) = P≤k(v) then w ∈ L ⇔ v ∈ L. A
language is piecewise testable if it is piecewise k-testable for some k.

Properly included in PT, SP languages mirror the definition of SL languages
by replacing Fk(w) with Pk(w) in Definition 1. In short, piecewise languages are
sensible to relationships between segments based on precedence (over arbitrary
distances) rather than adjacency (immediate precedence).

Theorem 4 ITSL is incomparable to SP and PT.

Proof ITSL � SP, PT follows from the fact that ITSL includes TSL, which is
incomparable to both. In the other direction, consider the SP language L that
consists of all strings over Σ = {a, b, c, d, e} that do not contain the subsequences
ac or bd. This language is not ITSL. In order to correctly ban both ac and
bd, at least one instance of a, b, c, and d must be projected in each string.
Consequently, for each symbol there must be some fixed context that triggers
its projection. Assume w.l.o.g. that one of these contexts is 〈b, u, v〉. Consider
the strings s := a(emubv)n ∈ L, t := (emubv)nc ∈ L, and u := a(emubv)nc /∈ L,
for sufficiently large m and n. The respective tiers are s′ := abn, t′ := bnc, and
u′ := abnc. By suffix substitution closure, no SL language can contain s′ and t′

to the exclusion of u′, wherefore L is SP (and PT) but not ITSL.

The last subregular class relevant to our discussion is SF. Multiple charac-
terizations are known, but we will use the one in terms of first-order logic as it
greatly simplifies the proof that ITSL is subsumed by SF.

Definition 9 (Star-Free). Star-free (SF) languages are those that can be
described by first order logic with precedence.

Theorem 5. ITSL � SF.

Proof. Subsumption follows from the fact that every ITSL language can be
defined in first-order logic with precedence. Proper subsumption then is a corol-
lary of LT, PT ⊆ SF together with Theorems 3 and 4.

We briefly sketch the first-order definition of ITSL. First, the successor rela-
tion � is defined from precedence in the usual manner. Then, for every context
c := 〈σ, u1 · · · um, um+1 · · · un〉 one defines a predicate C(x) as

∃y1, . . . , ym+n

[
σ(x)∧

∧
1≤i<m

yi � yi+i ∧ ym � x ∧ x � ym+1 ∧
∧

m+1≤i<n

yi � yi+i ∧
∧

1≤i≤n

ui(yi)
]

The context predicates form the basis for the ITSL tier predicate

T (x) ⇔
∨

C is a context predicate

C(x)

which in turns allows us to relativize precedence to symbols on the tier:
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x �T y ⇔ T (x) ∧ T (y) ∧ x ≺ y ∧ ¬∃z[T (z) ∧ x ≺ z ∧ z ≺ y]

The set of forbidden k-factors then is just a conjunction of negative literals with
�T as the basic relation.

4.2 Closure Properties

The previous section established that ITSL is a natural generalization of TSL
in the sense that it displays the same (proper) subsumption and incomparabil-
ity relations with respect to other classes. We now show that this parallelism
between TSL and ITSL also carries over to the standard closure properties. Just
like TSL, ITSL is not closed under intersection, union, complement, concatena-
tion, or relabeling.

We start with non-closure under intersection.

Lemma 1. ITSL is not closed under intersection.

Proof. Consider again the SP language L that consists of all strings over
{a, b, c, d, e} that do not contain the subsequences ac or bd. As shown in The-
orem 4, this language is not ITSL. But L is the intersection of two TSL (and
hence ITSL) languages L1 and L2 s.t. T1 = {a, c}, S1 = {ac} and T2 = {b, d},
S2 = {bd}. Thus closure under intersection does not hold.

Lemma 2. ITSL is not closed under concatenation.

Proof. Let L be the union of ab {a, b, c}∗
a and ba {a, b, c}∗

b. This language is
ITSL. The context set is C := {〈σ, �, ε〉 , 〈σ, ε, �〉 , 〈σ, �σ′, ε〉 | σ, σ′ ∈ a, b, c},
and the only allowed k-factors are �aba� and �bab�. Now consider the string
s1 := abckbckb, which is not in the concatenation closure of L. Nor is its iteration
sm1 . But the concatenation closure of L does contain s2 := sm1 absm1 , as this is
an instance of ab {a, b, c}∗

a concatenated with ba {a, b, c}∗
b. Every k-context of

sm1 is also a k-context of s2. Hence every m-factor of sm1 is also an m-factor of
s2. Therefore it is impossible for any k-ITSLm grammar G to contain s2 to the
exclusion of s1. It follows that the concatenation closure of L is not k-ITSL for
any k.

Lemma 3. ITSL is not closed under union.

Proof. Let C := {〈a, ε, ε〉 , 〈b, ε, ε〉} and consider the SL2 languages a+b+ and
b+a+. Let Lab and Lba be the respective images of these languages under π−1

C

given alphabet {a, b, c}. That is to say, Lab := (c∗a)+(c∗b)+c∗ and Lba :=
(c∗b)+(c∗a)+c∗. By definition, Lab and Lba are ITSL languages, but their union
L is not. Note that s1 := (cka)mck /∈ L, whereas s2 := sm1 (ckbk)mck ∈ L and
s3 := (ckbk)msm1 ck ∈ L. Every k-context of s1 also occurs in s2 and s3. This
implies that no matter what k-context set one picks, all the m-factors of the tier
of s1 are also m-factors of the tiers of s2 or s3. As with concatenation closure,
this makes it impossible to ban s1 while allowing for s2 and s3.
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The same string embedding strategy can also be used for relative complement.

Lemma 4. ITSL is not closed under relative complement.

Proof. For simplicity, we only prove non-closure under complement relative to
Σ∗ (this suffices because Σ∗ is ITSL). Let C be as before, and consider the SL2

language a+b. The image under π−1
C is the ITSL language L := (c∗a)+c∗bc∗.

Consider the string s1 := (cka)mckbck ∈ L. The complement L of L does not
contain s1, but it contains its mirror immage s−1 := ckbck(ack)m and the con-
catenation of s1 with itself: s11 := (cka)mckbck(cka)mckbck ∈ L. But as before,
every conceivable k-context of s1 is also a k-context of and s−1 and s11. Any
illicit m-factor in the tier of s1 will also occur in the tier of s−1 or s11. Again
once cannot rule out s1 without also ruling out s−1 or s11, which proves that L
is not ITSL.

For non-closure under relabeling, a much simpler strategy suffices. Simply
consider the SL (and thus ITSL) language Lab = (ab)+. A relabeling that
replaces b by a maps Lab to Laa = (aa)+, which isn’t even star-free.

Theorem 6. ITSL is not closed under intersection, union, relative complement,
concatenation, and relabelings.

While these closure properties may seem unappealing from a mathematical per-
spective, they mirror exactly the closure properties of TSL. This confirms our
original claim that ITSL is a natural generalization of TSL. In addition, the lack
of most of the canonical closure properties is welcome from a linguistic perspec-
tive because natural languages do not seem to display these closure properties
either. That said, closure under intersection is a linguistically important prop-
erty, which is why we explore it in depth in the next section.

5 Intersection Closure of TSL and ITSL

Lack of closure under intersection is problematic as it entails that the com-
plexity of phonological dependencies is no longer constant under factorization.
Depending on whether one treats a constraint as a single phenomenon or the
interaction of multiple phenomena, the upper bound for phonological complex-
ity will shift. Neither TSL nor ITSL are closed under intersection, yet they both
are reasonable formal approximations of phonological dependencies. In order to
understand what (I) TSL claims about individual phenomena imply about the
complexity of phonology as a whole, we need a good formal understanding of
the intersection closure of TSL (Sect. 5.1) and ITSL (Sect. 5.2).

5.1 Intersection Closure of TSL Languages

The intersection of two TSL languages can be regarded as a language that is
produced by a single TSL grammar that projects multiple tiers. For this reason,
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Regular SF

LTT LT

SL

PT SP

MITSL

ITSL

MTSL

TSL

FIN

Fig. 1. Proper inclusion relationships of subregular classes. Subsumption goes left-to-
right. We establish MTSL, ITSL, and MITSL.

we refer to the intersection closure of TSL as multi-TSL (MTSL). We write
n-MTSLk to indicate a grammar where n is the number of tiers and k is the
locality of the tier-constraints. Note that we frequently omit k and n to reduce
clutter.

Definition 10. An n-tier strictly k-local (n-MTSLk) language L is the inter-
section of n distinct k-TSL languages (k, n ∈ N).

MTSL is a proper superclass of TSL, which is witnessed by the language
we used to prove non-closure under intersection for ITSL. This also shows that
MTSL is not subsumed by ITSL. The opposite does not hold either.

Lemma 5. ITSL � MTSL.

Proof. Assume Σ = {a, b}, and consider the language LFL = a{a, b}∗b ∪
b{a, b}∗a. This language is ITSL. Suppose LFL were the intersection of n dis-
tinct TSL languages L1, . . . , Ln. Since a{a, b}∗a /∈ L, there would have to be
at least one Li projecting every a on the tier, and banning aa. But then this
language also incorrectly rules out aa+b. Thus, L /∈ n-MTSL for any number of
intersecting TSL languages.

Theorem 7. MTSL and ITSL are incomparable.

Regarding the place of MTSL with respect to the other subregular classes,
we can reuse most of the previous results. That MTSL � LTT, PT is entailed
by TSL � LTT, PT. To see why LTT � MTSL, consider Σ = {a, b, c} and a
sentential logic formula ϕ : aa → bb s.t. L = {w ∈ Σ∗ | w � ϕ}. Following
the same reasoning as in the proof for Theorem3, it is easy to see that this
language is 2-LT (thus, LTT) but not MTSLn. For PT � MTSL, we take the
same example and assume that the predicates in ϕ are based on precedence
instead of immediate precedence. Again following the reasoning in Theorem3,
this language is PT, but not n-MTSL for any n. Finally, MTSL � SF follows
trivially from the fact that every TSL language is SF [17] and that SF languages
are closed under finite intersection.

Theorem 8. MTSL is incomparable to LT and PT, and MTSL � SF.
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5.2 Intersection Closure of ITSL Languages

The definition of MTSL extends in the expected manner to ITSL.

Definition 11 (MITSL). A multiple m-input local TSL ((m,n)-MITSLk) lan-
guage is the intersection of n distinct m-ITSLk languages (k,m, n ∈ N).

Since ITSL is not closed under intersection, we have ITSL � MITSL, which
in turn implies MTSL � MITSL because MTSL and ITSL are incomparable.
Just like TSL, MTSL, and ITSL, MITSL is incomparable to LTT and PT. That
MITSL � LTT, PT follows from their incomparability to TSL, ITSL and MTSL,
which MITSL properly subsumes. For the other direction, we can simply refer
to the counter-examples used in Theorem 7, which are not MITSL irrespective
of the number of tiers projected by the grammar.

Theorem 9. MITSL is incomparable to LTT and PT.

The incomparability to LTT and PT also entails MITSL � SF (MITSL ⊆
SF follows from the FO definability of ITSL and the closure of SF under inter-
section).

Lemma 6. ITSL � MITSL � SF.

This shows that MTSL, ITSL, and MITSL are all natural generalizations of TSL
that preserve the relation to other language classes. This extends even to their
closure properties: TSL and ITSL have exactly the same closure properties with
respect to intersection, union, complement, concatenation, and relabeling, and
the multi-tier variants only gain closure under intersection (the proofs for ITSL
carry over with simple modifications). In addition, TSL is the natural special
case of MITSL with only one tier and ISL1 tier projection.

From a linguistic perspective, this means that even though TSL is inadequate
in multiple respects, the insights it yields are preserved with only minor modifi-
cations. TSL is not sufficiently expressive for all phonotactic dependencies, but
the move from TSL to ITSL is conceptually natural and does not affect common
closure properties. TSL complexity results also do not carry over from individual
processes to the whole system, but the extension of TSL to MTSL via multiple
tiers is linguistically appealing and once again does not affect closure properties
or the relation to other language classes. Quite simply, TSL is but one particular
point in a whole region of TSL-like classes, all of which behave very similar with
respect to closure properties and their relative place in the subregular hierarchy.

6 Learnability Considerations

In this paper we have explored the effects of generalizing the tier projection func-
tion for TSL languages to allow for structure-sensitivity. As long as one limits
structure-sensitivity to locally bounded contexts, the shift is very natural and
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mathematically well-behaved. In particular, ITSL allows for additional expres-
sivity while still excluding many unnatural patterns from the classes LT, LTT,
SP, PT, and SF (Fig. 1 on page 12).

But generative capacity is not the only linguistically relevant property of
language classes. Learnability is also crucial and has profound implications for
natural language acquisition [18]. The extensions we have proposed in this paper
do not alter the learnability of TSL in the limit from positive text. While the
whole class of TSL is not learnable in this paradigm because it properly subsumes
the class FIN of all finite languages, TSLk for k ≥ 0 is finite and thus learnable
[11]. This finiteness also holds for our extensions of TSL as long as all parameters
are bounded.

Theorem 10. Given fixed k, m, and n, (n,m)-MITSLk languages are learnable
in the limit from positive text.

This still leaves open, though, whether these languages are efficiently learn-
able. We expect this to be the case given the existence of efficient learners for
ISL and TSL [6,21,22]. Moreover, [25] propose an efficient algorithm for MTSL2

building on the notion of a 2-path exploited by [21]. In a similar fashion, it should
be possible to infer local contexts in the projection of tier-segments.

Conjecture 1. (n,m)-MITSLk languages are efficiently learnable from a polyno-
mial sample size in polynomial time.

The phonotactic phenomena studied so far suggest tight bounds on m, n, k
as relevant to the class of human languages [1,15]. Typological explorations thus
offer important insights into human learning abilities [8,30].

7 Conclusions

TSL languages have been proposed as a good computational hypothesis for the
complexity of phonotactic patterns. However, their tier projection function is too
limited because it is context agnostic. A wide range of empirical phenomena can
be captured if one equips TSL with an input-strictly local projection mechanism
in the sense of Chandlee [5]. The resulting new class of ITSL has the same closure
properties as TSL and extends generative capacity only by a small amount. In
particular, ITSL occupies a similar position to TSL in the subregular hierarchy.

This paper has explored but one point in a whole region of TSL-like language
classes. For instance, we completely omitted OTSL [23] and IOTSL [15]. We also
limited ourselves to comparisons to well-established classes such as LTT, ignoring
more recently defined classes [13,34]. One major reason for this limit in scope
is the lack of fertile characterizations of TSL and ITSL languages. Whereas
suffix substitution closure makes it very easy to show that a string language
is not strictly local, TSL and ITSL introduce the additional parameter of tiers
and contexts that are hard to quantify over in practice. We were able to use
string embeddings to create subsumption relations between the contexts and k-
factors of specific strings, but this technique is not nearly as versatile as suffix
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substitution closure. The lack of an equally elegant characterization of TSL and
its variants is a serious impediment to a full exploration of the TSL region.
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1 Introduction

The history of dynamic semantic theories can be seen as a series of generaliza-
tions of what sentence meaning is taken to be, in order to account for the range
of constructions out of which and into which it turns out that a pronoun can
be bound. The pioneering work of [12,14,17] was developed in order to account
for cases like (1). Covariation between donkeys and the interpretation if it can-
not straightforwardly1 be accounted for in a static semantic system according
to which the interpretation of a sentence is its truth conditions, or its set of
verifying assignments, as in classical logic.

(1) Every farmer who owns a donkey beats it. [10]

However, via a generalization to the interpretation of a sentence in terms of
a relation between assignments, this covariation can be accounted for. By way
of example, the interpretation of (1) in the system described by [12], assuming
the translation into logical formalism shown in (2), is shown in (3).

(2) ∀x((farmer(x) ∧ ∃y(donkey(y) ∧ own(x, y))) → beat(x, y))

1 ‘Straightforwardly’, here, means by treating pronouns basically as variables. Static
semantic systems can account for cases like this by treating pronouns as something
else, for example concealed descriptions [7,9].
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In turn, however, the first generation of dynamic semantic theories are chal-
lenged by examples like (4)–(6). This has led to a further generalization of theories
such that now, sentential semantic values are taken to be relations between sets of
assignments [4,5] or something more complex altogether [19].

(4) If you give every child a present, some child will open it. [25]
(5) Every woman bought a book. Most of them read it immediately. [19]
(6) Every player chooses a pawn. He puts it on square one. [12]

What examples like these have in common is that the anaphoric relationships
that we have to capture seem to depend on functional relationships established
in the first clause: between children and presents they are given in (4), between
women and books they bought in (5), and between players and pieces they
chose in (6). So, second-generation dynamic semantic theories look for ways of
preserving those relationships, either by making any output set of assignments
for the first clause such that it guarantees that the relationships are preserved
[4,5], or by allowing the update that the first sentence engenders to be stored so
that it can be reintroduced at the appropriate point in the second sentence [19].

There is an alternative approach, though, which is to see the semantic val-
ues of sentences as producing the very functions themselves, not mediated via
variable assignments. This is the approach taken in type-theoretical semantics
(TTS).

2 Type-Theoretical Semantics

Type-theoretical semantics is a proof-theoretic variety of logical semantics in
which the language of types, rather than terms, is the meaning representation
language. That is to say, instead of the meaning of a sentence (say) being repre-
sented by a term (of a type), which in turn is interpreted in a model, in TTS (in
the simplest case) the meaning of a sentence is a type T , where the inhabitants
of T are the (intuitionistic) proofs of T . Building on previous work by [29] show-
ing the application to sentences like (1), [25] used the intuitionistic type theory
(ITT) of [23] to give a detailed analysis of many natural language phenomena,
which has been followed up in recent years by several authors, summarized in
[6]. Formation, introduction and elimination rules for the crucial ITT type con-
structors Σ and Π are shown in Fig. 1. Σ is a generalization of ×, from pairs to
dependent pairs, and Π is a generalization of →, from functions to dependent
functions.
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ΠΣ

Formation
x : A

[x : A]n....
B : type

(Σx : A)B : type
n

x : A

[x : A]n....
B : type

(Πx : A)B : type
n

Introduction
a : A b : B[a/x]
(a, b) : (Σx : A)B

[x : A]n....
b : B

λx.b : (Πx : A)B
n

Elimination
u : (Σx : A)B

π1(u) : A

u : (Σx : A)B
π2(u) : B[π1(u)/x]

a : A f : (Πx : A)B
f(a) : B[a/x]

Fig. 1. Formation, introduction and elimination rules for Σ and Π types

A possible TTS representation for (1) is shown in (7).2 The sentence is taken
to be true if and only if there is something of the type shown (the type is
inhabited), i.e. a function mapping every tuple 〈a, 〈b, 〈〈c, d〉 , e〉〉〉, where b is a
proof that a is a farmer, d is a proof that c is a donkey, and e is a proof that a
owns c, to a proof that a beats c.

(7)
(
Πu : (Σx : e)(farmer(x) × (Σv : (Σz : e)donkey(z))own(x, π1(v)))

)

beat(π1(u), π1(π1(π2(π2(u)))))

As ([25], Sect. 3.7) points out, the fact that in TTS a universal statement
expresses a function means that the functional dependency in cases like (4) can
easily be expressed, as shown in (8).

(8)

(
Πf :

(
Πu : (Σx : e)child(x)

)

(Σv : (Σy : e)present(y))give((you, π1(v), π1(u))
)

(Σw : (Σz : e)child(z))open(π1(w), π1(π1(f(w))))

Given any function f mapping every pair 〈a, b〉, where b is a proof that a
is a child, to a tuple 〈〈c, d〉 , e〉, where d is a proof that c is a present and e is
a proof that you give c to a, (8) expresses the existence of a function mapping
f to a tuple 〈〈g, h〉 , i〉 where h is a proof that g is a child and i is a proof
that g opens π1(π1(f(g, h)). So TTS automatically has the ability to capture
antecedent-pronoun relationships that first-generation dynamic semantic theo-
ries struggle with. This point has been futher explored in [31,32].

Nevertheless, the direct applicability of this antecedence-to-a-function strat-
egy is limited. In the case of (4), it was actually crucial that an appropriate
2 Following the approach of [2] rather than that of [29] or [25], i.e. treating the inter-

pretation of e.g. donkey not as the type donkey (inhabited by donkeys), but rather
as the dependent type donkey(x) (for any x : e), inhabited by proofs that x is a
donkey.
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argument for the function (some child) was present in the second sentence. In
a discussion of (6), ([25], p. 73) acknowledges as much in saying that ‘the only
way to interpret the text [. . . ] is by treating the pronoun he as an abbreviation
of every player ’. Obviously, this ‘abbreviation’ strategy is unsatisfactory. Below,
I will show how it can be improved by taking a different tack.

3 The Proposal

In [11], an implementation of the ideas behind TTS is given in simple type theory
with polymorphism, once again treating the language of terms as the meaning
representation language. Taking the perspective outlined in [11], equivalents for
(7) and (8) are shown in (9) and (10), respectively. The reader can verify that
these represent the same meanings as given in (7) and (8) according to the
glosses provided, on the understanding that, following a suggestion by ([25],
Sect. 2.26), in turn picked up by [8], we allow eventualities (type v) to serve as
‘proof objects’.3 N.B. in what follows, in order to save space, application will
be written as fa rather than f(a) and left and right projections will be written
as a0 and a1 rather than π1(a) and π2(a), respectively. In type annotations, ×
binds more tightly than →, and both associate to the right.

(9) ∃fe×e×v→v.∀ue×e×v.farmeru0 ∧ donkey(u1)0 ∧ ownu → beat(u0, (u1)0, fu)

(10)
∃fτ→e×v.∀gτ .

(∀xe.childx → (present(gx)0 ∧ give(you, (gx)0, x, (gx)1))
)

→ (
child(fg)0 ∧ open((fg)0, (g(fg)0)0, (fg)1)

)

where τ := e → e × v

Like TTS, the system described in [11] does not straightforwardly have
the means to account for the examples (5)–(6). In this section an extension
is described that does so, on the basis of the lexicon shown in Fig. 2.

3.1 Syntax and Semantics

The syntactic theory assumed here is a modified version of Combinatory Cate-
gorial Grammar (CCG, [27]) according to which syntactic categories are poten-
tially parameterized by types. Lexical entries are pairs M : C of meaning M
and category C such that the type of M is Ty(C), where Ty is as defined in
(11). The combinatory rules for the fragment are shown in Fig. 3. Note that we
have adopted the G rule from [15] for passing pronominal dependencies (without
adopting the theory of pronouns described in [15]), to which we have added a
rule X of exchange.4

3 I only claim that eventualities (states or Davidsonian events) can be operationalized
in this way, not that this is the only way to make sense of proof objects in a model-
theoretic perspective. Other options worth considering would be situations [21] or
even, as one reviewer suggests, to fill the proof object slot with a dummy object of
the unit type (as I have done for common nouns).

4 In the G and X rules, |could be / or \.
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Fig. 2. The lexicon
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Fig. 3. CCG rules used

On the semantic side, lexical entries are also parameterized by type, so we
can see Fig. 2 as in effect giving us schemata over lexical entries. The base
types are e (entities), v (eventualities), 1 (unit) and t (booleans), and the type
(meta)variables range over the closure of this set under the type constructors ×
and →. Furthermore, we are assuming a partial theory of types, as described for
example in [13, Sect. 4]. For each base type τ the undefined object of type τ , �τ ,
is stipulated,5 and then for complex types undefined objects are as specified in
(12).6

(12) For any types α, β:
– �α×β :=

(
�α, �β

)

– �α→β := the unique f ::α → β such that for all a :: α, fa = �β

This notion of definedness then features in the definition of dom, shown in
(13) and used in the analysis of quantificational subordination (dom is mnemonic
for ‘domain’).

(13) For any types α, β and term f ::α → β,domf := λaα.fa �= �β .

Finally, note the general lexical entries for (strong and weak) determiners,
which represents an advance on the ad-hoc entries given in [11]. In these entries,
det is the meaning of the determiner understood as a relation between sets, in
terms of generalized quantifier theory. In those terms, the meanings given are
roughly equivalent to saying that a sentence [[D N] VP], assuming that �D� is a
relation between sets of entities, �N� is a set of entities and �VP� is a relation
between entities and events, expresses the existence of a function f with domain
X, where X is a witness set of �D� (�N�),7 such that f maps every x ∈ X to some
e such that 〈x, e〉 ∈ �VP�, and there is no other set Y such that X � Y ⊆ �N�
and Y ⊆ {y | there is an e such that 〈y, e〉 ∈ �VP�}. So, for example, two boys
jump expresses a function f with domain X, where X is a set of two boys, such
that f maps every x ∈ X to an event of x jumping, and there is no proper
superset Y of X such that Y is a set of boys and, for every y ∈ Y , there is an
event of y jumping.
5 Space precludes proper discussion of various technical questions here; suffice to say

that we do have a third truth value but we do not have a second element of the unit
type.

6 � must not be confused with ∗, which is the unique object of the unit type.
7 That is, a witness set in the sense of ([1], Sect. 4.9), i.e. a set S such that S ⊆ �N�

and 〈�N� , S〉 ∈ �D�.
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3.2 Derivations

We now are in a position to show derivations for some examples. First, the
simple donkey sentence (1), the derivation of which is given in (14). gqα,β,γ,δ is
an abbreviation for sγ,δ/(sα,β\np) and gqα,β∗2 is an abbreviation for gqα,β,α,β .

(14) Derivation of (1). Let ε := e × 1, σ := e × 1 × ε and τ := e × 1 × e × 1 × v.
Then:

Weak interpretation:

λg1×τ→e.∃fτ→v. dom f ⊆ (λuτ .farmeru0 ∧ donkey((u1)1)0
∧ own(u0, ((u1)1)0, ((u1)1)1))

∧ every(λxe.farmerx ∧ ∃ze.donkey z ∧ ∃ev.own(x, z, e))

(λxe.∃o1×e×1×v.dom f(x, o))

∧ ∀aτ .dom fa → beat(a0, (g(∗, a)), (fa))
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Strong interpretation:

λg1×τ→e.∃fτ→v. dom f ⊆ (λuτ .farmeru0 ∧ donkey((u1)1)0
∧ own(u0, ((u1)1)0, ((u1)1)1))

∧ every(λxe.farmerx ∧ ∃ze.donkey z ∧ ∃ev.own(x, z, e))

(λxe.∃o1×e×1×v.dom f(x, o))

∧ (∀aτ .dom fa → beat(a0, (g(∗, a)), (fa)))
∧ ∀xe.∀ze.∀ev.(farmerx ∧ donkey z ∧ own(x, z, e)

∧ ∃ve×v.dom f(x, v)) → dom f(x, z, e)

The open abstraction λg represents anaphoric resolution, and so is resolved
contextually. In this case, the function that gets the right resolution is shown in
(15).

(15) λi1×e×1×e×1×v.(((i1)1)1)0

The strong interpretation differs from the weak in requiring that, if some
farmer x and donkey z that x owns are in the domain of f , then so are x and
y for every donkey y that x owns. With the resolution shown in (15) applied,
the strong interpretation shown above is equivalent to the one shown in (9).
In neither case is the final clause of the definition of a determiner from Fig. 2
shown, because this maximality clause only makes a truth-conditional difference
for non-monotone-increasing determiners.

We will come back to the issue of appropriate anaphoric resolution after
considering our next example, (5), in (16).

(16) Derivation of (5). Let ε := e × 1, σ := ε → ε × v and τ := 1 × σ × ε. Then:
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Weak interpretation:

λgτ→e.λG1×σ→e→t.∃W σ×(e×1→v).dom W0 = (λoe×1.woman o0)

∧ (∀ue×1.dom W0u → (book((W0u)0)0 ∧ read(u0, ((W0u)0)0, (W0u)1)))

∧ dom W1 ⊆ (λve×1.G(∗,W0)v0)
∧ most(λxe.G(∗,W0)x)(λxe.dom W1(x, ∗))

∧ ∀ae×1.dom W1a → read(a0, g(∗,W0, a), (W1a))

In this case there are two open abstractions to resolve, for it and of them
respectively. The appropriate resolutions are shown in (17) and (18) respectively.

(17) λn1×(e×1→(e×1)×v)×e×1.
((

(n1)0 (n1)1
)
0

)
0

(18) λm1×(e×1→(e×1)×v).λxe.∃i1.dom m1(x, i)
≡ λm1×(e×1→(e×1)×v).λxe.dom m1(x, ∗)

With those resolutions in place, the (weak) interpretation of the sentence is:

∃Wσ×(e×1→v).dom W0 = (λoe×1.woman o0)

∧ (∀ue×1.dom W0u → (book((W0u)0)0 ∧ read(u0, ((W0u)0)0, (W0u)1)))
∧ dom W1 ⊆ dom W0 ∧ most(λxe.dom W0(x, ∗))(λxe.dom W1(x, ∗))

∧ ∀ae×1.dom W1a → read(a0, (W0a)0, (W1a))

This expresses the existence of a pair of functions, the first f mapping every
woman to a book she bought and the second mapping most things x in the
domain of f (i.e. most women) to an event of x reading fx.
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The anaphoric resolution functions (15), (17) and (18) are all natural reso-
lution functions (NRFs) according to the definition shown in (19).

(19) The set of NRFs is the smallest set such that, for any types α, β and γ and
any terms F :: α → β → γ,G :: β → γ and H :: α → β:
– λaα.a is an NRF
– λAα×β .A0 is an NRF
– λAα×β .A1 is an NRF
– λXα×β→t.λaα.∃bβ .X(a, b) is an NRF
– λXα×β→t.λbα.∃aβ .X(a, b) is an NRF
– λfα→β .dom f is an NRF
– λaα.G(Ha) is an NRF if G and H are NRFs
– λaα.Fa(Ha) is an NRF if F and H are NRFs

Of course, this definition has been formulated post-hoc. Nevertheless, there
is a naturalness to it: a resolution function can select projections, sets of pro-
jections, and the domain of a function, and can apply one thing it selects to
another when the types match.

4 Telescoping

To deal with example (6), however (repeated below), additional machinery is
required.

(6) Every player selects a pawn. He puts it on square one.

The reason that examples like (6), sometimes called ‘telescoping’ [26], pose
a particular challenge is that there is nothing in the second sentence that is
explicitly anaphoric on the function expressed by the first sentence. In contrast,
the seemingly equivalent sentence (20) could be dealt with in basically the same
way as (5), by making they anaphoric to the domain of the function mapping
every player to the pawn he selects, i.e. the set of players.

(20) Every player selects a pawn. They put it on square one.

4.1 Covert Subordination

In order to deal with examples like (6), [26] posits the existence of a covert adver-
bial at the start of the second sentence, meaning something like ‘in every case’.
We will adopt essentially the same strategy. In (21) we postulate a silent subor-
dinating operator that, when applied to the usual sentential conjunction shown
in Fig. 2, gives (22) as an alternative, subordinating, sentential conjunction.

(21) λC(α→(β→γ)→t)→(α×(β→δ)→(β→δ)→t)→α→(β→γ)×(β→δ)→t.
λpα→(β→γ)→t.λqα×β×(β→γ)→δ→t.Cp

(
λoα×(β→γ).λfβ→δ.dom o1 = dom f
∧∀bβ .dom fb → q(o0, b, o1)(fb)

)
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(22)
;sub � λpα→(β→γ)→t.λqα×β×(β→γ)→δ→t.λiα.λo(β→γ)×(β→δ).pio0

∧domo0 = domo1 ∧ ∀bβ .domo1b → q(i, b, o0)(o1b)
: (sα,(β→γ)×(β→δ)/sα×β×(β→γ),δ)\sα,β→γ

We can now give a (summarized) derivation for (6), in (23).

(23) Derivation of (6). Let ε := e × 1, σ := ε × v, τ := ε → σ and ω := 1 × ε × τ .
Then:

Interpretation:

λgω→e.λhω→e.∃F τ×(ε→v).dom F0 = (λoe×1.player o0)
∧ (∀uε.dom F0u → (pawn((F0u)0)0 ∧ select(u0, ((F0u)0)0, (F0u)1)))
∧ dom F0 = dom F1 ∧ ∀aε.dom F1a → put(h(i, a, F0), g(i, a, F0), onsq1, (F1a))

We need to apply this formula to the resolutions for it and he respectively.
The appropriate resolutions are shown in (24) and (25) respectively. They are
both NRFs as defined in (19).

(24) λn1×(e×1)×((e×1)→(e×1)×v).
((

(n1)1 (n1)0
)
0

)
0

(25) λn1×(e×1)×((e×1)→(e×1)×v).((n1)0)0

With those resolutions in place, the sentence is interpreted as shown below.8

∃F τ×(ε→v).dom F0 = (λoe×1.player o0)
∧ (∀uε.dom F0u → (pawn((F0u)0)0 ∧ select(u0, ((F0u)0)0, (F0u)1)))
∧ dom F0 = dom F1 ∧ ∀aε.dom F1a → put(a0, ((F0a)0)0, onsq1, (F1a))

8 As a result of the semantics assumed for every, the part of this formula corresponding
to every player selects a pawn can be seen as a Skolemized version of (26).

(26) ∀ue×1.playeru0 → ∃v(e×1)×v.pawn(v0)0 ∧ select(u0, (v0)0, v1)

But since we have the Skolem function F0, in the next conjunct the pronoun can be
represented by ((F0a)0)0, achieving the desired binding. A reviewer points out that
this gives the analysis presented a certain resemblance to approaches that use epsilon
terms to model indefinites and donkey pronouns (e.g. [18,24,28]), an observation for
which I’m grateful.
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This expresses the existence of a pair of functions, the first f of which maps
every player to a pawn he chooses, and the second of which maps every player
x to an event of x putting fx on square one.

The subordinating operator defined in (21), which is hypothesized to apply
covertly in cases like (6), can also apparently be overt, as for example in (27).

(27) Every player chooses a pawn. He always puts it on square one.

And in fact, always in this sense seems to be just a special case of a variety
of possible subordinators, as we can see from (28)–(29).

(28) Every player chooses a pawn. He usually puts it on square one.
(29) Every player chooses a pawn. He rarely puts it on square one.

The subordinating sentential conjunctions that apply in each of these cases
are special instances of (30), where, as we have seen, det can at least be every
(for always), most (for usually) or few (for rarely).

(30)
λpα→(β→γ)→t.λqα×β×(β→γ)→δ→t.λiα.λo(β→γ)×(β→δ).pio0

∧dom o1 ⊆ dom o0 ∧ det(dom o0)(dom o1)
∧∀bβ .dom o1b → q(i, b, o0)(o1b)

4.2 Constraints

Understood as a covert operator, the subordinator defined in (21) will cause vast
overgeneration if allowed to apply too freely. It would, for example, allow the
interpretation of he to covary with players in (31), but this is surely undesirable.

(31) ? Every player chooses a pawn. He has brown hair.

Empirical evidence is presented in [34] to show that a major constraint on
this kind of quantificational subordination is the discourse relation that holds
between the two sentences, where discourse relations are defined as in the frame-
work of segmented discourse representation theory (SDRT, [22]). In that frame-
work, the relation is taken to be Narration in the case of (6), but Background in
the case of (31), for example. We can adopt this insight and take the discourse
relation holding between sentences S1 and S2 as as a constraint on the applica-
bility of a covert subordinator to the sentential conjunction coming between S1

and S2. I leave open the question of precisely the level at which this constraint
should be stated.

5 Comparison with TTS

Existing discussion of quantificational subordination in TTS [31,32] has focused
almost exclusively on examples like (4). Now, the intended interpretations of
(5) and (6) can certainly be represented in TTS, as shown in (32) and (33)
respectively.9

9 See [30,33] for discussion of generalized quantifiers like Most in TTS.
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(32)
(Σf : (Πv : (Σx : e)woman(x)))

(Σu : (Σy : e)book(y))choose(π1(v), π1(π1(u)))
Most(λx.woman(x))(λx.woman(x) × read(x, π1(π1(f(x)))))

(33)
(Σf : (Πv : (Σx : e)player(x)))

(Σu : (Σy : e)pawn(y))select(π1(v), π1(π1(u)))
(Πv : (Σx : e)player(x))put(π1(v), π1(π1(f(v))),onsq1)

But the question is, how easily can those representations be derived com-
positionally? In the variety of TTS that has dealt most fully with the issues
of compositionality and anaphora resolution, Dependent Type Semantics (DTS,
[2,3,20,31,32]), pronouns are represented by @ terms, as defined in (34).

A term @ : A is well-typed in a context, then, iff it is provable that there
is some term of type A in that context. Anaphoric resolution then amounts to
replacing the @ term with some a : A at the point of type checking. In the
version of DTS presented in [2,3], pronouns express @ terms that are functions
from left contexts to entities, much like the system presented in this paper. An
example is given in (35).10

(35) it � λP e→α→type.λcα.P ((@i : α → e)(c))(c) : s/(s\np)

So much for it, what about they or of them? A clue is given as to how this
would work is given in ([31], p. 133), where it is stated that ‘the type annotation
of the @-term associated with they requires a predicate and a proof term of the
cardinality condition’. However, no type annotation is actually given, so it is
difficult to judge this claim. Most requires its first argument to be a predicate,
i.e. (in DTS) something of type e → type. It is reasonable to assume, then, that
the @-term associated with of them should encode a function from left contexts
to predicates. In the case of (5) the relevant @ term would therefore be as shown
in (36).

Without some equivalent of dom as discussed above, there is no way to get
the right predicate, λx.woman(x), out of the left context in (36).

Alternatively, one could eschew the functions-from-a-left-context approach
to pronouns (as in [31,32]) and instead adopt a simpler perspective according
to which of them would (presumably) be translated as @k : e → type. But
then, in order to encode a subordinating conjunction to deal with cases like (6),

10 Each @ term bears a unique index, which in the following examples are (arbitrarily)
chosen as i, j, k.
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something like dom is still needed. Standard sentential conjunction in this version
of DTS is shown in (37); (38) shows an attempt to formulate a subordinating
conjunction, but we don’t know what type to put in in place of the question
mark.

(37) λp.λq.(Σu : p)q
(38) λp.λq.(Σu : p)(Πv :?)q

Furthermore, the system presented in this paper benefits from a general def-
inition of determiner meanings, as shown in Fig. 2 and discussed in Sect. 3.1. In
contrast, while there has been some work on constructive generalized quantifiers
appropriate for TTS [30,33], this is still at the ad-hoc, case-by-case stage, and
there has been no discussion of monotone-decreasing determiners, for example.

6 Discussion and Future Work

At face value, many examples of anaphoric dependencies look like they depend
on functional relationships established in discourse. We have shown that quite
some progress in capturing those anaphoric dependencies can be made by taking
that impression seriously, i.e. by having sentences denote functions and allowing
those functions to serve as pronominal antecedents. We hope to have shown that
this is a viable alternative to placeholders like sets of assignment functions, from
which those functions have to be extracted.

One obvious next place to look for applications of this approach is in the treat-
ment of ‘paycheck’ pronouns; for example, the interpretation of (39) according
to which the second sentence is interpreted as equivalent to every fourth grade
boy hates his (own) mother.

(39) Every third grade boy loves his mother. But every fourth grade boy hates
her. [16]

Once again, the interpretation of the second sentence gives the impression of
depending on a functional relationship established in the first, namely between
people and their mothers. And, in fact, many accounts of paycheck pronouns
do in fact take that approach, either by saying that the relevant function is
contextually salient [7] or, in a recent TTS analysis [32], that it is introduced by
the presupposition of the possessive pronoun in the first sentence.

Another obvious avenue for extension is the phenomenon of modal subordi-
nation, as exemplified by (40).

(40) A wolf might come in. It would eat you first. [26]

Of course, this would require an account of modality, which has not been
offered yet.
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Abstract. In his recent papers “Parsing/theorem-proving for logical
grammar CatLog3” and “A note on movement in logical grammar”, Glyn
Morrill proposes a new substructural calculus to be used as the basis for
the categorial grammar parser CatLog3. In this paper we prove that the
derivability problem for a fragment of this calculus is algorithmically
undecidable.
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1 Introduction

In his recent papers [31,32], Glyn Morrill proposes a new substructural calculus,
to be used as the basis for the categorial grammar parser CatLog3. As the first
step on the road of investigating algorithmic properties of the new Morrill’s
system, in this paper we shall prove that the derivability problem for a fragment
of this calculus is algorithmically undecidable.

The source of undecidability is the contraction rule. In Morrill’s systems,
however, contraction appears in a very non-standard form. Moreover, the con-
traction rule presented in Morrill’s new papers significantly differs from other
ones, therefore, earlier undecidability proofs [12,14,23] do not work for this new
version of contraction rule. Thus, a new technique should be invented, and we
do that in the present paper.

The idea of categorial grammars goes back to Ajdukiewicz [2] and Bar-
Hillel [3]. The version of categorial grammars used by Morrill is an extension
of Lambek categorial grammars [22]. In a categorial grammar, each word (lex-
eme) of the language is given one or several syntactic categories (types), which
are formulae of a specific logical system, an extension of the Lambek calculus.
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Parsing with categorial grammars, that is, checking whether a sentence is con-
sidered correct according to the grammar, reduces to checking derivability in
the logical system involved. Namely, a sequence of words a1 . . . an is accepted by
the grammar if and only if there exist such formulae A1, . . . , An that, for each
i, Ai is one of the syntactic categories for ai, and the sequent A1, . . . , An ⇒ S
is derivable. Here S is a designated syntactic category for grammatically correct
sentences.

The Lambek calculus, which is used as the basis for categorial grammars,
is a substructural logic and is closely related to Girard’s linear logic [1,7]. In
linear logic, formulae are treated as resources, thus, each formula should be used
exactly once. This motivates the absence of the structural rules of contraction
and weakening. Moreover, the Lambek calculus is also non-commutative, i.e.,
does not include the rule of permutation (word order matters).

Sometimes, however, structural rules are allowed to be restored, in a
restricted and controlled way, in order to treat subtle syntactic phenomena.
One of such phenomena is parasitic extraction, which happens in phrases like
“the paper that John signed without reading.” Here the dependent clause has
two gaps, which we denote by []: “John signed [] without reading [],” which
should both be filled by the same “the paper” in order to obtain a complete
sentence. In the logic, this is handled by the contraction rule in its non-local
form:

Γ1, !A,Γ2, !A,Γ3 ⇒ C

Γ1, !A,Γ2, Γ3 ⇒ C

Here ! is the (sub)exponential modality, and the contraction rule is allowed
to be applied to formulae of the form !A, and only to them.

Extension of the Lambek calculus with a subexponential modality which
allows the non-local contraction rule formulated as presented above are unde-
cidable [16]. In Morrill’s systems, however, the contraction rule is presented in a
rather non-standard form. The reason is in the usage of brackets which introduce
controlled non-associativity. Brackets prevent the calculus from overgeneration,
that is, from justifying grammatically incorrect sentences as correct ones. The
contraction rule, as shown below, also essentially interacts with brackets. This
makes standard undecidability proofs unapplicable to Morrill’s systems, so new
undecidability proofs are needed.

In order to make our examples more formal, we assign syntactic type N
to noun phrases, like “John” or “the paper,” and S to grammatically correct
sentences. Our dependent clause “John signed without reading” receives type
S / !N , meaning a syntactic object which lacks a noun phrase in order to become
a complete sentence (“John signed the paper without reading the paper”). The
subexponential modality ! applied to N means that our noun phrase should be
commutative (in order to find its place inside the sentence) and allow contraction
(in order to fill both gaps).

Overgeneration is exhibited by the following example: *“the paper that
John signed and Pete ate a pie” (the asterisk marks the sentence as ungram-
matical). On one hand, this phrase is clearly ungrammatical, because of
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the irrelevant fragment “Pete ate a pie” in the dependent clause. On the
other hand, being a sentence with one gap, “John signed [] and Pete ate a pie”
receives the same type S / !N , which makes it equivalent to correct depen-
dent clauses like “John signed [] yesterday.” In order to address this issue, Mor-
rill [26] and Moortgat [25] introduce brackets which embrace so-called islands,
which, within our setting, cannot be penetrated by !N . In particular, and-
coordination of sentences makes the result a bracketed island. Since phrases
like *“the paper that John left the office without reading” are also ungrammat-
ical, a without-clause also forms an island and should be embraced in brackets.
This leads to Morrill’s idea of handling parasitic extraction [27, Sect. 5.5]: in the
dependent clause, there is one principal, or host gap, which should not be inside
an island, and parasitic gaps, which reside in islands. Moreover, a parasitic gap
can also be a host for its own “second-order” parasitic gaps.

Thus, the contraction rule should take one !A from a bracket-embraced island
and remove it, in the presence of another !A outside the island. However, after
that the bracketing should be somehow changed, in order to avoid another usage
of the same island for parasitic gapping. This general idea, however, has different
realisations in a number of works of Morrill and his co-authors [27–29,31,32].
In the next section we show the most recent approach [31,32], which essentially
resembles the original construction from Morrill’s 2011 book [27].

2 The Calculus

Morrill’s calculus for CatLog3 [32] is quite involved, including up to 45 connec-
tives. The metasyntax of sequents in this calculus is also rather non-standard,
involving brackets and meta-operations for discontinuity. In this paper we con-
sider its simpler fragment, involving only the multiplicative Lambek operations:
left and right divisions (\, /), multiplication (•), and the unit (I), brackets and
bracket modalities (〈〉, []−1), and the subexponential modality, and already for
this fragment we show undecidability.

Notice that Morrill’s system also includes Kleene star, axiomatised by means
of an ω-rule. In Morrill’s system, it is called “existential exponential” and
denoted by “?”. In the presence of the Kleene star the Lambek calculus is
known to be at least Π0

1 -hard [5,20] and thus undecidable. Moreover, in the
view of Kozen’s [18] results on complexity of Horn theories of Kleene algebras,
the complexity of the system including both Kleene star and the subexponen-
tial could potentially rise even higher, up to Π1

1 -completeness. Morrill, however,
emphasizes the fact that in formulae used in categorial grammars designed for
real languages the Kleene star never occurs with positive polarity. Thus, the ω-
rule is never used, and the Kleene star does not incur problems with decidability.
Thus, the only possible source of undecidability is the specific contraction rule
for the subexponential. We consider a fragment of Morrill’s system with this
rule, which is sufficient to show undecidability.

Let us define the syntax of our fragment. Formulae will be built from vari-
ables (primitive types) p, q, . . . and the multiplicative unit constant I using
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three binary operations: \ (left division), / (right division), • (product), and
three unary operation: 〈〉 and []−1 (bracket modalities) and ! (subexponential).
Sequents (in Morrill’s terminology, h-sequents) of !sb1/2L

∗b are expressions of the
form Ξ ⇒ A, where A is a formula and Ξ is a complex metasyntactic structure
which we call meta-formula (Morrill calls them zones). Meta-formulae are built
from formulae using comma and brackets; also, formulae which are intended to
be marked by the subexponential !, which allows permutation, are placed into
special commutative areas called stoups (cf. [8,9,17]). Following Morrill [32], we
define the notion of meta-formula along with two auxiliary notions, stoup and
tree term, simultaneously.

– A stoup is a multiset of formulae: ζ = {A1, . . . , An}. A stoup could be empty,
the empty stoup is denoted by ∅.

– A tree term is either a formula or a bracketed expression of the form [Ξ],
where Ξ is a meta-formula.

– A meta-formula is an expression of the form ζ;Γ , where ζ is a stoup and Γ
is a linearly ordered sequence of tree terms. Here Γ could also be empty; the
empty sequence is denoted by Λ.

We use comma both for concatenation of tree term sequences and for multiset
union of stoups (Morrill uses � for the latter). Moreover, for adding one formula
into a stoup we write ζ,A instead of ζ, {A}.

Axioms and rules of !sb1/2L
∗b are as follows.

∅;A ⇒ A
id

ζ1;Γ ⇒ B Ξ(ζ2;Δ1, C, Δ2) ⇒ D

Ξ(ζ1, ζ2;Δ1, C / B, Γ, Δ2) ⇒ D
/L

ζ;Γ, B ⇒ C

ζ;Γ ⇒ C / B
/R

ζ1;Γ ⇒ A Ξ(ζ2;Δ1, C, Δ2) ⇒ D

Ξ(ζ1, ζ2;Δ1, Γ, A \ C, Δ2) ⇒ D
\L

ζ;A, Γ ⇒ C

ζ;Γ ⇒ A \ C
\R

Ξ(ζ;Δ1, A, B, Δ2) ⇒ D

Ξ(ζ;Δ1, A • B, Δ2) ⇒ D
•L

ζ1;Δ ⇒ A ζ2;Γ ⇒ B

ζ1, ζ2;Δ, Γ ⇒ A • B
•R

Ξ(ζ;Δ1, Δ2) ⇒ A

Ξ(ζ;Δ1, I, Δ2) ⇒ A
IL

∅;Λ ⇒ I
IR

Ξ(ζ;Δ1, A, Δ2) ⇒ B

Ξ(ζ;Δ1, [∅; []−1A], Δ2) ⇒ B
[]−1L

∅; [Ξ] ⇒ A

Ξ ⇒ []−1A
[]−1R

Ξ(ζ;Δ1, [∅;A], Δ2) ⇒ B

Ξ(ζ;Δ1, 〈〉A, Δ2) ⇒ B
〈〉L Ξ ⇒ A

∅; [Ξ] ⇒ 〈〉A 〈〉R

Ξ(ζ, A;Γ1, Γ2) ⇒ B

Ξ(ζ;Γ1, !A, Γ2) ⇒ B
!L

∅; !A ⇒ B

∅; !A ⇒ !B
!R
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Ξ(ζ;Γ1, A, Γ2) ⇒ B

Ξ(ζ, A;Γ1, Γ2) ⇒ B
!P

Ξ(ζ, A;Γ1, [A;Γ2], Γ3) ⇒ B

Ξ(ζ, A;Γ1, [∅; [∅;Γ2]], Γ3) ⇒ B
!C

Morrill [31,32] does not give any particular name to his calculus. In this
paper, we denote our fragment by !sb1/2L

∗b. Here “b” stands for “bracketed,”
and the decorations of ! mean the following. The superscript “s” means that the
right rule for ! is in the style of soft and light linear logic [10,15,21], allowing, in
particular, only one !A in the left-hand side. The subscript “b1/2” means that
contraction operates brackets, using single bracketing in the premise and double
bracketing in the conclusion.

In his older paper [29], Morrill uses another form of contraction rule, which
in our notation looks like

Ξ(ζ,A;Γ1, [A;Γ2], Γ3) ⇒ B

Ξ(ζ,A;Γ1, Γ2, Γ3) ⇒ B

Thus, this system could be called !sb1/0L
∗b, in our notations. For the system

with this sort of contraction, undecidability was established in [14]. The new
contraction rule of Morrill [31,32], however, significantly differs from the old
contraction rule, and the undecidability proof from [14] does not work for Mor-
rill’s new system. Thus, undecidability becomes a separate issue and we address
it in this paper.

For convenience, we use the following derivable dereliction rule

Ξ(ζ;Γ1, A, Γ2) ⇒ B

Ξ(ζ;Γ1, !A,Γ2) ⇒ B
!D

which is actually consecutive application of !P and !L:

Ξ(ζ;Γ1, A, Γ2) ⇒ B

Ξ(ζ,A;Γ1, Γ2) ⇒ B
!P

Ξ(ζ;Γ1, !A,Γ2) ⇒ B
!L

Notice that in Morrill’s calculus [31,32] there is no cut rule. Thus, the ques-
tion of cut-elimination is transformed into the question of admissibility of cut,
proving which is marked in [32] as an ongoing work by O. Valent́ın. Since the
calculus considered in [31,32] does not include cut, our fragment, which uses only
a restricted set of connectives and consists of the corresponding inference rules,
is a conservative fragment of the complete system [32]. Namely, for sequents in
the restricted language, derivability in the fragment is equivalent to derivability
in the big system. Therefore, undecidability for !sb1/2L

∗b (Theorem 3 below)
yields undecidability for the whole system also.

Using !sb1/2L
∗b, one can analyze our example “the paper that John signed

without reading” in the following way, simplyfing Morrill’s analysis [32]. Assign
the following syntactic types to words:
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the � N / CN likes, signed � (〈〉N \ S) / N

man, paper � CN without � ([]−1((〈〉N \ S) \(〈〉N \ S))) /(〈〉N \ S)

reading � (〈〉N \ S) / N who, that � ([]−1[]−1(CN \ CN)) /(S / !N)

John � 〈〉N

Here N stands for “noun phrase,” CN states for “common noun” (without an
article), and S stands for “sentence”.

In order to parse this sentence in this grammar, one first needs to impose the
bracketing structure on it. This is done in the following way:

the paper [[that [John] signed [[without reading]] ]].

Indeed, in Morrill’s CatLog categorial grammar the subject group and the
without-clause form islands, and the that-clause forms a strong island, embraced
by double brackets. Moreover, we also have to double-bracket our without-clause
(make it a “strong island”), since it will be used for parasitic extraction. Each
pair of brackets has its own stoup, which is originally empty. Unfortunately, in
CatLog the bracketed structure is required as an input from the user (while it is
of course not part of the original sentence). Morrill et al. [30], however, provide
an algorithm for automated induction (guessing) of the bracketed structure, for a
small fragment of the CatLog grammar (in particular, without subexponential).

With the bracketing shown above, the corresponding sequent is derived in
!sb1/2L

∗b as shown in Fig. 1.
At the request of one of the referees, we discuss the following exam-

ple, which is used by Morrill [31] to motivate the changes made in the
contraction rule from b1/0 to b1/2 (see above). This example features an
incorrect noun phrase, *“the man who likes,” analysed with two gaps in the
dependent clause: *“the man who [] likes [].” (Asterisks denote ungrammatical-
ity.) The intended semantics (and the correct version of the phrase) here is
“the man who likes himself.” In !sb1/0L

∗b, however, *“the man who [] likes [],”
with brackets imposed as “the man [[who likes]],” is parsed as follows. First one
derives the sequent ∅; (〈〉N \ S) / N ⇒ S / !N , which (ungrammatically) treats
“likes” as a dependent clause with two gaps, a host one for the object and a
parasitic one for the subject:

∅;N ⇒ N

∅;N ⇒ N

[∅;N ] ⇒ 〈〉N ∅;S ⇒ S

∅; [∅;N ], 〈〉N \ S ⇒ S

∅; [∅;N ], (〈〉N \ S) / N, N ⇒ S

∅; [N ;Λ], (〈〉N \ S) / N, N ⇒ S

N ; [N ;Λ], (〈〉N \ S) / N ⇒ S

N ; (〈〉N \ S) / N ⇒ S

∅; (〈〉N \ S) / N, !N ⇒ S

∅; (〈〉N \ S) / N ⇒ S / !N
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Fig. 1. Derivation for “the paper that John signed without reading” (cf. [32, Fig. 24])
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Here the whole subject island is introduced by !C (in its b1/0 version, with
Γ2 = Λ) as a parasitic extraction site. Next, one finishes the derivation as it is
done in Fig. 1 and obtains

∅;N / CN,CN, [∅; [∅; ([]−1[]−1(CN \ CN) /(S / !N), (〈〉N \ S) / N ]] ⇒ N.

With the new, b1/2 contraction rule, this derivation of *“the man
[[who likes]]” becomes impossible. However, there still exists a way to derive
*“the man who likes,” if the user imposes the following weird bracketing:
“the man [[who [[ ]] likes]].” This bracketing explicitly creates an empty strong,
double-bracketed island as the subject of the dependent clause, and the !C rule
transforms it into a single-bracketed one. (In other parts, the derivation is simi-
lar to the one presented above.) In one of the reviews, the referee asks whether
one can consider a system where empty brackets are explicitly disallowed, and
whether our undecidability proof is still valid for this system. This constraint,
however, is tightly connected with the Lambek’s antecedent non-emptiness
restriction. It appears that reconciling this constraint with (sub)exponential
modalities raises certain issues with keeping good proof-theoretic properties of
the system, such as cut elimination and substitution [11,13]. We accurately for-
mulate these questions in the “Future Work” section and leave them as open
problems for future research.

3 The Bracket-Free System and the π Projection

In this section we define !L∗, a system without brackets and with a full-power
exponential modality. This is a more well-known system, and it is simpler from
the logical point of view. We shall need !L∗ inside our undecidability proof in
Sect. 4. In this section we define a projection that maps derivability in !sb1/2L

∗b
to derivability in !L∗. This projection is similar to the bracket-forgetting pro-
jection in [14].

Formulae of !L∗ are defined similary to the ones of !sb1/2L
∗b, but without

bracket modalities (〈〉 and []−1). Sequents of !L∗ have a simpler structure, and
are expressions of the form Γ ⇒ A, where A is a formula and Γ is a linearly
ordered sequence of formulae. Axioms and inference rules of !L∗ are as follows.

A ⇒ A
id

Γ ⇒ B Δ1, C,Δ2 ⇒ D

Δ1, C /B, Γ,Δ2 ⇒ D
/L

Γ,B ⇒ C

Γ ⇒ C \ B
/R

Γ ⇒ A Δ1, C,Δ2 ⇒ D

Δ1, Γ,A \ B,Δ2 ⇒ D
\L

A,Γ ⇒ C

Γ ⇒ A \ C
/R

Δ1, A,B,Δ2 ⇒ D

Δ1, A • B,Δ2 ⇒ D
•L

Δ ⇒ A Γ ⇒ B
Δ,Γ ⇒ A • B

•R
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Δ1,Δ2 ⇒ A

Δ1, I,Δ2 ⇒ A
IL

Λ ⇒ I IR

Γ1, A, Γ2 ⇒ B

Γ1, !A,Γ2 ⇒ B
!L

!A1, . . . , !An ⇒ B

!A1, . . . , !An ⇒ !B !R
Γ1, Γ2 ⇒ B

Γ1, !A,Γ2 ⇒ B
!W

Γ1, !A,Γ2, !A,Γ3 ⇒ B

Γ1, !A,Γ2, Γ3 ⇒ B
!C1

Γ1, !A,Γ2, !A,Γ3 ⇒ B

Γ1, Γ2, !A,Γ3 ⇒ B
!C2

Γ ⇒ A Δ1, A,Δ2 ⇒ D

Δ1, Γ,Δ2 ⇒ D
cut

Notice that, unlike !sb1/2L
∗b, here cut is included as an official rule of the

system. However, here the cut rule is eliminable by a standard technique by
using the mix rule.

Proposition 1. Any sequent derivable in !L∗ is derivable without using the cut
rule.

This proof of cut elimination is explained, for example, in [16], where !L∗

acts as a specific case of SMALCΣ , an extension of the multiplicative-additive
Lambek calculus with a family of subexponential modalities.

In our version of !L∗, contraction rules (!C1 and !C2) are non-local (cf. [16]),
and permutation rules of the following form

Γ1, Γ2, !A,Γ3 ⇒ B

Γ1, !A,Γ2, Γ3 ⇒ B
!P1

Γ1, !A,Γ2, Γ3 ⇒ B

Γ1, Γ2, !A,Γ3 ⇒ B
!P2

are derivable using non-local contraction and weakening:

Γ1, Γ2, !A,Γ3 ⇒ B

Γ1, !A,Γ2, !A,Γ3 ⇒ B
!W

Γ1, !A,Γ2, Γ3 ⇒ B
!C1

Γ1, !A,Γ2, Γ3 ⇒ B

Γ1, !A,Γ2, !A,Γ3 ⇒ B
!W

Γ1, Γ2, !A,Γ3 ⇒ B
!C2

Next, we define a translation from !sb1/2L
∗b to !L∗, which is actually a forget-

ting projection, erasing all brackets and bracket modalities, and also translating
stoups into plain sequences of !-formulae. We denote this projection by π and
define it in the following recursive way.

– For a formula A, its projection π(A) is defined as follows:

π(p) = p for any variable p; π(I) = I;
π(A \ B) = π(A) \ π(B); π(B / A) = π(B) / π(A);
π(A • B) = π(A) • π(B); π(!A) = !π(A);

π(〈〉A) = π([]−1A) = π(A).
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– For a stoup ζ = {A1, . . . , An}, its π-projection is the sequence of formulae
!π(A1), . . . , !π(An). Since in !L∗ we have permutation rules for !-formulae,
the order does not matter. The π-projection of an empty stoup is the empty
sequence Λ.

– For a tree term there are two cases. If it is a formula, A, then its π-projection
is π(A). If the tree term is of the form [Ξ], where Ξ is a meta-formula, then
its π-projection is π(Ξ) (as defined below).

– For a meta-formula of the form ζ;Υ1, . . . , Υk, where Υi are tree terms, its
π-projection is π(ζ), π(Υ1), . . . , π(Υk).

Proposition 2. If Ξ ⇒ A is derivable in !sb1/2L
∗b, then π(Ξ) ⇒ π(A) is

derivable in !L∗.

Proof. Proceed by induction on derivation; recall that it is cut-free by definition.
Axioms id and IR and rules / R, • L, and IL of !sb1/2L

∗b, translate exactly to
the corresponding rules of !L∗. The rules for bracket modalities (〈〉L, 〈〉R, []−1L,
[]−1R) become trivial: after applying the π-projection, the conclusion of such a
rule coincides with its premise. For the rules \ R, •R, / L, and \ L are translated
to the corresponding rules in !L∗, together with necessary permutations (!P1,2)
for !-formulae coming from the stoups. Finally, the !-rules of !sb1/2L

∗b translate
to the corresponding rules of !L∗: !L becomes !P2, !R maps to !R, !P becomes
!L together with !P1, and !C maps to !C1.

Notice that the reverse implication does not hold, which can be shown
by analysis of our examples for brackets, like *“the paper that John signed
and Pete ate a pie.”

4 Undecidability Proof

In this section we prove undecidability of the derivability problem in !sb1/2L
∗b.

Theorem 3. The derivability problem in !sb1/2L
∗b is undecidable, more pre-

cisely, Σ0
1 -complete.

The general outline of our proof is rather standard, following the ideas of
Lincoln et al. [23]: encoding of semi-Thue systems in !sb1/2L

∗b. Maintaining
the correct bracket structure, however, makes the encoding more involved and
requires some technical tricks.

A semi-Thue system [34] over an alphabet Σ is a set of pairs of words
over Σ, called rewriting rules and written as x1 . . . xm → y1 . . . yk (k,m ≥ 0,
xi, yi ∈ Σ). A rewriting sequence in a semi-Thue system S is a sequence of
words w1, w2, . . . , wN , in which each word w�, starting from the second one, is
obtained from the previous word w�−1 by applying a rewriting rule as follows:

w�−1 = ux1 . . . xmv → uy1 . . . ykv = w�,
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where x1 . . . xm → y1 . . . yk is a rewriting rule of S and u, v are arbitrary words.
If there exists a rewriting sequence w1 → w2 → . . . → wN in S, we say that wN

is derivable from w1 in S.
A famous result by Markov [24] and Post [33] shows that the derivability

problem for semi-Thue systems is undecidable; more precisely, it is Σ0
1 -complete

(that is, the membership problem for any recursively enumerable language can be
reduced to the derivability problem in semi-Thue systems). Moreover, the prob-
lem of derivability of a word w from a one-letter word s, like in Chomsky’s [6]
type-0 grammars, is also undecidable. This can be shown by the following reduc-
tion: for arbitrary words w1 and wN , checking derivability of wN from w in a
semi-Thue system S is equivalent to checking derivability of wN from the one-
letter word s in the semi-Thue system S extended by a new symbol s and a new
rewriting rule s → w1.

Let us proceed with our encoding of semi-Thue systems in !sb1/2L
∗b. Let

AS = {(x1 • . . . • xm) /(y1 • . . . • yk) |
x1 . . . xm → y1 . . . yk is a rewriting rule of S}.

If the word x1 . . . xm is empty, then x1 • . . . • xm is replaced by I; the same for
y1 . . . yk.

Let AS = {A1, . . . , An} (the order does not matter). For each Ai let

Zi = []−1(!Ai •〈〉〈〉I)
and define the following two sets of formulae (further they will be considered as
multisets and used in the stoup):

ZS = {!Z1, . . . , !Zn};
XS = {I / !Z1, . . . , I / !Zn, I /(〈〉〈〉I)}.

Finally, consider the following linearly ordered sequence of formulae:

ΓS = !A1, . . . , !An.

The intuition behind Zi is as follows and is best understood when reading
simultaneously with the formal proof of the 1 ⇒ 2 implication in Theorem 4
below. In the sequent, we keep a special empty tree-term with double bracketing,
[∅; [∅;Λ]], which is used as the “landing zone” for Zi. Double brackets, with
empty stoups, allow the usage of Morrill’s contraction rule, !C. Applying this
rule (we trace the derivation tree from bottom to top) destroys one pair of
brackets and puts !Zi, taken from the stoup, inside. Dereliction removes the !,
and the bracket modality inside Zi destroys the second pair of brackets around
it. Now we have !Ai and 〈〉〈〉I. The former, by !L and !P , is put to an arbitrary
place of the antecedent, allowing application of a rewriting rule of the semi-
Thue system S. The latter restores the landing zone which was destroyed by
contraction, and leaves a configuration which is ready for the next reduction
step. Finally, formulae from XS are used for garbage collection on the top of the
derivation.
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This gives a translation of semi-Thue derivations to !sb1/2L
∗b ones. The

backwards translation, from !sb1/2L
∗b derivations back to S, is performed via

the π-projection. This projection trivialises everything connected to brackets,
and the resulting sequent, derivable in !L∗ by Proposition 2, happens to be !L∗-
equivalent to the standard encoding as in [23]. Thus, the fact that its derivability
yields the corresponding derivability in S is proved by the good old argument.
Notice that in our reasoning we never use the cut rule: semi-Thue derivations
are encoded by cut-free derivations in !sb1/2L

∗b, the π-projection maps them
onto cut-free derivations in !L∗, and they are mapped back onto semi-Thue
derivations.

The idea described above is formalised by the following theorem, which serves
as the principal technical lemma for Theorem 3.

Theorem 4. The following three statements are equivalent:

1. the word a1 . . . an is derivable from s in the semi-Thue system S;
2. the sequent XS ,ZS ; [∅; [∅;Λ]], a1, . . . , an ⇒ s is derivable in !sb1/2L

∗b;
3. the sequent ΓS , a1, . . . , an ⇒ s is derivable in !L∗.

Proof. We establish the equivalence by proving round-robin implications: 1 ⇒
2 ⇒ 3 ⇒ 1.

1 ⇒ 2 This part of the proof formalises the idea we explained just before
formulating Theorem 4. Proceed by induction on the length of the rewrit-
ing sequence. Induction base is n = 1, a1 = s, and the necessary sequent,
XS ,ZS ; [∅; [∅;Λ]], s ⇒ s, is derived as follows:

∅;Λ ⇒ I

∅; [∅;Λ] ⇒ 〈〉I 〈〉R

∅; [∅; [∅;Λ]] ⇒ 〈〉〈〉I 〈〉R

∅; !Z1 ⇒ !Z1 . . . ∅; !Zn ⇒ !Zn

∅; s ⇒ s

∅; I, . . . , I, s ⇒ s
IL (n times)

∅; I / !Z1, !Z1, . . . , I / !Zn, !Zn, s ⇒ s
/L (n times)

I / !Z1, . . . , I / !Zn, !Z1, . . . , !Zn; s ⇒ s
!P (2n times)

I / !Z1, . . . , I / !Zn, !Z1, . . . , !Zn; I, s ⇒ s
IL

I / !Z1, . . . , I / !Zn, !Z1, . . . , !Zn; I /(〈〉〈〉I), [∅; [∅;Λ]], s ⇒ s
/L

I / !Z1, . . . , I / !Zn, I /(〈〉〈〉I), !Z1, . . . , !Zn; [∅; [∅;Λ]], s ⇒ s
!P

For the induction step, we first establish derivability of the following “land-
ing” rule:

XS ,ZS ; [∅; [∅;Λ]], a1, . . . , ai, Aj , ai+1, . . . , an ⇒ s

XS ,ZS ; [∅; [∅;Λ]], a1, . . . , ai, ai+1, . . . , an ⇒ s
land

for any Aj ∈ AS . This rule is derived as follows:
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XS , ZS ; [∅; [∅;Λ]], a1, . . . ai, Aj , ai+1, . . . , an ⇒ s

XS , ZS , Aj ; [∅; [∅;Λ]], a1, . . . ai, ai+1, . . . , an ⇒ s
!P

XS , ZS ; !Aj , [∅; [∅;Λ]], a1, . . . ai, ai+1, . . . , an ⇒ s
!L

XS , ZS ; !Aj , [∅; [∅; I]], a1, . . . ai, ai+1, . . . , an ⇒ s
IL

XS , ZS ; !Aj , [∅; 〈〉I], a1, . . . ai, ai+1, . . . , an ⇒ s
〈〉L

XS , ZS ; !Aj , 〈〉〈〉I, a1, . . . ai, ai+1, . . . , an ⇒ s
〈〉L

XS , ZS ; !Aj •〈〉〈〉I, a1, . . . ai, ai+1, . . . , an ⇒ s
• L

XS , ZS ; [∅; []−1(!Aj •〈〉〈〉I)], a1, . . . , ai, ai+1, . . . , an ⇒ s
[]−1L

XS , ZS ; [∅; ![]−1(!Aj •〈〉〈〉I)], a1, . . . , ai, ai+1, . . . , an ⇒ s
!D

XS , ZS ; [![]−1(!Aj •〈〉〈〉I);Λ], a1, . . . , ai, ai+1, . . . , an ⇒ s
!P

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, ai+1, . . . , an ⇒ s
!C (![]−1(!Aj •〈〉〈〉I) = !Zi ∈ ZS)

Using the land rule, the last rewriting step, from a1 . . . aix1 . . . xmar . . . an
to a1 . . . aiy1 . . . ykar . . . an is simulated as follows. Since x1 . . . xm → y1 . . . yk is
a rewriting rule of S, the formula Aj = (x1 • . . . • xm) /(y1 • . . . • yk) belongs to
AS . Thus, the land rule is applicable.

∅; y1 ⇒ y1 . . . ∅; yk ⇒ yk

∅; y1, . . . , yk ⇒ y1 • . . . • yk
•R

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, x1, . . . , xm, ar, . . . , an ⇒ s

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, x1 • . . . • xm, ar, . . . , an ⇒ s
•L

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, (x1 • . . . • xm) /(y1 • . . . • yk), y1, . . . , yk, ar, . . . , an ⇒ s
/L

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, y1, . . . , yk, ar, . . . , an ⇒ s
land

For the case of empty x1 . . . xm or y1 . . . ym the derivations are a bit different:

∅; y1 ⇒ y1 . . . ∅; yk ⇒ yk

∅; y1, . . . , yk ⇒ y1 • . . . • yk
•R

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, ar, . . . , an ⇒ s

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, I, ar, . . . , an ⇒ s
IL

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, I /(y1 • . . . • yk), y1, . . . , yk, ar, . . . , an ⇒ s
/L

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, y1, . . . , yk, ar, . . . , an ⇒ s
land

∅;Λ ⇒ I
IR

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, x1, . . . , xm, ar, . . . , an ⇒ s

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, x1 • . . . • xm, ar, . . . , an ⇒ s
•L

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, (x1 • . . . • xm) / I, ar, . . . , an ⇒ s
/L

XS , ZS ; [∅; [∅;Λ]], a1, . . . , ai, ar, . . . , an ⇒ s
land

2 ⇒ 3 By Proposition 2, since XS ,ZS ; [∅; [∅;Λ]], a1, . . . , an ⇒ s is derivable
in !sb1/2L

∗b, π(XS ,ZS ; [∅; [∅;Λ]], a1, . . . , an) ⇒ s is derivable in !L∗. The π-
projection of Zi is !Ai • I and the π-projection of I /(〈〉〈〉I) is I / I. Thus, by
definition of π,

π(XS ,ZS ; [∅; [∅;Λ]], a1, . . . , an) =
!(I / !(!A1 • I)), . . . , !(I / !(!An • I)), !(I / I), !!(!A1 • I), . . . , !!(!An • I), a1, . . . , an,
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and the sequent

!(I / !(!A1 • I)), . . . , !(I / !(!An • I)), !(I / I), !!(!A1 • I), . . . , !!(!An • I), a1, . . . , an ⇒ s

is derivable in !L∗. Next, Λ ⇒ !(I / !(!Ai • I)), Λ ⇒ !(I / I), and !Ai ⇒ !!(!Ai • I)
are derivable in !L∗:

Λ ⇒ I
!(!Ai • I) ⇒ I

!W

Λ ⇒ I / !(!Ai • I) /R

Λ ⇒ !(I / !(!Ai • I) !R

I ⇒ I
Λ ⇒ I / I

/R

Λ ⇒ !(I / I) !R

!Ai ⇒ !Ai Λ ⇒ I
!Ai ⇒ !Ai • I •R

!Ai ⇒ !(!Ai • I) !R

!Ai ⇒ !!(!Ai • I) !R

Using cut in !L∗, we obtain

!A1, . . . , !An, a1, . . . , an ⇒ s,

which is exactly the necessary ΓS , a1, . . . , an ⇒ s.
Next, we can eliminate applications of cut in the !L∗ derivation by Proposi-

tion 1.
3 ⇒ 1 This part comes directly from the standard undecidability proof for

!L∗, see [16]. Consider the derivation of ΓS , a1, . . . , an ⇒ s in !L∗. Recall that
the cut rule can be eliminated by Proposition 1, so we can suppose that this
derivation is cut-free. All formulae in this derivation are subformulae of the goal
sequent, and the only applicable rules are •L, •R, /L, and rules operating ! in
the antecedent: !L, !C1,2, !W .

Now let us hide all the formulae which include /. Since all formulae with ! in
our sequent included /, this trivialises all !-operating rules. Next, let us replace
all •’s in the antecedents with commas, and remove unnecessary I’s there. This,
in its turn, trivialises •L and IL. All sequents in our derivation are now of the
form b1, . . . , bs ⇒ C, where s ≥ 0 and C = c1 • . . . • cr (r ≥ 1) or C = I. For the
sake of uniformity, we also write C = I as C = c1 • . . . • cr with r = 0. Inference
rules reduce to

bi+1, . . . , bj ⇒ y1 • . . . • yk b1, . . . , bi, x1, . . . , xm, bj+1, . . . , bs ⇒ C

b1, . . . , bi, bi+1, . . . , bj , bj+1, . . . , bs ⇒ C

where x1, . . . , xm → y1, . . . yk is a rewriting rule of S;

b1, . . . , bi ⇒ c1 • . . . • cj bi+1, . . . , bs ⇒ cj+1 • . . . • cr

b1, . . . , bi, bi+1, . . . , bs ⇒ c1 • . . . • cj • cj+1 • . . . • cr

and, finally, we have axioms of the form a ⇒ a and Λ ⇒ I.
Now straightforward induction on derivation establishes the following fact: if

b1, . . . , bs ⇒ c1 • . . . • cr is derivable in the simplified calculus presented above,
then b1 . . . bs is derivable from c1 . . . cr in the semi-Thue system S. This finishes
our proof.
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5 Conclusion

In this paper, we have discussed a new version of interaction between brack-
ets and exponential, recently proposed by Glyn Morrill [31,32]. This system is
intended to be the basis for the categorial grammar parser CatLog3. For a frag-
ment of this system, we have proved undecidability of the derivability problem.
Undecidability for the corresponding fragment of a previous version [28] of Mor-
rill’s system was shown in [14]. The new contraction rule introduced by Morrill,
however, significantly differs from the earlier ones, and, unfortunately, existing
undecidability proofs [12,14,23] do not directly extend to the new version. The
necessary new technique for proving undecidability with the new form of the
contraction rule [31,32] was developed in the present paper.

Future Work

One of the referees pointed out the following interesting question. The calcu-
lus !sb1/2L

∗b, considered in this paper, can generate ungrammatical sentences
(see end of Sect. 2), since it allows the user to put brackets on empty substrings
of the sentence being parsed. The question is whether the undecidability proof
presented in this paper is still valid for the variant of !sb1/2L

∗b where such
bracketing is disallowed. Furthermore, for the sake of cut-elimination, this non-
emptiness restriction should possibly be propagated to all bracketed expressions
and generally all meta-formulae inside the derivation. In particular, this condi-
tion would require excluding the product unit, I. The product unit is essentially
used in our undecidability proof, but potentially could be replaced by a unit-
free formula (cf. [19]). We leave this problem open for future research. There
are also issues with reconciling non-emptiness restrictions, cut-elimination, the
substitution property, and the full-power exponential modality [11,13]. Settling
these issues for !sb1/2L

∗b, the calculus with brackets and non-standard rules for
!, requires further investigation.

There are several other problems which are still open. One open problem
is whether syntactic condition could be imposed on the formulae under ! (like
the so-called bracket non-negative condition [14,28]), under which the system
becomes decidable. There is also an issue of extending the bracket-inducing algo-
rithm from [30] to the system with the subexponential discussed in the present
paper. Finally, it is interesting whether our result could be strengthened to the
undecidability of the one-division fragment of !sb1/2L

∗b, as it was done in [12]
using Buszkowski’s technique [4] of encoding semi-Thue derivations in the one-
divison Lambek calculus.
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Abstract. This paper explores proof-theoretic aspects of hybrid type-
logical grammars, a logic combining Lambek grammars with lambda
grammars. We prove some basic properties of the calculus, such as nor-
malisation and the subformula property and also present a proof net
calculus for hybrid type-logical grammars. In addition to clarifying the
logical foundations of hybrid type-logical grammars, the current study
opens the way to variants and extensions of the original system, includ-
ing but not limited to a non-associative version and a multimodal version
incorporating structural rules and unary modes.

Keywords: Lambek calculus · Lambda grammar ·
Type-logical grammar · Proof theory · Proof nets

1 Introduction

Hybrid type-logical grammars (HTLG), a logic introduced by Kubota and Levine
[7], combines the standard Lambek grammar implications with the lambda gram-
mar operations. As a consequence, the lambda calculus term constructors of
abstraction and application live side-by-side with the Lambek calculus oper-
ation of concatenation and its residuals. The logic is motivated by empirical
limitations of its subsystems. It provides a simple account of many phenomena
on the syntax-semantics interface, for which neither of its subsystems has equally
simple solutions [5–7].

For instance, Lambek calculi struggle to account for medial extraction, as
is required for the wide-scope reading of the universal in (1). Such cases are
straightforwardly accounted for by lambda grammars. For the same reasons—
namely the absence of directionality—lambda grammars cannot easily distin-
guish (2) from (3) [12], whereas the distinction is trivial to implement in Lambek
calculi.

1. Someone delivers every letter to its destination.
2. *Ahmed loves and dislikes dessert the pizza
3. Ahmed loves and Johani dislikes the pizza
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In their paper on determiner gapping in hybrid type-logical grammar, Kubota
and Levine [6, footnote 7] ‘acknowledge that there remains an important theo-
retical issue: the formal properties of our hybrid implicational logic are currently
unknown’. In this paper, we prove basic properties of the natural deduction cal-
culus of Kubota and Levine [7] (normalisation, decidability and the subformula
property) and present a proof net calculus. This puts HTLG on a firm theo-
retical foundation, but also provides a framework for extensions of the logic. In
addition, the proof net calculus provides a proof search method which is both
flexible and transparent.

2 Natural Deduction

HTLG syntactic terms are tuples of which the first element is a linear lambda
term and the second is a type-logical formula drawn from the union of impli-
cational linear logic and Lambek formulas. Given a set of atomic formulas A
(we will assume A contains at least the atomic formula n for noun, np for noun
phrase, s for sentence, and pp for prepositional phrase), the formula language of
HTLG is the following.

– TLogic :: = TLambek | TLogic � TLogic

– TLambek :: = A | TLambek/TLambek | TLambek\TLambek

Prosodic types are simple types with a unique atomic type s (for structure
or, in an associative context, string). Logical formulas are translated to prosodic
types as follows.

Pros(TLambek) = s

Pros(TLogic � TLogic) = Pros(TLogic) → Pros(TLogic)

The lambda terms of HTLG, called prosodic terms, are constructed as follows.

– Atoms: +s→s→s, εs, a countably infinite number of variables x0, x1, . . . for
each type α; by convention we use p, q, . . . for variables of type s.

– Construction rules:
• if Mα→β and Nα, then (MN)β

• if xα and Mβ , then (λx.M)α→β

In what follows, we restrict the prosodic terms to linear lambda terms, requiring
each λ binder to bind exactly one occurrence of its variable x. This restriction
is standard in HTLG.

The natural deduction rules for HTLG are given by Fig. 1. The lexicon assigns
to the word p a formula A and a linear lambda term M of type Pros(A). Since
this term is linear, it contains exactly one free occurrence of p. When no confusion
is possible (for example when a word appears several times in a sentence), we
use the word itself instead of the unique variable p (the formula w has a purely
technical role and cannot appear on the right hand side of the lexicon or axiom
rule). An example would be λP.(P everyone) : (np � s) � s. The elimination
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Fig. 1. Gentzen-Style ND inference rules for HTLG

rules have the standard condition that no free variables are shared between
Γ and Δ, which ensures Γ,Δ is a valid context. The introduction rules have
the standard side-condition that Γ contains at least one formula (ensuring that
provable statements cannot have empty antecedents). The β rule performs on-
the-fly beta reduction on the lambda terms.

Before showing normalization, we first prove a standard substitution lemma.

Lemma 1. Let δ1 be a proof of Γ � N : A and δ2 a proof of Δ,x : A � M [x] : C
such that N and M share no free variables, then there is a proof of Γ,Δ � M [N ] :
C.

Proof. We can combine the two proofs as follows, replacing the hypothesis x : A
of δ2 by the proof δ1. .... δ1

Γ � N : A.... δ2[x := N ]
Γ,Δ � M [N ] : C

Given that, by construction, M and N share no free variables, replacing x by
N cannot make a rule application in δ2 invalid. ��

Given that the w atomic formula appearing on the left-hand side of the Lex
rule is by construction forbidden to appear on the right-hand side of a sequent,
this means that the substitution lemma can never apply to a lexical hypothesis
(since there are no proofs of the form Γ � N : w).

3 Normalisation

We show that HTLG is normalizing. A normal form for an HTLG proof is defined
as follows.
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Definition 1. A derivation D for HTLG is normal iff each major premiss of
an elimination rule is either:

1. an assumption
2. a conclusion of an application of an E-rule.

In general, we call a logic normalizing just in case there is an effective pro-
cedure for extracting normal proofs from arbitrary proofs. Based on this defini-
tion, any path in a normal proof starts with an axiom/lexicon rule, then passes
through a (possibly empty) sequence of elimination rules as the major premiss,
followed by a (possibly empty) sequence of introduction rules, ending either in
the minor premiss of an elimination rule or in the conclusion of the proof.

To demonstrate HTLG is normalizing, we define a set of conversion rules—
functions from derivations D to derivations D′—such that repeated application
of the rules terminates in a normal derivation.

Figure 2 shows the conversion rules1. Note that, given the condition on the
elimination rules, N and M cannot share free variables and that Lemma 1 there-
fore guarantees the reductions transform proofs into proofs. In what follows, we
assume that β reduction applies on an as-needed basis, ignoring its application
for simplicity of presentation.

Fig. 2. Conversion rules

Theorem 1. HTLG is strongly normalizing.

Proof. To show strong normalization, we need to show that there are no infinite
reduction sequences. However, since each reduction reduces the size of the proof,
this is trivial. ��
Theorem 2. Normalization for HTLG proofs is confluent.

1 The rule for the / directly parallels that for \, modulo directionality.
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Proof. It is easy to show weak confluence: whenever a proof can be reduced by
two different reductions R1 and R2, then reducing either redex will preserve the
other redex , and R1 followed by R2 will produce the same proof as R2 followed
by R1. By Theorem 1 we therefore have strong confluence. ��
Corollary 1. HTLG proofs have a unique normal form.

Proof. Immediate by Theorems 1 and 2. Note that uniqueness is up to beta
equivalence or, alternatively, each HTLG proof has a unique normal form proof
with a beta normal term2. ��
Corollary 2. HTLG satisfies the subformula property.

Proof. This is a direct consequence of normalization (Theorem 1). In a normal
form proof, every formula is either a subformula of one of the hypotheses or a
subformula of the conclusion. ��

Given that we only consider linear lambda terms, HTLG proofs have a num-
ber of beta reductions bounded from above by the total number of abstractions
in the proof (those in the leaves plus those in the introduction rules). Therefore,
decidability follows from the subformula property. However, we will give a more
detailed complexity analysis in Sect. 6.

4 Proof Nets

In proof theory, we generally have multiple proof systems for a single logic. Even
though deductions in these systems are intertranslatable, shifting to a different
proof system may make some properties of the logic easier to prove.

Proof nets are a graph theoretic representation of proofs introduced for linear
logic by Girard [3]. Proof nets remove the possibility of ‘boring’ rule permutations
as they occur in the sequent calculus or natural deduction3, solving the so-called
problem of ‘spurious ambiguity’ in type-logical grammars.

We generally define proof nets as part of a larger class called proof structures.
Proof nets are those proof structures which correspond to sequent (or natural
deduction) proofs. We can distinguish proof nets from other proof structures by
means of a correctness condition. As a guiding intuition, we have the following
correspondence between sequent calculus/natural deduction proofs and proof
nets.

logical rule = link + correctness condition
proof (proof net) = proof structure + correctness condition

A more procedural interpretation of this is that a proof structures represent
the search space for proofs.
2 As is usual in the lambda calculus, we do not distinguish alpha-equivalent lambda
terms.

3 For natural deduction, rule permutations are a problem only for the •E and the �E
rules.
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4.1 Proof Structures

Definition 2. A link is tuple consisting of a type (tensor or par), an index
(from a fixed alphabet I, indicating the family of connectives it belongs to), a list
of premisses, a list of conclusions, and an optional main node (either one of the
conclusions or one of the premisses).

A link is essentially a labelled hyperedge connecting a number of vertices in
a hypergraph. The premisses of a link are drawn left-to-right above the central
node, whereas the conclusions are drawn left-to-right below the central node.
A par link displays the central node as a filled circle, whereas a tensor uses an
open circle. For hybrid type-logical grammars, the set of indices is {ε,+,@, λ}.
The constructor ε represents the empty string (it doesn’t correspond to a logical
connective, although we can add one if desired). The (non-associative) Lambek
calculus implications (\, /) use the term constructor ‘+’ for their links (in a
multimodal context we can have multiple instances of ‘+’, for example, ‘+1’,
‘+2’, but this doesn’t change much), whereas the lambda grammar implication
(�) uses links labeled with @ (representing application, for its tensor link) and
λ (representing abstraction, for its par link).

Table 1. Links for HTLG proof structures

[/E]

C

C / B B

+

[/I]

C / B

+

B

C

[\E]

C

A \ CA

+

[\I]

A \ C

+

A

C

[�E]

C

B � C B

@

[�I]

B � C

λ

B

C

From Table 1, it is clear that par links have one premiss and two conclusions,
whereas tensor links have two premisses and one conclusion (we will see a ten-
sor link with one premiss and two conclusions later). Par links have an arrow
pointing to the main formula of the link, the main formulas of tensor links are
not distinguished visually (but can be determined from the formula labels).

Definition 3. A proof structure is a tuple 〈F,L〉, where F is a set of formula
occurrences (vertices labeled with formulas) and L is a set of links such that each
local neighbourhood is an instance of one of the links of Table 1, and such that:

– each formula is at most once the premiss of a link,
– each formula is at most once the conclusion of a link.
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The formulas which are not a conclusion of any link in a proof structure are
its hypotheses. We distinguish between lexical hypotheses and logical hypotheses;
lexical hypotheses are formulas from the lexicon, all other hypotheses are logical.
The formulas which are not a premiss of any link in a proof structure are its
conclusions. Formulas which are both a premiss and a conclusion of a link are
internal nodes of the proof structure.

We say a proof structure with hypotheses Γ and conclusions Δ is a proof
structure of Γ � Δ, overloading the � symbol.

Definition 4. Given a proof structure P , a formula occurrence A of P is a cut
formula if it is the main formula of two links. A is an axiomatic formula in case
it is not the main formula of any link.

Example 1. As a very simple example, consider the lexicon containing only the
words ‘everyone’ of type (np � s) � s with prosodic term λP.(P everyone) and
‘sleeps’ of type np � s with prosodic term λz.(z + sleeps). Unfolding the lexical
entries produces the proof structure shown in Fig. 3. We use the convention of
replacing lexical hypotheses with the corresponding word, so ‘everyone’ repre-
sents the formula (np � s) � s and ‘sleeps’ the formula np � s. There are no
cut formulas in the figure, and all atomic formulas are axiomatic.

s

np � severyone

@

np

λ

s

s

npsleeps

@

Fig. 3. Proof structure of ‘everyone sleeps’.

Definition 5. Given a proof structure P and two distinct formula occurrences
x, y of P , both labeled with the same formula A, with x a logical hypothesis of P
and y a conclusion of P . Then P ′, the vertex contraction of x and y in P , is the
proof net obtained by deleting x and y, adding a new node z with label A such
that z is the premiss of the link x was a premiss of (if any) and the conclusion
of the link that y was the conclusion of (if any).

The vertex contraction operation is a standard graph theoretic operation. In
the current context, it operates like the cut or axiom rule in the sense that if
P1 is a proof net of Γ,A � Δ and P2 a proof net of Γ ′ � A,Δ′ with x and y
the two occurrences of A, then the vertex contraction of x and y is a proof net
of Γ, Γ ′ � Δ,Δ′. Given that, in an intuitionistic context like the current one,
all proof nets have a single conclusion we even have that if P1 is a proof net of
Γ,A � C and P2 a proof net of Γ ′ � A, then the vertex contraction gives a proof
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net of Γ, Γ ′ � C. Note that vertex contraction applies only to logical hypotheses
and not to lexical ones.

Just like a logical link is a generalisation of a logical rule which is locally
correct but need not be correct globally, a vertex contraction is a generalisation
of the cut rule which is locally correct but need not be correct globally.

Example 2. Connecting the atomic formulas of the proof structure shown in
Fig. 3 produces the proof structure shown on the left of Fig. 4. It has (the formulas
corresponding to) ‘everyone’ and ‘sleeps’ as hypotheses (both lexical) and the
formula s as its conclusion.

s

np � severyone

@

λ

s

npsleeps

@

→
A

s

��

@

λ

�

��

@

λ

�

+

� �sleeps

λ

�

��

@

everyone

Fig. 4. Proof structure of ‘everyone sleeps’ after identification of the atomic formulas
(left) and corresponding abstract proof structure (right).

Definition 6. A tensor graph is a connected proof structure with a unique con-
clusion (root) node containing only tensor links. The trivial tensor graph is a
single node.

Given a proof structure P , the components of P are the maximal substruc-
tures of P which are tensor graphs. A tensor tree is an acyclic tensor graph.

For standard multimodal proof nets, we define correctness using tensor trees
instead of the more general notion used here. Our results may be (graph theoret-
ical representations of) lambda terms, and the λ link represents the λ binder for
linear lambda terms. As is usual for lambda terms, we need to be careful about
‘accidental capture’ of variables. That is, we want avoid incorrect reductions
such as (λxλy(f x))(g y) (not a linear lambda term) to λy(f (g y)).
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Table 2. Links for HTLG abstract proof structures
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�
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�
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4.2 Abstract Proof Structures

As is usual for proof nets, correctness is defined on graph theoretic representa-
tions obtained from proof structures by forgetting some of the formula labels.
We call these representations abstract proof structures. A more procedural way
of seeing abstract proof structures is as ways of computing the structure of the
antecedent. For hybrid type-logical grammars, this means abstract proof struc-
tures must contain some way of representing lambda terms in addition to the
Lambek calculus structures.

Definition 7. An abstract proof structure A is a tuple 〈V,L, l, h, c〉 where V is
a set of vertices, L is a set of the links shown in Table 2 connecting the vertices
of V , l is a function from the lexical hypothesis vertices of A to the corresponding
variables, h is a function from logical hypothesis vertices to formulas, and c is a
function from the conclusion vertices of A to formulas (a hypothesis vertex is a
vertex which is not the conclusion of any link in L, and a conclusion vertex is a
vertex which is not the premiss of any link in L).

The links for abstract proof structures are shown in Table 2. The tensor links
are shown in the topmost row, the par links in the bottom row, with the par
links for the Lambek connectives on the left and in the middle, and the par link
for the linear implication on the bottom right.

The λ tensor link is the only non-standard link. Even though it has the
same shape as the link for the Grishin connectives of Moortgat and Moot [9],
it is used in a rather different way. The λ tensor link does not correspond to a
logical connective but rather to lambda abstraction over terms (or rather their
graph theoretical representation). To keep the logic simple and the number of
connectives as small as possible, we have chosen to make the ε link, corresponding
to the empty string, a non-logical link as well. As a consequence, ε can appear
only in lexical terms. However, if needed, it would be easy to adapt the logic by
adding a logical connective 1 corresponding to ε.

Definition 8. Given a proof structure P , we obtain the corresponding abstract
proof structure A(P ) = A as follows.
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1. we keep the set of vertices V and the set of links L of P (but we forget the
formula labels of the internal nodes),

2. logical hypotheses are kept as simple vertices, but we replace each lexical
hypothesis M : A of the proof structure by a graph g corresponding to its
lambda term M , the conclusion of g is the vertex which was the lexical hypoth-
esis of P , making the word subterm w of M a lexical hypothesis of the new
structure,

3. we define l to assign the corresponding word for each lexical hypothesis of
the resulting graph, h to assign a formula for all logical hypotheses, and c to
assign a formula to all conclusions.

Example 3. Converting the proof structure on the left of Fig. 4 to an abstract
proof structure produces the abstract proof structure shown on the right. We
have replaced ‘everyone’ by the structure corresponding to its lexical lambda
term and similarly for ‘sleeps’.

Definition 9. A lambda graph is an abstract proof structure such that:

1. it has a single conclusion,
2. it contains only tensor links,
3. each right conclusion of a lambda link is an ancestor of its premiss,
4. removing the connection between all lambda links and their rightmost conclu-

sion produces an acyclic and connected structure.

Condition 3 avoids vacuous abstraction and accidental variable capture in
the corresponding lambda term. Condition 4 is the standard acyclicity and con-
nectedness condition for abstract proof structures, but allowing for the fact that
lambda abstraction (but no other tensor links) can produce cycles.

Lambda graphs correspond to linear lambda terms in the obvious way, with
the rightmost conclusion of the lambda link representing the variable abstracted
over. This is a standard way of representing lambda terms in a way which avoids
the necessity of variable renaming (alpha conversion).

Proposition 1. A lambda term with free variables x1, . . . , xn corresponds to a
lambda graph with hypotheses x1, . . . , xn, with the @ tensor link corresponding to
application, the λ tensor link to abstraction, and the + link and the ε link to the
term constants of type s → s → s and s respectively. To keep the terms simple,
we will write (X + Y ) instead of ((+X)Y ).

4.3 Structural Rules and Contractions

To decide whether or not a given proof structure is a proof net (that is, cor-
responds to a natural deduction proof), we will introduce a system of graph
rewriting. The structural rules for the non-associative version of hybrid type-
logical grammars are shown on the left-hand column of Table 3. We can obtain
the standard associative version simply by adding the associativity rules for ‘+’;
more generally, we can add any structural conversion for multimodal grammars,
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rewriting a tensor tree into another tensor tree with the same leaves (though not
necessarily in the same order) provided they do not overlap with the beta redex.
The ε structural rules simply stipulate that ‘ε’ functions as the identity element
for ‘+’ (both as a left identity and as a right identity).

The key rewrite is the beta conversion rule. It is the graph theoretical equiv-
alent of performing a beta reduction on the corresponding term. For the beta
rewrite, we replace the two links (and the internal node) and perform two vertex
contractions: h1 with c1 and h2 with c2. We update the functions h, l and c
accordingly (if one of the hi was in the domain of h and l then so is the resulting
vertex, and similarly for the ci and the c function of the abstract proof structure).

Table 3. Structural rules (left) and logical contractions (right) for HTLG proof nets.
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To make the operation of the beta reduction clearer, a ‘sugared’ version of the
contraction is shown in Table 4. Term labels have been added to the vertices of
the graph to make the correspondence with beta-reduction explicit. This second
picture is slightly misleading in that it suggests that A1, A2 and A3 are disjoint
substructures. This need not be the case: for example, A3 can contain a lambda
link whose right conclusion is a premiss of either A1 or A2. Similarly, in a logic
with the Lambek calculus product, the link for [•E] may connect premisses of
both A1 and A2. A side condition on the �I conversion combined with the
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restriction of lexical entries to linear lambda terms will guarantee that x (c1) in
the beta reduction is always a descendant of N(h2).

Table 4. Beta conversion as a structural rule with term labels added.
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A3

M

N [x := M ]

→
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M

@

λx.N

(λx.N)M

λ

N

A2

A1

A3

x

Definition 10. We say a lambda graph is normal or beta-normal when it doesn’t
contain any redexes for the beta conversion.

In addition to the structural rules, there are contractions for each of the log-
ical connectives. Table 3 shows, on the right-hand column, the contractions for
HTLG. For the Lambek implications, these are just the standard contractions.
They combine a concatenation mode ‘+’ with one of its residuals4. The contrac-
tions for the Lambek calculus implications are the standard contractions from
Moot and Puite [11].

The contraction for �I has the side condition that the rightmost conclusion
of the λ par link is a descendant of its premiss, passing only through tensor links.
This is essentially the same condition as the one used by Danos [1], only without
performing the actual contractions. This is because we want our abstract proof
structures to represent the prosodic structure of a proof, which may contain
lambda terms, just like the standard goal of abstract proof structures is always
to compute the structure which would make the derivation valid.

Our rewrite calculus can be situated in the larger context of adding rewrite
rules to the lambda calculus [2,4]. Even though the contractions for [/I] and
[\I] are not left-linear, since they correspond to terms (M + x)/x and x\(x +
M) respectively, this is not a problem because the occurrences of x are bound
occurrences [4]. In general, confluence can not be maintained in the presence of
structural rules (or of the unary connectives) since the structural rules themselves
4 To ensure confluence of ‘/’ and ‘\’ in the presence of ε we can add the side condition
to the [/I] and [\I] contractions that the component to which the par link is attached
has at least one hypothesis other than the auxiliary conclusion of the par link. This
forbids empty antecedent derivations and restores confluence.
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need not be confluent. Confluence of beta reduction is guaranteed by not allowing
any structural rewrite to overlap with the beta redex [4].

5 Correctness of the Proof Net Calculus

Definition 11. A proof structure is a proof net whenever its abstract proof
structure converts to a lambda graph.

The reader can easily verify that the abstract proof structure shown on the
right hand side of Fig. 4 back on page 8 converts to the lambda graph everyone+
sleeps—after one application of the [�I] conversion and three applications of
the β conversion—and is therefore a proof net.

We show that a proof net with premisses A1, . . . Ak and conclusion C converts
to a lambda graph M whenever N1 : A1, . . . , Nk : Ak � M : C (where Ni is the
lexical lambda term or variable corresponding to Ai) is derivable, and vice versa.

Lemma 2. If δ is a natural deduction proof of N1 : A1, . . . , Nk : Ak � M : C,
then we can construct a proof net with premisses A1, . . . , An and conclusion C
contracting to M .

Proof. Induction on the length l of δ. If l = 0, then we have either an axiom
x : A or a lexicon rule M : A (with M a linear lambda term with a single free
variable w). In either case, the abstract proof structure will convert in zero steps
to the required graph M .

If l > 0, we look at the last rule of the proof and proceed by case analysis.
If the last rule of the proof is the /I rule, we are in the follow case.

.... δ

Γ, x : B � N + x : A

Γ � N : A/B
/I

Removing the last rule gives us the shorter proof δ, and induction hypothesis
gives us a proof net of Γ, x : B � N +x : A. In other words, induction hypothesis
gives us a proof net of Γ,B � A such that the underlying abstract proof structure
converts, using a reduction sequence ρ, to N + x, with x corresponding to B, as
shown schematically in Fig. 5.

We need to produce a proof net of Γ � N : A/B. But this is done simply
by adding the /I link to the proof net of the induction hypothesis and adding a
final /I reduction as shown in Fig. 6.

The cases for \I and � are similar, adding the corresponding link and con-
version to the proof net obtained by induction hypothesis.

The cases for the elimination rules /E, \E and �E simply combine the two
proof nets obtained by induction hypothesis with the corresponding link.

If the final rule is the β rule or a structural rule, we simply add, respectively,
the β reduction and the corresponding structural conversion. ��
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Π

A

B

A

� B

+

A1

Γ

ρ
�

Γ

Fig. 5. Conversion sequence of Fig. 6 with the final [/I] contraction removed.
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A/B
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�

� �

+

A/B

+

A

Γ

Γ

A

A/B
ρ
�

[/I]
→

Γ

Fig. 6. Conversion sequence of a proof net ending with a [/I] contraction

Lemma 3. Given a proof net Π with premisses A1, . . . An and conclusion C
converting to a lambda graph M , there is a natural deduction proof N1 :
A1, . . . , Nk : An � M : C.

We proceed by induction on the number of conversions c.
If c = 0 there are no conversions. As a consequence, there are no par links

in the proof net. We proceed by induction on the number of tensor links t in the
proof net.

If t = 0, the proof net consists of a single formula A and the abstract proof
structure is either a single vertex x (in the case of a hypothesis), corresponding
to a proof x : A or a term M corresponding to a lexical entry, corresponding to
a proof M : A.

If t > 0, one of the hypotheses of the proof structure must be the main for-
mula of its link. Removing this link will produce two proof nets and we can apply
the induction hypothesis to obtain natural deduction proofs for each, combining
them with the appropriate elimination rule.

If c > 0, we look at the last conversion and proceed by cases analysis.
If the last conversion is a β conversion or a structural rule, then induction

hypothesis gives us a proof δ of Γ � M ′ : C, which we can extend using the β
rule (or structural rule) on M ′ to produce M and a proof of Γ � M : C.

If the last conversion is a �I contraction, we are in the case shown in Fig. 7.
The final lambda graph corresponds to the linear lambda term M [λx.N ].

Removing the final [�I] conversion produces two proof nets Π1 and Π2

with strictly shorter conversion sequences (again because we removed the final
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�

�
λ
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C

[�I]
→

ρ
�

Γ

Δ

Fig. 7. Conversion sequence of a proof net ending with a [�I] contraction

conversion and divided the other conversions) shown in Fig. 8. Therefore, induc-
tion hypothesis gives us a proof δ1 of Γ, x : B � N : A and a proof δ2 of
Δ, z : B � A � M [z] : C and we need to combine these into a proof of
Γ,Δ � M [λx.N ] : C. This is done as follows.

Π1

Π2

A

BΓ

Δ B � A

C

A

BΓ

B � AΔ

A1

A2

C

ρ1

�

ρ2

�

Fig. 8. Conversion sequence of Fig. 7 with the final [�I] conversion removed

Δ

Γ x : B.... δ1
N : A

λx.N : B � A
�I

.... δ2, z := λx.N

M [λx.N ] : C

The substitution of λx.N for z presupposes that the formula B � A is not
a lexical hypothesis, but given that it is the conclusion of a link in the full
structure, it cannot be a hypothesis of the full structure and therefore we can
apply the substitution. This is the reason we distinguish between a par link for
λ (which corresponds to the introduction rule of the logical connective �) and



Proof-Theoretic Aspects of Hybrid Type-Logical Grammars 99

a tensor link (which corresponds to abstraction at the term level and need not
correspond to a logical rule since it can come from a complex lexical entry as
well).

The cases for /I and \I are similar, and simply follow Moot and Puite [11].
��

6 Complexity

Given the proof net calculus described in the previous sections, complexity ana-
lysis of hybrid type-logical grammars and several of its variants becomes simple.

Theorem 3. HTLG parsing is NP complete.

Proof. Since HTLG contains lexicalized ACG as a fragment, NP-hardness follows
from Proposition 5 of Yoshinaka and Kanazawa [13], so all that remains to be
shown is that HTLG is in NP.

In order to shown that HTLG parsing is NP-complete we only need to
show that, given a non-deterministic proof search procedure we can verify
whether a proof candidate is an actual proof in polynomial time. Given a sen-
tence, we non-deterministically select a lexical formula for each word, then non-
deterministically enumerate all proof structures for these lexical formulas. ��

The proof of Theorem 3 is very general and can easily be adapted to variants
and extensions of HTLG. For example, we can add the connectives for ‘•’, ‘�’
and ‘�’ and mode information (as in the multimodal versions of the Lambek
calculus [8]) while maintaining NP-completeness.

When adding structural rules, complexity analysis becomes more delicate.
Adding associativity, as in the original formulation of hybrid type-logical gram-
mars, doesn’t change the complexity, since we can simply use the strategy of
Moot and Puite [11, Sect. 7] to ensure polynomial contraction of proof struc-
tures. So we can actually strengthen Theorem 3 to the following.

Theorem 4. HTLG/i,•i,\i,�i,�i
parsing, with associativity for some modes i, is

NP complete.

In general, NP completeness will be preserved whenever we provide the set of
structural rules with a polynomial time contraction algorithm. When we do not
have a polynomial contraction algorithm, we can still show information about the
complexity class: when we add structural rules but use the standard restriction
that the tree rewrites allowed by the structural rules are linear (no copying or
deletion of leaves) and do not increase the size of the tree, then the resulting
logic is PSPACE complete, following the argument of Moot [10, Sect. 9.2].

Theorem 5. HTLG/i,•i,\i,�i,�i
parsing with any finite set of non-expanding

structural rules is PSPACE complete.

This gives an NP lower bound and a PSPACE upper bound for any HTLG
augmented with the multimodal connectives and a fixed set of structural rules,
and NP completeness can be shown by providing a polynomial contraction algo-
rithm.
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7 Conclusion

We have investigated the formal properties of hybrid type-logical grammars and
proved several standard results for them. This solves the question of the theo-
retical foundations of the system, left open by Kubota and Levine [6].
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Abstract. Head movement is a syntactic operation used in most gener-
ative syntactic analyses. However, its computational properties have not
been extensively studied. [27] formalises head movement in the frame-
work of Minimalist Grammars by extending the item representation to
allow for easy extraction of the head. This work shows that Stabler’s
representation is in fact suboptimal because it causes higher polynomial
parsing complexity. A new algorithm is derived for parsing head move-
ment and affix hopping by changing the kinds of representations that
the parser deals with. This algorithm has much better asymptotic worst-
case runtime of O(n2k+5). This result makes parsing head movement
and affix hopping computationally as efficient as parsing a single phrase
movement.

Keywords: Minimalist Grammars · Parsing · Head movement ·
Affix hopping

1 Introduction

Minimalist Grammars (MG) [26] are a formalisation of Chomsky’s Minimalist
Program [4]. MGs rely on only two basic operations merge and move. merge is
a binary function that combines two constituents into a single constituent, while
move is a unary operation that takes one sub-constituent and reattaches it to
the specifier position at the root of the partially constructed tree. An example
MG derivation with merge and move is shown in Fig. 1a for the declarative
sentence “[d] she will meet him” where [d] is a null declarative complementiser.
Figure 1b shows the X-bar structure that is a byproduct of the MG derivation
and can be computed deterministically. Here merge combines constituents that
are not necessarily adjacent to each other, while move raises the subject DP
from spec-VP to spec-TP so that it can check the nominative case feature.

merge is a single function but it is often easier to view it as different sub-
functions over non-overlapping domains. For instance, merge1 is applied in the
case of complement attachment, while merge2 attaches a specifier. The same
holds for move: move1 moves a phrase to its final landing site, while move2
moves a constituent that is going to move again later. The type of movement
c© Springer-Verlag GmbH Germany, part of Springer Nature 2019
R. Bernardi et al. (Eds.): FG 2019, LNCS 11668, pp. 101–116, 2019.
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done by move1 and move2 is often called phrase movement because it is applied
to a maximal projection (XP). However, phrasal movement is not the only type
of movement used in Minimalist syntax. In addition to phrasal movement, all
minimalist textbooks [1,2,22,25] also discuss head movement. Head movement
can be triggered when a selecting lexical head merges with its complement. This
operation extracts the head of the complement and adjoins it to the selecting
head. It can adjoin the complement’s head to the left or right of the selecting
head depending on the type of feature that triggers the head movement.

The most typical example of head movement in English is Subject-Auxiliary
inversion in yes-no questions. Figure 2 shows the previous example sentence
turned into a question by using a different null complementiser [q] for form-
ing yes-no questions. What is different between [d] and [q] is the type of the
feature that each uses to select the tense phrase: [d] uses a simple selector =t
while [q] uses =>t which, in addition to selecting the tense phrase, also extracts
the tense head “will” and adjoins it to the left of the complementiser head.

(a) derivation tree

CP

C’

C
[d]

TP

T’

T
will

VP

DP

D’

D
she

V’

V
see

DP

D’

D
him

(b) X-bar tree

Fig. 1. Example without head movement

The original version of MG published in [26] had both phrase and head
movement. There have since been many variations on MG proposed, some of
which are reviewed in [29] including a simpler version that does not include head
movement. This simple version of MG is very convenient for formal analysis and
parsing. We will call this version succinct MG or MGS , and the original version
of MG with head movement MGH .

Many phenomena that appear to require head movement can in fact be
expressed with other means like remnant or rightward movement [18,28]. Also,
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(a) derivation tree

CP

C’

C

C
[q]

TP

T’

T
will

VP

DP

D’

D
she

V’

V
see

DP

D’

D
him

(b) X-bar tree

Fig. 2. Example with head movement

MG with and MG without head movement are weakly equivalent [21,27]. Still,
if we are interested in the structures that explain the derived word order using
head movement we will need a parser specifically tailored to parsing with head
movement. The practical need for that kind of parser is even more evident with
the recent construction of MGbank [34] and the first wide-coverage MG parser
[36], which both use head movement in almost all of their derivations.

The published work on Minimalist Parsing can be divided into two cat-
egories. The first is transition based parsing which is usually of higher rele-
vance to psycho-linguists as a more likely model of human sentence processing
[8,9,12,13,17,30–33]. However, these models use no dynamic programming and
therefore have exponential runtime complexity. This makes them impractical
for actual parsing and inappropriate for studying the theoretical computational
complexity properties of MGs.

The second type of MG parsers are those that use dynamic programming
and are usually expressed as deductive systems. These parsers run in polynomial
time and are guaranteed to find a parse if it exists. The first work of that sort
is Harkema’s CKY parser [10,11] for MG without head movement. Stabler [27]
showed a simple extension of Harkema’s parser that enabled it to account for
head movement. Harkema’s parser for MGS had computational time complexity
of O(n4k+4) where k is a number of distinct phrase movement types. Stabler’s
extension for head movement raises complexity to O(n4k+12) because of the
additional spans that are required to keep the head of a constituent available for
extraction by head movement. If we interpret O(n4) as the price of a single phrase
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mover, this would mean that the price of having head movement is equivalent
to having two phrase movement types.

A more modern parser for MGS is presented in [7] which lowers the time com-
plexity from Harkema’s O(n4k+4) to O(n2k+3). This result is in fact the same
algorithm as Harkema’s (done through conversion to IRTG) but with more accu-
rate computational analysis. If we apply this revised analysis to Stabler’s head
movement algorithm we get worst-case parsing complexity of O(n2k+9). Here,
the price of each phrase movement is quadratic meaning that head movement
now costs the same as having three distinct phrase mover types.

An interesting special type of MGH is MGH
0 which is an MG that has only

head movement without any phrase movement. This MG is more expressive
than CFG but less expressive than TAG [21]. Parsing this MG using Stabler’s
algorithm with new analysis would take O(n9) in the worst case. Intuitively,
there should be a better algorithm than this because the worst case complexity
of TAG, which is more expressive, is just O(n6).

This paper presents a new and more efficient algorithm for parsing the full for-
mulation of MG that contains head movement. This greater efficiency is accom-
plished with a more compact representation of the parse items and inference
rules adapted for that compact representation. The parser’s worst-case compu-
tational complexity is O(n2k+5). In computational terms, this makes parsing
head movement as easy as parsing a single phrase movement. In the special case
of MGH

0 we get a O(n5) parser which is lower than TAG parsing complexity,
exactly as we would expect.

2 MG Without Head Movement

A Succinct Minimalist Grammar MGS [29] is formally defined with a tuple
G = 〈Σ, B, Lex, c, {merge,move}〉, where Σ is the vocabulary, B is a set of
basic features, Lex is a finite lexicon (as defined just below), c ∈ B is the
start category, and merge and move are the generating functions. The basic
features of the set B are concatenated with prefix operators to specify their roles,
as follows:

categories, selectees = B
selectors = {=f | f ∈ B}
licensees = {-f | f ∈ B}
licensors = {+f | f ∈ B}

Let F be the set of role-marked features, that is, the union of the cat-
egories, selectors, licensors and licensees. Let T = {::, :} be two types, indi-
cating “lexical” and “derived” structures, respectively. Let C = Σ∗ × T × F ∗

be the set of chains. Let E = C+ be the set of expressions; intuitively, an
expression is a chain together with its “moving” sub-chains, if any. All expres-
sions have to respect Shortest Movement Constraint (SMC) which states that
no two chains in an expression can have the same initial feature. The functions
merge and move are defined in Fig. 3. The lexicon Lex ⊂ Σ∗ × {::} × F ∗ is
a finite set. The set of all structures that can be derived from the lexicon is
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S(G) = closure(Lex, {merge,move}). The set of sentences L(G) = {s | s · c ∈
S(G) for some type · ∈ {:, ::}}, where c is the “start” category.

The functions merge1, merge2 merge3 are special cases of merge corre-
sponding respectively to complement merge, specifier merge and merge of an
element that is going to move in the future and therefore needs to be kept as
a separate chain. Functions move1 and move2 are special cases of move cor-
responding respectively to the movement of an element that is landing and to
the movement of an element that will move again in the future. All functions in
Fig. 3 have pairwise disjoint domains.

s :: = fγ t · f, α1, . . . , αk

st : γ, α1, . . . , αk

merge1

s : = fγ, ι1, . . . , ιl t · f, α1, . . . , αk

ts : γ, ι1, . . . , ιl, α1, . . . , αk

merge2

s · = fγ, ι1, . . . , ιl t · fδ, α1, . . . , αk

s : γ, ι1, . . . , ιl, t : δ, α1, . . . , αk

merge3

s : +fγ, ι1, . . . , ιl, t : −f, α1, . . . , αk

ts : γ, ι1, . . . , ιl, α1, . . . , αk

move1

s : +fγ, ι1, . . . , ιl, t : −fγ, α1, . . . , αk

s : γ, ι1, . . . , ιl, t : γ, α1, . . . , αk

move2

Fig. 3. Succinct MG. All rules are subject to SMC.

2.1 Parsing with Succinct MG

Most MG parsers are based on the parsing as deduction paradigm [24]. In parsing
as deduction the parser maintains two data structures: a chart and an agenda.
These data structures contain items that represent a set of derivation trees
that share their topmost expression. The chart contains items that are already
proved by the parser. The agenda contains items that could in the future combine
with items from the chart to prove new items. Parsing starts with the agenda
containing all the axioms (items that are true without the need for a proof) and
an empty chart. When an item is popped out of the agenda, the parser tries to
combine it with all the elements in the chart in an attempt to prove new items.
For each new item, the parser first checks if it is present in the chart. If it is in
the chart, the parser just discards it1 because that item is already proved. If it is
not present in the chart, the parser adds it both to the chart and to the agenda.
Parsing stops when either the newly created item is the goal item, in which case

1 Or adds one more backpointer if we want all possible derivation trees instead of a
single tree.
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parsing is successful, or when the agenda becomes empty, in which case parsing
has failed because the sentence is not part of the language.

This description is enough to use this method for recognition. To turn it into
a parser, it is sufficient to modify the chart data structure in such a way that
each item in it contains a list of backpointers to the items that were used to
derive it. When the goal item is constructed, it is enough to follow backpointers
to find the full derivation tree.

The first parser for the succinct version of MG was presented by Harkema
[10,11]. The items of this parser are equivalent to the MGS expressions except
that instead of strings they contain spans of the strings in the sentence that is
being parsed. The axioms of the parser are lexical entries for each word in the
sentence with the string replaced by its span in the sentence. Inference rules are
exactly the same as in the definition of merge and move from Fig. 3.

Harkema’s analysis of that algorithm is as follows. The maximal number of
items in the chart (its space complexity) is n2k+2 because each item contains
maximally k+1 spans (due to SMC) and each span has 2 indices in range [0, n]. In
the worst case we will need to pop out n2k+2 items from the agenda. The parser
needs to check for each of those popped items whether there is a proved item in
the chart that could combine with it. In the worst case the number of items in
the chart is n2k+2. Therefore the worst-case complexity is O(n2k+2 · n2k+2) =
O(n4k+4).

As shown by Fowlie and Koller [7], this analysis was too pessimistic. Through
conversion of MGS to Interpreted Regular Tree Grammars (IRTG) they demon-
strated that MGS can be parsed in O(n2k+3). The same result can be obtained
by converting MGS to MCFG using Michaelis’ algorithm [20] and then parsing
with some well optimised MCFG parser.

However, conversion to any of these formalisms is not necessary to get efficient
MG parsing. It is enough just to implement an efficient lookup in the chart.
Optimising for feature lookup is not enough because it will improve only the
constants that depend on the grammar. To get asymptotic improvement the
lookup needs to be optimised on the item indices instead. For instance, if we
have an item that as its main span has (2, 3) and as its initial feature a selector,
we know that merge1 inference rule can combine it only with items whose main
span start with 3. If we organise the items in the chart in a way that we can
efficiently lookup all items that have particular properties, for instance “all items
whose main span starts with 3”, then the parsing complexity will be lower. If
the popped item has m movers then we know that the item that combines with
it certainly does not have more than k−m movers due to SMC constraint. In
the case of merge1 and merge2 we also know one of the indices of the main
span, a fact that reduces the number of possible items that could merge even
further. We can calculate complexity by summing over the computations for
each possible value of m as follows O(

∑k
m=0 n2m+2 · n2(k−m)+1) = O(n2k+3).

This is a result for merge1 and merge2, which turn out to be more expensive
than merge3, that does not need to apply concatenation of strings and for that
reason can be done in O(n2k+2). Move rules do not need to consult the chart
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since they are unary rules, but we could still calculate the total number of times
they would be applied as O(n2k+1) for merge1 and O(n2k+2) for merge2.

Parsing as deduction systems are essentially logic programs which are eval-
uated bottom-up (forward chaining) with tabling [6,15]. For those kinds of pro-
grams there is a much simpler way of calculating complexity that is based only
on counting unique indices in the antecedents of the most complex inference
rule [5,19]. Clearly in total there cannot be more than k phrasal movers on the
antecedent side because the consequent needs to respect SMC. Furthermore, for
concatenation rules, i.e. merge1 and merge2, we know that the main spans share
at least one index, which leaves us with 3 unique indices for main spans and
makes the complexity of those rules O(n2k+3). These rules are also the most
complex inference rules and therefore the worst-case complexity of the whole
algorithm is O(n2k+3). We will use this method of complexity analysis for pars-
ing algorithms in the rest of the paper.

3 MG with Head Movement

The first description of how to parse MG with head movement was presented by
Stabler [27]. It is based on modifying the MG expressions/items in such a way
as to split the main string into three sub-parts: the head string sh, the specifier
string ss and the complement string sc. The reason for this splitting is to make
the head string available for extraction by head movement. MG rules also needed
modification to work with this representation. Modifications for merge2, move1
and move2 are trivial because they cannot trigger head movement. Rules for
merge1 and merge3 got two additional versions that can trigger head movement
and adjoin the complement’s head to the selecting head to the left, in case of
feature =>f, or to the right, in case of feature <=f.

Stabler’s inference rules for MG with head movement2 are shown in Fig. 4
together with a new complexity analysis for each of the rules calculated by the
method of counting indices for each rule. The most complex rule is merge2 which
makes the whole algorithm run in O(n2k+9).

4 Improved Parsing of MG with Head Movement

Stabler’s formulation is very compact, but it misses some generalisations that
would make the number of indices smaller. For instance, if we take rule merge2
we can see that spans ts and th always share one index because they are con-
catenated. The same holds for th and tc. This means that the selector needs to
visit n2 constituents in the chart that would produce absolutely the same result

2 Stabler’s inference rules had a small mistake for merge3left and merge3right for
allowing the possibility of a head constituent being non-lexical. The correct version
of inference rules is presented in this paper but it can also be found in [21]. The
correction is crucial for the more efficient parsing algorithm.
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ε, s, ε :: = fγ ts, th, tc · f, α1, . . . , αk

ε, s, tsthtc : γ, α1, . . . , αk

merge1 O(n2k+6)

ε, s, ε :: <= fγ ts, th, tc · f, α1, . . . , αk

ε, sth, tstc : γ, α1, . . . , αk

merge1right O(n2k+6)

ε, s, ε :: => fγ ts, th, tc · f, α1, . . . , αk

ε, ths, tstc : γ, α1, . . . , αk

merge1left O(n2k+6)

ss, sh, sc : = fγ, ι1, . . . , ιl ts, th, tc · f, α1, . . . , αk

tsthtcss, sh, sc : γ, ι1, . . . , ιl, α1, . . . , αk

merge2 O(n2k+9)

ss, sh, sc · = fγ, ι1, . . . , ιl ts, th, tc · fδ, α1, . . . , αk

ss, sh, sc : γ, ι1, . . . , ιl, tsthtc : δ, α1, . . . , αk

merge3 O(n2k+8)

ε, s, ε :: <= fγ ts, th, tc · fδ, α1, . . . , αk

ε, sth, ε : γ, tstc : δ, α1, . . . , αk

merge3right O(n2k+4)

ε, s, ε :: => fγ ts, th, tc · fδ, α1, . . . , αk

ε, ths, ε : γ, tstc : δ, α1, . . . , αk

merge3left O(n2k+4)

ss, sh, sc : +fγ, t : −f, α1, . . . , αk

tss, sh, sc : γ, α1, . . . , αk

move1 O(n2k+5)

ss, sh, sc : +fγ, ι1, . . . , ιl, t : −fγ, α1, . . . , αk

ss, sh, sc : γ, ι1, . . . , ιl, t : γ, α1, . . . , αk

move2 O(n2k+6)

Fig. 4. Stabler’s inference rules for MG with head movement together with their com-
putational complexity.

because the two indices that are shared between the components ts, th and tc
are disappearing in the consequent. One could try to reduce this problem by
having a unary inference rule that packs all the main components of t before
they are combined with merge2 akin to the fold transformation of logic programs
[6,14,23]. If we push this operation to its limits we would get O(n2k+7).

To obtain an even lower complexity we need to change the representation
of items. Do we need all the three components ts, th and tc from Stabler’s
formulation? If we look at the rules in Fig. 4 we can see that when an item is
selected by a merge operation, its components are concatenated either as tsthtc
if the head is not extracted or as th and tstc if the head is extracted. This
highlights a simple, tautological, fact: every head will either be extracted with
head movement or it won’t. In case it does not participate in head movement,
like in the succinct version of MG, there is no need to keep 3 spans to represent
projections of that head. It can all be done with a single span and by that reduce
the number of indices.

If, on the other hand, the head does participate in head movement then
we need only two spans: one for the head sh and one for the concatenation of
specifier and complement ssc because we know with certainty that they will be
concatenated after the head is extracted.

If we knew whether the head will move or not the parsing algorithm could be
improved significantly, but how can we know if the head will move? The good
aspect of chart based parsers is that we do not need to know that ahead of time.
We can just encode both variations of the items as axioms and let the parser
combine them accordingly. Let us refer to the items whose head must not be
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s
A
:: = fγ t

A· f, α1, . . . , αk

st
A
: γ, α1, . . . , αk

merge1A O(n2k+3)

s, ε
B
:: = fγ t

A· f, α1, . . . , αk

s, t
B
: γ, α1, . . . , αk

merge1B O(n2k+4)

s
A
:: <= fγ th, tsc

B· f, α1, . . . , αk

sthtsc
A
: γ, α1, . . . , αk

merge1rightA O(n2k+4)

s, ε
B
:: <= fγ th, tsc

B· f, α1, . . . , αk

sth, tsc
B
: γ, α1, . . . , αk

merge1rightB O(n2k+5)

s
A
:: => fγ th, tsc

B· f, α1, . . . , αk

thstsc
A
: γ, α1, . . . , αk

merge1leftA O(n2k+4)

s, ε
B
:: => fγ th, tsc

B· f, α1, . . . , αk

ths, tsc
B
: γ, α1, . . . , αk

merge1leftB O(n2k+5)

s
A
: = fγ, ι1, . . . , ιl t

A· f, α1, . . . , αk

ts
A
: γ, ι1, . . . , ιl, α1, . . . , αk

merge2A O(n2k+3)

sh, ssc
B
: = fγ, ι1, . . . , ιl t

A· f, α1, . . . , αk

sh, tssc
B
: γ, ι1, . . . , ιl, α1, . . . , αk

merge2B O(n2k+5)

s
A· = fγ, ι1, . . . , ιl t

A· fδ, α1, . . . , αk

s
A
: γ, ι1, . . . , ιl, t : δ, α1, . . . , αk

merge3A O(n2k+2)

sh, ssc
B· = fγ, ι1, . . . , ιl t

A· fδ, α1, . . . , αk

sh, ssc
B
: γ, ι1, . . . , ιl, t : δ, α1, . . . , αk

merge3B O(n2k+4)

s
A
:: <= fγ th, tsc

B· fδ, α1, . . . , αk

sth
A
: γ, tsc : δ, α1, . . . , αk

merge3rightA O(n2k+3)

s, ε
B
:: <= fγ th, tsc

B· fδ, α1, . . . , αk

sth, ε
B
: γ, tsc : δ, α1, . . . , αk

merge3rightB O(n2k+3)

s
A
:: => fγ th, tsc

B· fδ, α1, . . . , αk

ths
A
: γ, tsc : δ, α1, . . . , αk

merge3leftA O(n2k+3)

s, ε
B
:: => fγ th, tsc

B· fδ, α1, . . . , αk

ths, ε
B
: γ, tsc : δ, α1, . . . , αk

merge3leftB O(n2k+3)

s
A
: +fγ, ι1, . . . , ιl, t : −f, α1, . . . , αk

ts
A
: γ, ι1, . . . , ιl, α1, . . . , αk

move1A O(n2k+1)

sh, ssc
B
: +fγ, ι1, . . . , ιl, t : −f, α1, . . . , αk

sh, tssc
B
: γ, ι1, . . . , ιl, α1, . . . , αk

move1B O(n2k+3)

s
A
: +fγ, ι1, . . . , ιl, t : −fγ, α1, . . . , αk

s
A
: γ, ι1, . . . , ιl, t : γ, α1, . . . , αk

move2A O(n2k+2)

sh, ssc
B
: +fγ, ι1, . . . , ιl, t : −fγ, α1, . . . , αk

sh, ssc
B
: γ, ι1, . . . , ιl, t : γ, α1, . . . , αk

move2B O(n2k+4)

Fig. 5. New inference rules for MG with head movement
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extracted as items of type A, and items whose head must be extracted as items of
type B. Type A items will have a single span, just like in succinct MG, while type
B items will have two spans: sh for the head and ssc for specifier-complement.
This reduces the space complexity from Stabler’s O(n2k+6) to O(n2k+4).

The axioms of the new parser will for each word wi contain an entry of type
A: wi

A
:: γ and of type B: wi, ε

B
:: γ. These two cover both possible cases of wi

eventually being extracted and not being extracted by the head movement. All
MG rules need to be modified accordingly, but the modification is very simple.
We have exactly two rules for each rule of Stabler’s parser. This is because every
rule can have items of type A or type B as its main antecedent item (the item
that has selector or licensor as initial feature).

The type of the non-main (selected) item depends on the MG operation: in
case we use the head movement we know that the selected item is of type B,
otherwise it is of type A. The type of the consequent item is determined by the
main antecedent item: the head of the main antecedent item and the head of the
consequent is the same and therefore the same constraint on the head movement
(whether the head must or must not be extracted) has to stay unchanged.

This gives us the rules of inference shown in Fig. 5. The maximal complex-
ity comes from merge1rightB, merge1leftB and merge2B which make the whole
parsing in the worst-case O(n2k+5). This makes the computational price of pars-
ing head movement O(n2) which is the same as phrase movement. The number
of rules is double the rules of Stabler, but they all have disjoint domains and
can still be treated as a two operations merge and move. Derivation trees that
result from this parsing approach are isomorphic to the derivation trees of Sta-
bler’s parser with the only difference in labels of operations containing additional
letter A or B.

In case the grammar does not have features for the head movement, we can
exclude axioms of type B. This automatically makes parsing MG without head
movement O(n2k+3) without doing any transformation to IRTG or MCFG.

5 ATB Head Movement

One interesting variation of head movement is Across-the-Board (ATB) head
movement. This variation is not part of Stabler’s original formalisation, but is
of both theoretical and practical importance. If we accept that in interrogative
sentences tense undergoes head movement to adjoin to the complementiser head,
then in the case of the coordination of two tense phrases the same tense head has
to be simultaneously extracted from both. An example sentence is “Who [does]T
John like and Mary hate” (which also features ATB phrase movement of
who).

A formalisation of ATB head movement, as it is used in MGbank, is given
in [35]. The inference rules for ATB head movement are similar to ATB Phrase
Movement rules from [16]. The formalism of MGbank has special features for
coordination that are located on coordinating conjunction and are marked with
ˆ=f. There are two inference rules of relevance here. The first one combines
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coordinating conjunction with the right conjunct. In the new representation of
items the coordinating conjunction will be of type A since its head is not going
to undergo head movement, but both the left and the right conjunct will be
of type B. The first inference rule has the following form in the more compact
representation:

s
A
:: ˆ=f ˆ=f γ th, tsc

B· f, α1, . . . , αk

th, stsc
B
:̄ ˆ=f γ, α1, . . . , αk

The second inference rule combines the result of the first rule with the left
conjunct. Because this is ATB head movement we know that heads and all the
moving chains have to unify between two antecedents. That gives us the following
inference rule.

th, ssc
B
: f, α1, . . . , αk th, tsc

B
:̄ ˆ=f γ, α1, . . . , αk

th, ssctsc
B
: γ, α1, . . . , αk

Even though the last rule uses two items of type B, the complexity is still
low O(n2k+5) because the two antecedents share the same head.

6 Affix Hopping

Affix hopping [3] is a morphosyntactic operation similar to head movement and
in some sense its opposite. Affix hopping can be interpreted as a downward head
movement where the head of the selector is moving to adjoin to the complement’s
head. The main motivation for this rule, as is apparent from its name, is to move
the tense affix to the verb in languages like English where V-to-T head movement
cannot occur. For instance, in “John really like [−s]T Mary” the tense affix
“−s” is often assumed to have undergone the affix hopping to adjoin to the main
verb stem “like”.

ε, s, ε :: ≈> fγ ts, th, tc · f, α1, . . . , αk

ε, ε, tsthstc : γ, α1, . . . , αk

merge1HopRight O(n2k+5)

ε, s, ε :: <≈ fγ ts, th, tc · f, α1, . . . , αk

ε, ε, tssthtc : γ, α1, . . . , αk

merge1HopLeft O(n2k+5)

ε, s, ε :: ≈> fγ ts, th, tc · fδ, α1, . . . , αk

ε, ε, ε : γ, tsthstc : δ, α1, . . . , αk

merge3HopRight O(n2k+3)

ε, s, ε :: <≈ fγ ts, th, tc · fδ, α1, . . . , αk

ε, ε, ε : γ, tssthtc : δ, α1, . . . , αk

merge3HopLeft O(n2k+3)

Fig. 6. Stabler’s inference rules for MG with affix hopping.

Affix hopping was formalised in Stabler’s paper on head movement [27] with
the inference rules shown in Fig. 6 where a special selector feature ≈> f or
<≈ f is used to trigger affix hopping. Owing to our adoption of a different item
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representation to get a faster head movement parser, these affix hopping rules
cannot be directly supported. For head movement we have exploited the fact
that the main strings of every item are concatenated either as th, tsc or tshc.
However, affix hopping has additional string combinations like thc and tsh.

To account for those additional options we create two more types of items.
Items of type C are items that must adjoin some head via affix hopping to the
right of the head and that is why they have two main strings: a specifier-head
string tsh and a complement string tc. Items of type D are similar except that
they account for affix hopping to the right of the head. Items of type C and D
do not trigger affix hopping but only accept (host) affix that has hopped. The
new inference rules for affix hopping are shown in Fig. 7.

s
A
:: ≈> fγ tsh, tc

C· f, α1, . . . , αk

tshstc
A
: γ, α1, . . . , αk

merge1HopRight O(n2k+4)

s
A
:: <≈ fγ ts, thc

D· f, α1, . . . , αk

tssthc
A
: γ, α1, . . . , αk

merge1HopLeft O(n2k+4)

s
A
:: ≈> fγ tsh, tc

C· fδ, α1, . . . , αk

ε
A
: γ, tshstc : δ, α1, . . . , αk

merge3HopRight O(n2k+2)

s
A
:: <≈ fγ ts, thc

D· fδ, α1, . . . , αk

ε
A
: γ, tssthc : δ, α1, . . . , αk

merge3HopLeft O(n2k+2)

Fig. 7. Improved inference rules for MG with affix hopping.

We allow the selector constituent to be only of type A because its head will
not be able to undergo head movement later. This is a stricter definition than
Stabler’s because the latter allows the empty string (which is not a head of the
new constituent but only a replacement for the real head) to participate in head
movement. This modification does influence the set of the derivations that could
be built by the parser but in a good way: it does not make sense for an affix
to undergo affix hopping downwards and then head movement upwards (or fake
head movement of an empty string).

Similarly, we do not allow the selecting item to be of type C or D because
after the affix has hopped, its slot will be empty, so it does not make sense for
another affix to hop to its original place. Affixes move to attach to some overt
word and there is none at this slot.

The rules in Fig. 7 show how items of type C and D are used for affix hopping.
But it still remains to show how items of type C and D are built. To build items
of type C and D, we need to add them to the agenda as axioms for all lexical
items (just as was done for items of type B) and to use additional inference rules
that are variations of rules for items of type A and B from Fig. 5. The additional
rules for items of type C are shown in Fig. 8. Similar rules are trivial to make
for items of type D.
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s, ε
C
:: = fγ t

A· f, α1, . . . , αk

s, t
C
: γ, α1, . . . , αk

merge1C O(n2k+4)

s, ε
C
:: <= fγ th, tsc

B· f, α1, . . . , αk

sth, tsc
C
: γ, α1, . . . , αk

merge1rightC O(n2k+5)

s, ε
C
:: => fγ th, tsc

B· f, α1, . . . , αk

ths, tsc
C
: γ, α1, . . . , αk

merge1leftC O(n2k+5)

ssh, sc
C
: = fγ, ι1, . . . , ιl t

A· f, α1, . . . , αk

tssh, sc
C
: γ, ι1, . . . , ιl, α1, . . . , αk

merge2C O(n2k+5)

ssh, sc
C· = fγ, ι1, . . . , ιl t

A· fδ, α1, . . . , αk

ssh, sc
C
: γ, ι1, . . . , ιl, t : δ, α1, . . . , αk

merge3C O(n2k+4)

s, ε
C
:: <= fγ th, tsc

B· fδ, α1, . . . , αk

sth, ε
C
: γ, tsc : δ, α1, . . . , αk

merge3rightC O(n2k+3)

s, ε
C
:: => fγ th, tsc

B· fδ, α1, . . . , αk

ths, ε
C
: γ, tsc : δ, α1, . . . , αk

merge3leftC O(n2k+3)

ssh, sc
C
: +fγ, ι1, . . . , ιl, t : −f, α1, . . . , αk

tssh, sc
C
: γ, ι1, . . . , ιl, α1, . . . , αk

move1C O(n2k+3)

ssh, sc
C
: +fγ, ι1, . . . , ιl, t : −fγ, α1, . . . , αk

ssh, sc
C
: γ, ι1, . . . , ιl, t : γ, α1, . . . , αk

move2C O(n2k+4)

Fig. 8. Additional inference rules for building items of type C that must host affix
hopping in the later part of the derivation.

The rules merge1leftC and merge3leftC may at first appear somewhat sur-
prising. They move the head of the complement to the left of the specifier-head
string making a complex head-specifier-head. This may appear to break the rules
of head movement which state that the head adjoins to another head and there
cannot be any phrase in between them. However, this is not a problem in this
case. Since we know that head movement can be triggered only by a lexical item
we can be certain that there is no specifier in its specifier-head string, so the
final result of the concatenation is a head-head complex.

7 Conclusion

The main motivation for this parser is lowering the worst-case complexity of
parsing MG that contains head movement, ATB head movement and affix hop-
ping. Given the recent appearance of the new dataset with MG derivation trees
[34] which contains head movement in every derivation, this algorithm is likely
to be not only of theoretical but also of practical significance.
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MGbank has lead to the first wide coverage Minimalist parser [36]. This is a
neural network based parser that uses A* search with Harkema’s inference rules
and Stabler’s approach to head movement. A* improves the best and average-
case scenario but the worst-case stays the same O(n4k+12) which is O(n28) for the
MGbank grammar. With the algorithm proposed in this paper the overall worst-
case complexity will be reduced to O(n13). More importantly, it will potentially
also improve average-case complexity because of the more optimal lookup.

The complexity of the parser presented here is O(n2k+5) which is just O(n)
bigger than its space complexity. Further asymptotic improvements would proba-
bly require either finding some more compact item representation or abandoning
the parsing as deduction approach and using some alternative approach akin to
Valiant style parsing.

Acknowledgement. I am grateful to John Torr and the three anonymous reviewers
for comments that have greatly improved this paper. This work was supported by ERC
H2020 Advanced Fellowship GA 742137 SEMANTAX grant.
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