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Preface

Solar Energy Drying Systems: A Preview

The purpose of this book is to answer questions related to the substitution of fossil
fuels for electricity generation for the home or industry using solar platform. The
projections are that in the next 50 years, mobility and energy/electrical demand will
increase, necessitating a contribution of renewable energy sources including solar
energy that will become a significant mix in the energy portfolio. Part of this
portfolio will utilize thermal, metal or metal oxide for storage energy, and part is
direct energy generation and usage. The application of renewables such as solar
energy is attractive because it further addresses the need to lower greenhouse gas
emissions, which in turn leads to lower environmental pollution and further reduce
our dependency on oil from foreign governments.

Anatomy of This Book

Each author brings his or her vision to solar energy, the technical merits of the
approach, and benefits within an overview. We as editors use this preface space to
incorporate tangential ideas discussed by the other authors or inclusion of policy,
infrastructure, cost analysis, and data on the practical feasibility of using solar cells at
any place on the globe. Any errors, omissions, and faults are ours, and we welcome
feedback and comment.

Any project, be it a white paper to legislatures, a doctoral thesis, a book chapter, a
review article, and a grant proposal, is an intense endeavor and almost always a team
effort; this book is no different, which we acknowledge here: Antje Endemann for
the day-to-day management and preprint layout of the various manuscripts; George
and Sharon, both at Springer (Springer Science+Business Media, LLC), for taking
an idea based on our work within the American Chemical Society (ACS) Division of
Energy and Fuels (ENFL, Liu and Bashir) and Division of Colloid and Surface
Chemistry (COLL, Liu and Bashir); and Texas A&M University-Kingsville for the
support.
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Lastly, we pay our respect to Peter J. Derrick (1945–2017) who died recently. He
was my doctoral thesis advisor and my academic father, whose presence is missed.
He lived his life to make this planet a better place for us and our children’s children
through science, training, mentoring, and education including ethics. Peter’s short
biography can be found here: https://doi.org/10.1177/1469066717739174. Thank
you, Peter, your legacy will endure.

We will begin with a brief look ahead to why solar energy is an important energy
component and transplant the use of photovoltaics to likely changes in energy
demand over the next 50 years. We also briefly and tangentially discuss allied
areas such as why research in solar energy should be conducted, its potential to
world population growth, demand for electrical energy, contributions toward global
greenhouse gases (or assistance in lowering greenhouse gases), and whether carbon
dioxide is harmful to human health. This is followed by a very brief primer on
sunlight, solar irradiance on this planet’ surface with a simplistic explanation on why
we have daily, monthly, and seasonal changes in sunlight.

The book can be thought of consisting of three general thrusts. In the first
thrust, we covered energy policy, toxicity, and premier on photovoltaics
(▶Chap. 1, “Solar Energy: Potential and Toxicology”, Bashir), simulation
(▶Chap. 2, “First Principles Simulations for CuInGaSe2 (CIGS) Solar Cells”,
Tang), and design of photovoltaic-based manufacturing system using computer-
aided design (▶Chap. 3, “Design of Photovoltaics-Based Manufacturing System
Using Computer-Aided Design”, Ezequiel Santibañez-Aguilar). In the middle
thrust, we cover energy harvesting, conversion, and use of Group III–IV materials
for energy harvesting (▶Chap. 4, “Solar Energy Harvesting by Perfect Absorbers
Made of Natural Hyperbolic Material”, Wang; ▶Chap. 5, “Strategies for Improv-
ing Solar Energy Conversion: Nanostructured Materials and Processing Tech-
niques”, So-Yoon; ▶Chap. 6, “The Recent Research and Growth in Energy
Efficiency in Cu2ZnSnS4 (CZTS) Solar Cells”, Deokata; ▶Chap. 7, “Counter
Electrode Materials for Organic-Inorganic Perovskite Solar Cells”, He), electron
transport (▶Chap. 8, “Impact of Electron Transport Layers (ETLs) and Hole
Transport Layer (HTLs) on Perovskite Solar Cells Performance”, Farhana), and
energy storage (▶Chap. 9, “Thermal Management Techniques for Concentrating
Photovoltaic Modules“, Xu), as well as thermal management (▶Chap. 10, “Ther-
mal Energy Storage Systems Based on Metal Hydride Materials”, Corgnate),
coupling of energy storage to photovoltaics (▶Chap. 11, “Advanced Coupling
of Energy Storage and Photovoltaics”, Qiao), recent advances in dye-sensitized
solar cells (▶Chap. 12, “Design, Engineering, and Evaluation of Porphyrins for
Dye-Sensitized Solar Cells”, He), and use of the metal-organic framework as
energy materials (▶Chap. 13, “Insights into the Application of Metal-Organic
Frameworks for Molecular Photovoltaics”, Morris). The last thrust is related to
actual applications including solar industrial process heat (▶Chap. 14, “Industry-
Specific Utilization of Solar Industrial Process Heat (SHIP)”, Huda) and
applications of solar energy in building management and desalination
(▶Chap. 15, “Comparative Analysis of Water Quality of Different Types of
Feed Water in Solar Energy Based Desalting System”, Wang) applications.
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“All things are poisons, for there is nothing without poisonous qualities. It is only the dose
which makes a thing poison.” Paracelsus (Borzelleca, 2000)

It could be argued that the ever-increasing demand for energy and emission of
carbon dioxide, greenhouses gases, nitrogen oxides, and sulfur oxides are a kind of
poison. It is our central thesis that the outcomes of these maladies can be remedied
by a thoughtful transition to solar energy.

Why Pivot Toward Solar Energy?

This volume addresses recent advances in solar energy, where light energy is captured
and used directly or indirectly to heat water and buildings or provide heat from the Sun.
TheSun is themost efficient nuclear fusion reactor, approximately converting 700million
tons of hydrogen-2 into 695 tons of helium-4 each second through fusion. The missing
mass of 5 million tons is converted into energy corresponding to 3.83� 1026 joules per
second, corresponding to the following: [M= (3.83 � 1026)/(9 � 1016)] = 4.26 � 109

kilograms ofmass [1]. The attention to the utilization of solar diffuse sources is threefold:

• Burning of carbon-based fossil fuels including methane generates carbon dioxide,
which is a greenhouse gas [2].

• Fossil fuels generate particulate matter which is also harmful to human health, as
well as the environment [3].

• Fossil fuels could be better used in the manufacturing of plastics, drugs, and
commodities, rather than for transport, heating, or generation of electricity [4].

It has been shown that greenhouse gases such as carbon dioxide (CO2) and
methane (CH4) absorb longwave radiation and retain that energy, resulting in
temperature fluctuations in the troposphere resulting in areas of increased “hotness”
and areas of increased “coldness” in the short term. In the long term, this repartition
will lead to an increase in the global temperature, causing frozen ice caps to melt,
raising sea levels, generating localized tsunamis, and promoting more desert-like
regions due to rapid evaporation of water [5].

Carbon dioxide is a nonpolar linear molecule with a D infinity h symmetry and
can absorb infrared wavelengths of 4 and 15 microns; therefore, it has the potential to
trap heat and reradiate it to the atmosphere, trapping energy. There are three
terrestrial bodies which have carbon dioxide, Venus and Mars, which has approxi-
mately 96% carbon dioxide, and Pluto, which has 0.5% carbon dioxide. The
temperature at the surface is related to the atmospheric pressure and illumination
from the Sun. Venus has an atmospheric pressure approximately 96 times that of the
Earth, while Mars has about 5.9 � 10�3 atm and Pluto approximately 1 atm. The
surface temperature on Venus is higher than what would be expected from the Sun,
while the atmospheric pressure on Mars is too low to redistribute heat efficiently,
giving rise to the notation that increasing CO2 levels can lead to increased global
temperatures [6].
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Are Carbon Dioxide Levels Rising?

The current CO2 concentration is 400 parts permillion corresponding to a partial pressure
of 0.3 mmHg (0.04/100� 760), with oxygen at 160 mmHg and nitrogen at 593 mmHg,
and would not be directly toxic until the atmospheric concentration is around 5% of
(5/100 � 760=) 38 mmHg. At these levels blood CO2 would exhibit hypercapnia,
leading to hypoventilation, confusion, flushed skin, and muscle twitches. Prolonged
exposure will lead to respiratory, cardiovascular, and nerve damage; for this reason, it
was imperative that the Apollo 13 astronauts adopted the CO2 scrubbers (lithium
hydroxide canisters) from the Command Module to fit the Lunar Module Systems. At
3% (30,000 ppm) electrolyte imbalance changes are expected due to prolonged expo-
sures, and at 4% unconsciousness is possible, which becomes critical at 5%. Therefore,
while CO2 is not a direct threat, it is a concern with respect to absorption of heat and its
contribution toward global warming. Other gases are due to combustion such as a nitrous
oxide (N2O) and fluorinated gases. Since CO2 is central to respiration and burning of
carbon, it has a greater influence than the other greenhouse gases [7].

Is Solar the Way Forward Toward a Global Energy Mix?

Global warming is a long-term progression and cannot be reserved with any rapidity;
therefore, society needs to act today, to see positive changes within our lifetimes
(50-year time frame). Since 1980 the annual global temperature has increased along-
side global CO2 levels [8]. Since nuclear fusion reactors are not viable at the present
time, capturing of sunlight is a viable alternative which is just as efficient as shown by
photosynthetic plant life that absorbs the red and blue spectrum of light. Therefore, an
energy mix with solar energy in the portfolio should be a priority, due to its centrality.
While wind, geothermal energy, and hydropower are important, they are not equally
accessible across this plant, whereas sunlight reaches almost every region of this plant
[9]. The other realization is that if nothing is done, fossil fuels will decline and will not
be economically viable to extract. Land can be used for mining, planting crops, and
buildings habitats, and extraction to burn is a short-term option [10].

Utilization of solar radiation is central to a coherent energy plan, as the nuclear
reactor provides continuous energy at least. The Sun is about 4.5 billion years old. It
has used up about half of its nuclear fuel, and in about 5 billion years, the Sun will
begin to transform into a Red Giant as the inner core expands into planetary nebulae
and then contracts into a dwarf over a period of 75,000 years. This timescale is
infinite relative to our age, and therefore, solar radiation energy can be considered
abundant and indefinite [11]. To reduce particulate matter and CO2 emissions and to
re-task carbon for the production of materials as opposed to use for energy, sustain-
able energy sources such as solar should be integral to energy policy. Here solar
energy will affect both the demand side and the energy side as energy utilities can
sell the surplus to neighboring countries or neighboring districts; the lowering of
global CO2 should stabilize global temperature fluctuations. Most of the population
reside in metropolitan cities where a population concentration has occurred since the
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Modern Industrial Revolution of the 1960s in the United States. The major source of
cooling (or heating) is electricity which is expected to increase as global tempera-
tures increase in some areas. Coupled to this are seasonal variations; therefore,
summers will be warmer and winters slightly warmer, placing infrastructure limita-
tions, where peak energy demand exceeds the maximum capacity of the transmission
systems. A decentralized approach where a community or houses have their own
solar panels can alleviate this infrastructure overloading. In addition, new designs
include buildings with more efficient heating and cooling designs [36].

Would Transition to Solar Energy Increase Its Benefit in the World
Population?

Changes to the climate will result in alternations in energy demand, and it appears
that the demand for electricity will increase, although this is not certain. The energy
demands in India and China from 1980 to 2018 have increased but currently have
slowed down or flattened, whereas in Japan, North America, and the European
Union, there is a flat or slight increase in energy demands. Most of this energy
demand has been met by coal-fired power stations where coal is converted to
particulate matter and coal emissions to carbonic acid, as well as SOx and NOx

depending on the composition of coal. These affect buildings, freshwater lakes, and
forests due to the increased acidity of the rain [37]. If the increase in world
population is compared with energy demands, there has been a positive correlation,
although the demand for energy is less in the less developed world than in
China/India, North America/Japan, and the European Union; in the latter the popu-
lation increases are less than in Africa or Asia. This is shown in the table below and
correlated with the “doubling time” using T = 69G � 0.98, where G is the
population growth rate (%), T is the doubling time (years), and 69 and 0.98 are
empirically derived coefficients by plotting the world populations from 1950 to an
anticipated population in 2050, a year time span [38].

The current world population of 7.6 billion is expected to reach 9.8 billion in
2050. The largest growth is anticipated from India, Nigeria, the Democratic Republic
of the Congo, Pakistan, Ethiopia, the United Republic of Tanzania, the United States,
Uganda, and Indonesia [12]. This is similar to but not identical with the countries
with the highest population, which are China, India, the United States, and Indonesia
with populations of 200 million or greater (cf. Table 1).

Table 1 Breakdown of world population by area

% population increase

First World countries 12

Central and Eastern Europe 5

Least developed countries 137

World 52
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Everyone needs chemical energy and water to survive; this, in turn, requires energy
from the Sun (photosynthesis) or coal to transport food and water from farms to the
cities. The world demand for energy will increase until at least 2020 and is increasing at
1.7% requiring ~ 15� 109 tons of oil equivalent (toe) or 75� 106 barrels of oil per day
to 120� 106 barrels of oil per day, of which three-quarters is consumed by the transport
section (IEA 2002). The incorporation of solar will lead to diversity, decentralization,
and lower dependence on nonrenewable resources, lowering stress on the environment
and enabling access to energy (water and food) to the marginalized groups.

The rationale for renewable energy portfolio is based on two assumptions, the
first is that global demands for energy will continue to rise in absolute terms,
although the rate of increase may not, and the second is that energy production
from fossil fuels will generate carbon dioxide and other greenhouse gases. The
sectors which produce the most are evenly split between agricultural and electricity
generation with a nonsignificant contribution from building air-conditioning (Fig. 1).
In addition, global greenhouse gas emissions are dominated by carbon dioxide
emissions (Figs. 2 and 3), with China and the United States dominating the emis-
sions (Fig. 3); therefore, energy policy from these countries will affect the world
balance. Solar energy can play a major role in both areas, that is, first transition from
fossil fuels and second meeting the energy demands in electricity generation and
building air-conditioning, which is accountable for almost one third of the emissions.
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Planet Earth is an oval-shaped body, and approximating it as a sphere, we can use
4 � π � r2 to calculate its surface area. Its amount of sunlight (solar flux) which is
intercepted will depend on the body’s cross section and can be estimated using π � r2;
therefore, the total amount of light intercepted by the Earth is total flux/4 and is 340 w/
m2 at 0�north. The amount of solar radiation incident on the Earth is not the amount
utilized, but the difference between radiation and amount reflected or planetary albedo
(reflected/incident) and would vary depending on the degree of latitude, season and
degree of clouds, and rain and weather patterns. The highest/lowest would be January/
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Fig. 2 Summary of world greenhouse gas emissions in million ton equivalence [15] and world
carbon dioxide emissions (ORNL 2016)
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July with emissions dominated by the lower troposphere. At altitudes less than 30�, the
planetary albedo is around 25% and does not fluctuate, but between 40� north and
south, the solar absorption exceeds the planetary emission, giving rise to a volcanic
type of waveform if the latitude is plotted against the radiative flux; if a meridional
energy transfer versus the latitude is plotted, a sinusoidal relationship is observed and is
summarized in Fig. 4 [16].

Life requires chemical energy, and this may be derived from light energy supplied by
the Sun through nuclear fusion. The Sun is the most massive object in our solar system
with a radius of 1.39� 106 km (or 175Earth’s diameters)with varying temperature zones
at differentR values.Approximately 90%of the fusion energy is generatedwithin 0.23R,
the surface at 1.0R is dominated by convection cells of up to 3,000 km in diameterwhose
life is a few minutes, with smaller cells (<1,000 km) forming pores and larger cells
forming darker sunspots, with the outermost photosphere having a lower density than air
at sea level and being the source of solar radiation. The photosphere is surrounded by the
chromosphere and cornea which contribute to solar radiation flux [17]:
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Fig. 4 The zenith angle (θZ), the altitude angle (α), and the azimuth angle (AZ) of the Sun when
viewed from point P (top left, ITACANET), the fluctuation of solar radiation by latitude (top right,
ITACANET), hours of daylight as a function of angle (bottom left, ITACANET), and the amount of
radiation which falls on the Earth, amount reflected and amount absorbed (ITACANET) https://
www.itacanet.org/the-sun-as-a-source-of-energy/part-1-solar-astronomy/ and https://www.itacanet.
org/the-sun-as-a-source-of-energy/part-2-solar-energy-reaching-the-earths-surface/
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The large temperature gradient enables the Sun to radiate electromagnetic energy
in the form of photons, receiving 4.1� 1015 kWh daily or 5.2� 1011 coal equivalent
tons per day, which is slightly more than the annual global energy demand of
1 � 1010 coal equivalent tons. Therefore, the daily energy emissions from the Sun
if harvested could easily satisfy the world’s energy demand. The amount of solar
energy per unit area is the radiant flux density or irradiance and varies by latitude and
season. The greatest irradiance is in the tropics and decreases outward (0–90�).
Between 35� north and 35� south reside the most populous regions which received
approximately 2,000 kWh/year or 0.25 coal equivalent tons annually [18].

This light can be used for direct electricity generation (photovoltaics), generation
of fuels by electrolysis (photochemical) or sugars (photosynthesis) depending on the
system. The light reaching the atmosphere from the Sun in terms of emission
represents a blackbody [19].

The solar energy spectrum is equivalent to a blackbody temperature of 5,800 K, where
the energy (irradiation per wavelength) depends on the temperature of the body and not its
composition. At higher temperatures, the energy-wavelength profile is shifted to shorter
wavelength for higher temperatures. The maximum wavelength of light is around
λ = 0.5 μm, which is a yellow-green light [20]. The atmosphere is sensitive to the
wavelength of light, with shorter wavelengths of gamma, X-rays, and ultraviolet being
absorbed and not penetrating the surface. Infrared radiation is absorbed bywater vapor and
carbon dioxide and visible by dust and silica particles, whereas longer wavelengths like
radio waves are not usually absorbed and do not reach the surface. Therefore, the
blackbody temperature approximates absorption profile equivalent to an air mass coeffi-
cient of zero, defined as the path length L through the atmosphere, and solar radiation
incident at angle z relative to the normal Earth’s surface (L/L0), where L0 is the light path
taken at the normal Earth’s surface and AM1.5 corresponds to the solar panel of 1.5
atmosphere thickness and corresponds to a solar zenith angle ofθz=48.2� (cf. Fig. 5) [21].

The reason for the air coefficients (AM) is that the Earth is not flat but curved and
also has a tilt (angle between the Earth’s orbit and the plane of the equator), which
affects seasons at the poles as they do not receive sunlight. The Earth also follows an
elliptical orbit around the Sun, in addition to rotation about its own axis and a wobble
around its axis [22]. This means over the period of 100,000 years, the actual rotational
path will vary and the amount of sunlight reaching the surface will also alter as the
Earth’s orbit causes its distance to vary, accounting for the Southern/Northern Hemi-
sphere dichotomy as well as seasonal changes from the current maximum of 1,360 W/
m2 [23]. As sunlight has no normal impact to the surface but at an angle, due to the
Earth’s tilt and taking account the curvature of the Earth, the attenuation (lowering) of
absorbed energy at the surface can be approximated using Cartwright’s model:

m ¼ 1; 229þ 614 sin αð Þ2
h i½

� 614 sin α,

where m is the air mass ratio (optical path at the zenith and optical path at an angle; if
the angle is 90�, then m= 1; if the angle is less than 90, then m> 1) [24]. Thus, at an
air mass of 0 (AM0) atmospheres, the total amount of radiance is 1,353 W/m2 ([25];
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however, for simplicity we will use the value 1,360 W/m2). The actual irradiance at
the surface at AM1.5 or greater is influenced by atmospheric conditions (clear sky or
cloudy) or geometric effects including rotations and tilt. It should be emphasized the
AM0 flux will change as the distance/eccentricity/tilt/wobble and distance between
the Sun and the Earth vary over the next 100,000 years [26].

Thus, solar flux (I) is the radiant energy which is incident on a surface, and its
variation over a specific time is known as the insolation. The incident light which
falls on the flat surface is related to the azimuth angle (θz), Iz = I cos θz, where θz is
the angle between the normal to the surface [27].

Fig. 5 (Top) the extraterrestrial solar spectrum (AM= 0), the theoretical blackbody curve, and the
solar spectrum at the Earth’s surface for AM = 2 and the absorbed regions shown in black
(ITACANET) and (bottom) the distance traveled through the atmosphere by the Sun’s rays at the
path AM = BP/CP, an angle cos θz (ITACANET) https://www.itacanet.org/the-sun-as-a-source-of-
energy/part-2-solar-energy-reaching-the-earths-surface/
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Therefore, the solar flux impinging on the surface is related to the distance from
the light source, dispersion through the media, and angle of irradiance. The diffusion
can be uniform in all directions, or can be directional, as summarized in Fig. 6 [28].

The flux per unit area at distance R is thus It τ/4 π R2, and assuming a distance of
150� 109 m, the solar flux is around 3.8� 1026 W. Since the Earth orbits around the
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Sun, the fraction falling on this “disc” is R/4 or 1,360/4 = 340 W/m2. The solar
radiation at the surface can be approximated using Bouguer’s law as I= I0e

�τ, where
I0 is the incident (extraterrestrial) radiance, I is the transmitted (terrestrial) radiance,
and τ is the path length, related to the air mass (m) ratio [29].

Lastly, the diffusivity of light is related to the number of photons which are
absorbed in the atmospheric gases, Rayleigh scattering, and Mie scattering due to
particulate matter or dust in the atmosphere. Atmospheric scattering is not constant
but varies to the λ�4 power, which means that the shorter wavelengths are scattered
more than the longer wavelengths and can be considered constant for a cloudiness
sky. Mie scattering also has a wavelength (λ�n, where n = 1–2) dependence and is
not constant, whereas Rayleigh scattering is the dominant form of scattering (Fig. 7).
The measured light flux at the surface is lower than the values calculated using the
approximation by Cartwright [24] since the distance between the Sun and Earth
follows a wobble and eccentric pattern and the rotation of the Earth about its axis but
also on the Earth’s revolution around the Sun is not uniform in the elliptical disc [30].

The orbit affects the light flux which would result in a year-to-year variation at the
same declination angle (δ) due to the Earth’s tilt (axis relative to the plane of the
ecliptic) and the angle swept out by the Earth’s orbit around the Sun, resulting in
varying distances depending on whether the Earth is at the solstice, equinox, and the
aphelion pattern as the Sun does not occupy the center of this orbital eclipse (Fig. 7,
left), requiring solar cells to be repositioned at a specific tilt angle (θ, Fig. 7, right) [31].

In summary, the position of the Sun-Earth vector is defined by the elevated angle
above the azimuth and the azimuth angle projected along with the Earth to the Sun
(ecliptic circle). The combined sum of both angles equals 90�, with a maximum
declination of 23� and 45 min on the summer or winter solstice. The other factors
which alter light intensity at the surface are weather and landscape changes (cloudy
versus cloudless and flat versus mountainous) and are also affected by the hour angle
(15� � 24 h = 360�) [32]. The maximum sunshine duration (S) can be estimated as a
function of solid angle of irradiance and can be loosely expressed as 2/15 cos�1 (�tan φ
tan δ), where φ is the latitude, δ is the declination angle, and hour angle (ω)
is = 15 (12 – h), where h is the current hour, where Ih = I cos θz, and where I is the
solar irradiance, θz is the zenith angle, and Ih is the flux which is perpendicular to a
horizontal surface [34]. For non-horizontal surfaces, the slope angle and aspect ratio
need to be taken into account, using cos and sine rule (A cos φ + B sine φ + C = 0,
where the constants depend on the slope (α), aspect (Ω), latitude (φ), and solar
declination (δ)) [33]. This variation coupled with weather accounts for the differences
in irradiance between the hemispheres and territories is shown in Fig. 8 [35].
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T Temperature
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W Watts
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Abstract
Global energy demands towards 100 PW necessitated a rethink of approaches to
generate the required demand through accelerated use of sustainable resources for
both heating and generation of electricity. This is to degrade the global warming
potential, lower greenhouses gases, and ultimately ensure against depletion of
natural resources which may be required for habituation, agro-use or extraction
for construction, catalysis, and fabrication of new materials instead of energy. Of
the newer types of sustainable resources, solar energy has drawn considerable
interest, due to the ability of the sun (a nuclear fusion reactor) to potentially
meet all the demands with regard to heating and electrical generation. Current
global production of electricity via solar only top 100 GW (less than 10% of the
required load) but show promise. Current solar technologies are dominated by
crystal silicon solar cells, although newer approaches using thin-films, CdTe,
organic photopolymers, and composite devices have come online to meet the
anticipated share for energy and heating, in diverse applications (satellite commu-
nication, heating, desalination, pumping of water, and electricity generation). While
solar cells directly do not generate carbon dioxide and contribute towards global
warming, the manufacturing of these devices does expend considerable energy and
generates carbon dioxide, although levelized costs (dollar-per-kilowatt hour) are
comparable to a coal-derived generation of energy and the roll-out and market
deployment of solar cells is expected to increase. Likewise the environmental and
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health hazard of disposal of solar components at end-of-life is unknown due to their
longevity (25–30 year life cycle), although preliminary studies have shown that
semiconductor components such as titania (TiO2) are toxic to human cells, micro-
organism, and freshwater algae, there is considerable variation in lethality of titania,
due to exposure, concertation, and type of titania (anatase or rutile, nano or bulk)
and microorganism (Gram-negative or Gram-positive).

To address the question of toxicity, we undertook synthesis, characterization,
photocatalyticity, and cytotoxicity of Ce-doped TiO2 (CTO-NPs). An
environmental-friendly and cost-effective sol-gel approach was used to prepare
different formulations of CTO-NPs. The starting materials of Ce(NO3)3 and Ti
(OBu)4 were used, and a water-isopropanol mixture was used as a solvent to
ensure the solubility of the above starting materials. The fabrication variables of
CTO-NPs were optimized according to the photocatalytic reactivity and anti-
bacterial activities. The powders of CTO-NPs were prepared after calculation at
200–400 �C with an increment of 50 �C for 2 h. These so-prepared CTO-NPs
were characterized using X-ray powder diffraction, scanning and transmission
electron microscopy, and ultraviolet and Raman spectroscopy, to evaluate their
crystalline structure, morphology, and vibrational modes. It was found that the
TiO2 tetragonal anatase structure (PDF 01-086-1157, 3.7852 � 9.5139 Å and
90 � 90�) was obtained. The cerium cation-substituted the lattice Ti, leading to
one phase formation. These CTO-NPs were found to be effective at decomposing
methylene blue under visible light. Both Gram-negative (S. marcescens, ATCC
49732) and Gram-positive (M. luteus, ATCC 13880) bacteria were also tested
using CTO-NPs as disinfectants. The maximum bactericidal concentrations
(MBCs) were found to be 0.6 ppm to inactivate both bacteria within 1 h.

1.1 Introduction

The total energy needs of the planet are approximately 14,200 million metric tons of oil
equivalent (TOE) or 165 PW/h in 2017 (1 PW/h = 1 � 1015 W/h) [1]. Of this
approximately 3.9% is from renewable resources (excluding hydro and nuclear), 4.6%
from nuclear, 7.0% from hydro, 24.2% from gas, 27.9% from coal, and 32.4% from oil
[2]. Relative to 1972 when almost 50% of the energy was from oil, all primary energy
sources have declined except gas and renewables. Coal has fluctuated up and is expected
to decline after 2020 to be surpassed by gas as the primary energy resource (after oil) as
the next highest source [3]. Nuclear source spiked from approximately 1980s to 2010
and is now stable at 4%. It is the significant rise of renewables that is of interest, this rise
becoming significant around 2020 and by 2040 comprising 14% of global energy.

Where does solar fit in? Solar and wind is the major primary energy sources for
renewables accounting for 1.4% compared to 2.3% for wind or 0.07 million TOE for
solar and 0.14 million TOE for wind, however. This current capacity is a fraction of
the actual energy output of our sun, a yellow dwarf star that has a surface temperature
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of approximately 5700 K and an energy of almost 3,300,000 YWh
(1 YWh = 1 � 1024 Wh), which is less than the entire combined energy need of
the plant [4] shown in Figs. 1.1 and 1.2.

The vast majority of energy is derived from fossil fuels (~92%), leaving nuclear
and hydro with 8% in the 1980s to an anticipated 12% by 2020 with other renew-
ables being less than 0.1% in the 1970s rising to 17% by 2020 (nuclear, hydro, solar,
wind, and thermal storage). While not significant in statistical terms, it is a great
increase relative to initial usage [9–11].

Primary energy can broadly be classified as non-renewables and includes fossil fuels,
minerals and biomass, and renewables that include solar, wind, thermal, and hydro.
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The former category is dependent upon mining, extraction, purification (or fraction-
ation), and usage, whereas the renewables resources rely on weather and rainfall to
generate energy [12]. Oil exploration peaked in 2006 and is expected to decline slowly
until 2040 for conventional oil. Moving to natural gas liquids, utilization of horizontal
drilling and hydraulic fracturing into liquids-rich sweet spots of shale and tight gas will
extend the utility of fossil fuels, but this is a tradeoff between economics of extraction,
cracking, transportation, compliance, and resale, and as reserves dwindle, the more
technically challenging “expensive” pockets would need to be explored, driving up
costs. The extraction process is also expensive in terms of brine used, and combustion of
fuels to generate energy and carbon dioxide and water [13].

1.2 Solar Energy

Sunlight is a resource that could be further tapped and utilized. Plants and certain
algae utilize sunlight to generate sugars during photosynthesis. Unfortunately, not all
sunlight is used to the same degree [14]. The planet Earth is oval shaped with a
natural curvature. Some of the irradiances are reflected (30%), another 29% is
absorbed by the atmosphere or reflected by clouds or the atmosphere, in addition
to being radiated into space from the atmosphere or the land. Some of the sunlight is
used in conduction and rising air (6.8%), another 22.9% is used to heat water (latent
heat of vaporization) leaving 51% to be absorbed by surface (plants, land or oceans);
approximately 15 PW/h is available for heating and conversion into biomass, or
electricity [15]. The global demand for energy was 138 TW/h meaning the solar
could supply all planetary energy needs, even at 75% emission loss [16].

The fraction of light energy that falls on the surface is a factor of longitude and
latitude as well as the time of year. This is because the plant is oval and the sun is
spherical, with the planet orbiting the sun once every 365 days (~ 4380 h of
illumination per year) with an axis of rotation of 23.45� to the orbital plane
[17]. The light rays travel a greater distance when the sun is “lower” in the sky
than its zenith. The light intensity falling on the surface can be approximated using a
cosine function (irradiance is equal to irradiance on a surface perpendicular to the
direction of the sun x the cosine of the irradiance angle) of 23.45� and is independent
on atmospheric adsorption [4].

For example, sunlight impact at a 60� angle has to travel twice as far as overhead.
This “air mass” (value of 2) relative to a value of 1 (overhead at zenith) would also
lower the light energy due to absorption, refraction, and scattering by the atmo-
sphere, which absorbs most if not all of the shorter wavelengths such as ultraviolet
radiation. The sunlight of the most practical use is visible, near infrared. Taking
water as an example to illustrate how the electromagnetic radiation affects chemical
processes, the dissociation bind energy is approximately 290 kJ/mol [18] shown in
Fig. 1.3a, b.

Light absorption would excite electrons into higher electronic states, and in
Fig. 1.3c it can be seen that ultraviolet radiation would have sufficient energy, it
can also be seen that the bulk of this energy is screened (e.g., by ozone) and never
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reaches the surface. Therefore, although UV radiation is capable of bond dissocia-
tion, statistically this is an unlikely event due to the lower intensity reaching oceans
and lakes near the surface, whereas visible light photons do not have sufficient
energy if a one-step process is considered. For visible light to be effective, a multi-
step process is required, where multiple quanta of energy are required. This, in turn,
will lower the efficiency of the reaction. Although the absorption of blue and red
light by plants is a multi-step process and is inefficient relative to a single quantum
process efficiencies, the sheer quantity of photons and plants enable this to be a
productive process. The last point is an important consideration; water, for example,
is transparent to visible light and would require a photocatalyst to absorb the incident
light energy to transfer this energy to the molecule to facilitate bond cleavage. For an
efficient process, this would also require the catalyst to have high absorptivity and
broad spectral response. Since the plant is curved and spinning on its axis, the
average irradiance is not constant but depends on the tilt angle. The regions which
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receive the highest flux are Africa (7 �N and 21 �E), South America (23 �N/102 �W),
and Australia (27 �S/133 �E). The optimal tilt angle for light collection can be
defined either as global normal irradiance (GNI) or direct normal irradiance (DNI).
The former relates to a measure of the maximum solar energy that can be used, while
the latter relates to the irradiance received on a surface perpendicular to the sun’s
light (in the form of electromagnetic (EM) radiation) [19]. Tilt angles can become
significant between 30 �S and 30 �N and may be up to 15� lower than latitude,
affecting design and construction. The difference in collected energy between no tilt
angle and where the sun’s rays are tracked could be as much as threefold, and this
difference is expected to be more pronounced in Europe, and less in Africa,
Australia, and South Pacific. The average sunlight is dependent upon the broad
longitude/latitude instead of a constant and also highly dependent upon the season. It
varies from 1200 kWh/m2/year in Europe to 1800 kWh/m2/year in Central America,
Australia, and Africa to 2300 kWh/m2 during the summer months [20]. The irradi-
ation of sunlight on the earth’s surface is not uniform or constant over one rotation
and thus needs to be averaged to decide if a specific location is suitable to harvest
sunlight. This is accomplished by using global normal irradiance as a starting point
in the calculation to determine the actual sunlight at a specific location over a
specified period (day, week, month or year). The GNI value is approximated as
500 kWh/ m2 /year, from which the “average” is calculated around 1300W/m2. This
value is estimated using the expression (1.1):

I ¼ Fc 1þ xcos 2π
day� 3

365

� ��
(1:1)

where I is the solar irradiance, adjusted for eccentricity which in turn is related to
Earth’s position relative to the sun, as it orbits the sun (day 1–365). The solar flux
constant (Fc) is 128 � 103 lux. The DNI correction for the atmosphere is
DNI = Fce

�cm, where c is the atmospheric extinction coefficient (e.g., 4.61 m�1)
and varies by depth, while m is the relative optical air mass (e.g., AM1.5 W/m2;
Fig. 1.4). A day is defined as the time interval between two successive transits by the
sun over a specific location (for example, the meridian) corresponding to one diurnal
cycle or full rotation of the Earth to the sun. This rotation corresponding to one 24-h
interval. However, the light intensity which falls on a specific location is not
constant, and to determine the “average” daily value, the sunlight over 1 year is
factored to determine the daily flux. Under these conditions, 1 year is 365 97/400
days, with January 1st, February 1st, and December 31st representing the 1st, 32nd
and 365th day of the year. The highest flux (perihelion) would be when the sun and
earth are the closest, and this is approximately the 3rd of January (2016, 2018, 2019,
and 2021, and the 5th of 2017, 2020, and 2022), but the dates can differ by a day
depending on the position facing away or towards the sun and the position of the
moon relative to the earth.

The Earth’s orbit around the sun is approximately circular. The minimum and
maximum distance from the sun do not differ by more than three million miles (3%); a
more significant influence on sunlight is the earth’s axial tilt (23.4� on its vertical axis,
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eccentricity of less than 0.02) that determines the seasons, as the earth tilts towards/
away from the sun (summer or winter solstices) or direction of the tilt and the direction
to the Sun are perpendicular (equinoxes, Vernal & Autumnal) seasons [23].

The Earth receives a fraction of the possible irradiance of the sun, as it has a
smaller cross section (π � RE

2) and tilt cosine angle (θ), which would correspond to
approximately 340 W/m2. As orbital eccentricity increases, the solar irradiance
difference becomes significant. The planets Mercury, Mars, and Pluto show signif-
icant eccentricity, and therefore there is a magnitude of difference between solar
irradiances (2.15-1.36-0.34 respectively relative to RE = 1.00), whereas the other
planets show less eccentricity and the ratio of highest and lowest solar irradiance is
similar (0.96 (Venus, lowest) �1.16 (Saturn, highest), relative to RE = 1.00) [24].

The spectrum of light from the sun resembles Blackbody radiation (5800 K) of
which one-half is in the visible spectrum of the electromagnetic spectrum. The
ultraviolet (UV) component of light which is mainly absorbed by ozone can further
be classified by the wavelength band which corresponds to “short,” “intermediate,”
and “long” UV wavelengths. These correspond to band “C” (100–280 nm); “B”
(280–315 nm); and “A” (315–400 nm). Sunlight comprising of UV radiation has
wavelengths which can reach the surface of the Earth (7%). The UV radiation has
sufficient energy to promote radical formation and bond weakening in
deoxyribonucleic acid (DNA). All major lifeforms on Earth (bacteria, archaea, and
eukaryotes) possess DNA and are susceptible to its harmful effects; fortunately, the
level of UV radiation exposure at the surface is not high enough to cause permanent
damage without prolonged exposure. Wavelengths of lesser photon energy are
visible light, infrared (IR, 750–1�106 nm), microwave, and radio wave of which
visible light (400–750 nm, 46%) are the main sources of solar radiation for heating
and energy. Longer wavelengths past visible light include infrared (IR) radiation and
are also classified by wavelength band. IR bands “A” (700–1400 nm), “B”
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(1400–3000 nm), and “C” (3000 nm – 1 mm) are used for solar heating (47%). Other
bands such as radio waves are too low in energy to be of use. A plot of the EM
irradiance from the sun and energy emitted by a “blackbody” having a surface
temperature (approximately 5800 Kelvin) is also shown. For practical purposes,
most of “useful energy” falls in the visible to infrared wavelength of light, summa-
rized in Figs. 1.3c and 1.5.

While the approximate irradiance is around 1.3 kW/m2, not all of the irradiance is
utilized for heat or electrical current generation due to reflection, absorption, and
scattering. As the volume of air becomes greater (air mass, AM), the fraction of
useful light reaching the surface diminishes; at its zenith the irradiance is around
1.3 kW/m2, but as the sun arcs along the sky, the degree of useful light diminishes
(e.g., is ~900W/m2 at AM1 and ~230W/m2 at AM10) as well as latitude (30� “belt”)
and season (20% lower in the winter relative to the summer).

Solar technologies can be passive or active. In passive, the orientation of the
building, water container, and windows relative to sunlight promotes illumination
and heating, whereas active utilize sunlight to generate electricity or reactive oxygen
species for disinfection or thermal storage for water heating. Even if 1% of available
sunlight was used for energy generation, this would be 70-fold more than the entire
global energy demand in 2005 [27].

1.3 Solar Thermal Electricity (STE) and Solar Photovoltaics (PV)

Sunlight can be used to boil water to generate steam, which in turn can be used to
generate electricity. In addition, photons can be converted to electrons using semi-
conductors to generate electricity. Thin film silica wafers are used as photovoltaic
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surfaces with microcrystalline and amorphous structures. Amorphous silicon has a
band gap of 1.7 eV, whereas crystalline silicon has a band gap of 1.1 eV [28]. These
bands gaps reflect the ability to absorb different parts of the EM spectrum. Although
these cells have lower efficiencies (6%), their greater usage has increased global
electricity generating capacity. Global solar capacity in 2035 is expected to be 150%
greater than the BP Energy analysis due to falling costs and stronger policy support
in China and India, two of the largest solar markets [5]. The average irradiance of
7 kWh/m2/day can be utilized by heating or photovoltaic systems, which couple the
collector to solar arrays that generate direct current (DC). Typically an inverter is
used to convert the DC to alternating current (AC) to be used in the general electrical
grid [29]. Taking the EIA estimates, it appears that solar PV will become significant
in the electricity generation sector in 2030, with wind as a significant provider of US
electricity, providing 160 GW by 2050 (relative to 40 GW in 2020, with wind energy
proving a constant 120 GWover the 2020–2050 time period), making up 48% of the
world’s installed capacity and 33% of electricity generation by 2040. In 2017, solar
and wind global electricity generation was 1447 TW/h out of 24,860 TW/h or 5.8%;
in 2040, it is anticipated to be 12,461 TW/h out of 37,510 TW/h or 33.2% [3].

While Solar PV array capacity factors operate below 25% efficiency, relative to
fossil fuel–based power stations (36% Carnot cycle efficiency), their cost per kilowatt
is similar, and unlike for fossil fuels, costs are falling for solar PV [30]. In addition,
solar panels can be installed as thin film cell integrated to a flexible polymer roofing
membrane, or as roof tiles or shingles, to facades of building exteriors, glazing or semi-
transparent glass windows, and skylights. The “levelized cost of energy” is a measure
of US cents per kilowatt-hour of electricity generated. Fossil fuel-derived energy in the
form of conventional and advanced natural gas combined-cycle entering service in
2017 with appropriate tax credits are by 2040 anticipated to generate energy at
$53/MWh (at 2017 $ value), while energy from advanced combustion turbine is
anticipated to cost around $85/MWh and energy from coal with 30% carbon capture
and sequestration at $114/MWh. Energy generation from renewables such as
advanced nuclear is estimated to cost around $78/MWh; for biomass $85/MWh; and
for onshore wind, at $50/MWh; while offshore wind is anticipated to cost $111/MWh,
due to the greater infrastructure costs. Traditional renewables such as geothermal the
anticipated cost are $45/MWh; hydroelectric at $58/MWh, while the solar thermal cost
is anticipated at $132/MWh and solar PV at $48/MWh. As the earlier cost list
highlights, energy production is highly sensitive to the type of fuel and the method
employed to generate energy. Using $52/MWh as a benchmark, only advanced
combined-cycle turbines, using fossil fuels or renewable fuels such as geothermal,
wind, onshore, and solar PV are price-competitive with geothermal being the
“cheapest” and solar PV being the most “expensive”within the select energy resources
[31]. These capacity-weighted averages also incorporated current costs with available
tax credits that are not uniform across all energy mixes, capacities, and efficiencies.

The energy returned on energy invested is a net balance of energy utilized in the
construction and operation of an energy resource including environmental impact.
The carbon dioxide per kilowatt-hour of electricity varies depending on the system
but is generally greater than 15 g/kWh for solar PVover its operating lifetime and is
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lower than coal-fired power stations (915 g/kWh), nuclear (6 g/kWh), or wind (11 g/
kWh). Heavy metals used as dopants or in cadmium telluride solar cells (CdTe) are
toxic (5 g/m2, 0.3–0.9 μg/kWh over its operating lifetime). Life-cycle cadmium
emissions from coal are 3.1 μg/kWh, lignite 6.2 and natural gas 0.2 μg/kWh
[32]. The time period before the investment costs are recouped is also different on
technology type and varies between 1.5 and 11 years for different types of solar PV
systems, assuming a 30-year operating lifetime [33]. The lifecycle analysis also
factors in carbon dioxide obtained in the crystallization process:

SiO2 sð Þ þ C ! Si sð Þ þ CO2 gð Þ,
Therefore, one mole of silicon will generate 1.5 moles of carbon dioxide at 1700

�

requiring energy. Approximately 13 MWh of electricity is used to produce 1 t of pure
silicon. Approximately 50 tons (tn) of pure silicon ($84,500 per tn) is required to meet
the global energy requirements in 2005, and this was approximately 1/100th of the
global production of silicon. The harvested silica is used for direct heating of homes,
roof solar water heating, solar furnaces, and a sun-concentrated solar thermal power
plant. The efficiency of light collection to electricity production is on par with
photosynthesis (6–12%). In photosynthesis, light, carbon dioxide, and water are
used to generate sugars (C6H12O6, known as biomass); however, unlike photosynthe-
sis, photovoltaics (PV) cannot alone meet expected demand nor decarbonize electricity
generation without input from other renewables. These above physical constraints of
silicon process to “commercial grade silicon,” cost of energy, and carbon dioxide
emission limit the percent mix of solar towards global energy, and it will never meet
100% of the requirement, due to the low production of pure silicon and the energy-
intensive processes required; however, solar PV can be a significant contributor
towards sustainable energy alongside wind, geothermal, biomass, and nuclear [34].

The energy flow (exergy) and energy efficiency are related to light irradiance
which is captured to varying degrees of success by different solar collector designs.
In a semiconductor, the valence band is where the electrons are located and the
conduction band is where the electrons end up separated by a band gap. The
magnitude of this gap will reflect if the material exhibits more conductor-like or
insulator-like properties and the spectrum of light that is absorbed [35].

Silicon is a group IVelement having four valence electrons, which can be excited
by a specific quantum of sunlight (1.12 eV); however, in a semiconductor to
facilitate electron movement, the element is doped with electron-rich (group 5, 6,
7) and electron-deficient (group 1, 2, or 3) elements [36]. This creates a potential for
electrons to migrate from the electron-rich areas to “holes” in the electron-deficient
area, as silicon requires four electrons [37]. This can create positive and negative
types which meet at the PN junction and forms the PV cell, with a light receiving
antenna at the N-type of the device, illustrated in Fig. 1.6 [38].

The photovoltaic module charge controlled the inverter and storage battery. The
photovoltaic module consists of photovoltaic cells which absorb light and generate
electricity. The inverter converts direct current to alternating current and the charge
controller prevents the battery from being overcharged or discharged to increase
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battery life. Lastly, the battery stores the surplus current. The most common type of
solar cells are based on crystalline simplified silicon (sc-Si) or multi-crystalline
silicon (mc-Si), thin-film micro amorphous silicon (a-Si), cadmium telluride
(CdTe), copper indium selenide (CIS), and copper indium gallium selenide (CIGS)
[41]. Recent advances have included organic photovoltaics based on carbon poly-
mers. The above category of semiconductors has band gaps between 1.1 and 1.7 eV
[42]. The most common are silicon-based cells that have a band gap of 1.12 eV and
are between 11% and 20% efficient, where single silicon crystals are cured by the
Czochralski process [43]. In recent years, manufacturers have moved towards thin-
film cells that utilized 99% less material than crystalline solar cells, with a light
efficiency of 12% and a service life of 25–30 years [44]. The major components are
based on either a-Si, CdTe, CIS, or CIGS. The films convert 5–13% of light to
electricity [45]. Researches to increase the solar efficiencies of silicon-based solar
cells have incorporated hybrid perovskite ((CH3NH3)PbI3), organic materials, nano-
tubes, graphenes, and quantum dots [46].

Moving from inorganic to organic systems offers advantages in terms of flexibil-
ity and panel area as well as fabrication [47]. The light absorbing layer is sandwiched
between a glass coated with semitransparent indium tin oxide (ITO) on top and a
conducting layer underneath (e.g., Al electrode) and a mixture of two ionomers such
as poly(3,4-ethylene dioxythiophene) [PEDOT] polystyrene sulfonate [PSS] as a
conducting polymer [48]. The wide band gap of 2 eV limits the spectrum of EM
radiation that can be absorbed and the overall cell efficiency [49] with graphene
support to extend efficiency and absorption range [50]. Other types of solar cells
include dye-sensitized cells.

In a dye-sensitized cell, the absorption of light is separated from the transport of
charge carriers. The “front electrode” can be thought of glass with transparent
conductive tin oxide (TCO), with nanocrystalline titania adjacent to the TCO later
separated by a conducting counter electrode. In between the titania and the counter
electrode is the electrolyte where the redox chemistries occur. The electrons are fed
into this redox cycle by the counter electrode and channeled to the titania, where

Fig. 1.6 Schematic of Si-based PV cell. (Source: [39, 40])
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electron transport can occur [51]. This simplified design limits the efficiencies to
7–11% [52]. Other dyes such as ruthenium and zinc complexes have also been used,
increasing efficiency with cost. Recently semiconductors such as perovskite-based
trialkyl lead halides as light absorption materials have been used and can be 20%
efficient [53]. Other areas have focused on metal-free organic dyes based on
coumarin, quinoline, or indolines [54]. The differing design and solar cell/concen-
trator efficiencies are summarized in Fig. 1.7.

Factors that affect solar cell efficiency include surface temperature, solar irradi-
ance, and intermittency, and clouds or dust. This, in turn, affects the cost of kilowatt/
hour and has dropped almost 100-fold over the last three decades resulting in lower
carbon dioxide emissions relative to coal-fired power stations [56]. A trend appears
to be a migration away from silicon towards a-Si, CdTe, or CIGS and organic solar
cells, due to their faster payback cycle and wider usage of solar in areas of lighting,
water pumping, desalination, and communication [57].

1.4 Solar Cell Primer

Upon absorption of light, electrons are excited to higher orbitals and decay back to their
initial states, generating heat but not causing bond cleavage. In electromagnetic radi-
ation, a photon at higher energy, such as in the ultraviolet, can be used to promote bond
cleavage. Upon absorption of light energy, an electron residing in a chemical bond may
be promoted to a higher vacant orbital creating a “hole” that is “positively” charged
[58]. An electron in the conduction band is, therefore, “free” to move within the crystal
generating current. Similarly, hole (or charge carriers) can move by sequential “filling”
from adjacent electron, which creates a new “hole” in their former location. The
movement of charge carriers is related to temperature and band gap of the material.
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For a cell to generate current, a circuit needs to be completed in the “opposite” direction
to the movement of electrons. A potential barrier selectively separates the two charge
carriers that are generated using light energy. The charge separation sets up a voltage
difference between the ends of the cell which is used to drive an electric current in an
external circuit [59]. To construct a cell, a positive and a negative terminals need to be
constructed, and this may be accomplished through selective doping of the silicon
crystal. By incorporating an atomwith one additional electron relative to Si, such as P, a
negative carrier is introduced and the “additional” electron can be used in the crystal’s
conduction band to form part of an electric current [60].

In addition to the donor dopant atom, an acceptor dopant or positive carrier is also
required. The acceptor has one less electron than Si (e.g. B) and would generate a hole.
Connecting both n-type and p-type materials at an np junction would enable the charge
carriers to migrate in opposite directions. As they move, an “intrinsic” barrier is setup
limiting the total number that can migrate and form electron-hole pairs (Fig. 1.8a).
Since light irradiance on the surface promotes charge separation, an excess of electrons

Fig. 1.8 Schematic of a solar cell. (a) During junction, electrons move from the n-type Si to p-type,
while holes move in the counter direction. The movement of charge carriers in Si builds up an
intrinsic barrier at the junction (np-jun) inhibiting further movement of free charge carriers and
creates an equilibrium. (b) Upon absorption of a quantum of energy, an electron is excited on the
p-type of Si and migrates across the np junction (np-jun) before it can recombine with a hole.
(c) Light irradiance and absorption yields (electron-hole pairs) charge carriers that migrate in
opposite direction, separated by the potential barrier, generating a voltage that drives a current
through an external circuit from which useful work is undertaken. Some light is lost through
reflection or absorbed from the back electrode. (Sources: [39, 40, 64–68])

14 B. Ancha et al.



(on n-side) and holes (on p-side) is generated, creating a charge imbalance in the cell
(Fig. 1.8b). Negative charges flow out of the electrode on the n-type side through a
load and perform useful work (Fig. 1.8c). The electrons flow into the p-type side,
where they recombine with holes [61]. Thus light energy absorbed by the electrons is
consumed during electron migration across the external circuit, generating an equilib-
rium between incident light which creates electron-hole pairs generating a charge
imbalance and the PN junction and external circuit which facilitate movement and
useful work at the expense of giving up the initially absorbed energy [62]. The incident
light is used to generate charge carriers that move in opposite directions across the
junction, creating a charge imbalance to drive a current through a circuit [63].

A number of phenomena lead to energy processes that do not lead to useful work.
A major source of cell inefficiencies is a loss of light by reflection, ignoring latitude
and seasonal changes. Approximately 5% of light is lost through coating the glass to
minimize losses through reflection. Light of energies other than that required for
excitation of electrons is also not efficiently utilized. Therefore a “useful”material is
a material whose valance and conductance bands are separated by less than 2.6
electron-volts (eV) of energy. This corresponds to energy accessible in the visible
wavelength spectrum of compatible materials including pure silicon (Si) and the
semiconductor gallium arsenide (GaAs). Pure Si has a bandgap of 1.1 eV while that
of GaAs is 1.4 eV. Quanta of energies equivalent between 1 and 2.6 eV will promote
electrons from the valence to conduction bands and thereby potentially contribute
towards energy production. Other factors are direct and indirect electron-hole
recombination. The free charge carrier energy can be reduced through collisions,
leading to lower charge mobility and lesser current (Fig. 1.9a). These may be related
to surface inhomogeneities related to the Si and dopants (Fig. 1.9b). The flow of
electrons and holes is related to the resistance of the material summarized using
Ohm’s law (R= V/I) but is not true for materials where recombination losses are not
proportional to resistance. Resistance occurs in the bulk of the material, top-surface
of the material, and at the interface between the cell and electrical contacts leading to
the external circuit (Fig. 1.9c). At higher temperatures, electrons have more energy,
but the lattice vibrations also increase and interfere with charge carriers; the increase
in temperature lowers the barrier at the junction to separate charges, which for Si
occurs around 300 �C (Fig. 1.9d) where thermally excited ions undergo collisions
and reduced ion mobility. Resistance losses can be offset through higher doping, at
the expense of increased lattice inhomogeneities leading to an excess of free carriers
which can overcome the potential barrier at the junction and eliminate any charge
imbalance and the ability to generate current in the external circuit.

In the area of solar thermal, concentrated solar thermal are used for heating and
concentrated solar power for the generation of electricity, where high magnification
mirrors concentrate solar energy to heat to generate steam from water and electricity
from steam-driven generators. The designs are parabolic troughs to focus light and
heat into a receiver and Fresnel-type mirrors to focus onto receiver tube, towers that
are an array of small mirrors which track the sunlight and focus the energy to a
specific point, and solar dish collectors that focus light above a reflector dish. The
strengths and weaknesses of these designs are summarized in Table 1.1.
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Solar energy by 2020 will be available, economic, and competitive with natural
gas for heating and coal for generation of electricity in dollar-per-British thermal
unit or dollar-per-kilowatt/hour, respectively, particularly be mimicking some
design elements from photosynthetic plant apparatus [75] or through incorporation
of molybdenum disulfide flakes (MoS2) into an active buffer layer [76] to extend
efficiencies beyond 25% [77] and sixfold increase from the first introduction of
perovskite solar cells over the last decade [78] with the potential of semi-
transparent solar cells as windows which transmit visible light and utilize IR
light for energy [77]. By incorporating flexible hole transporting agents such as
3, 4-ethylenedioxythiophene, efficiencies can be increased [79]. Other approaches
to increase efficiency have incorporated tungsten and alumina layers to absorb a
wider spectrum of electromagnetic radiation [80], or biopolymers based on
chitosan [81], or careful adjustment of redox centers in dye-sensitized solar cells
[82]. The major materials will remain Si/CdTe between now and at least 2040
(Fig. 1.10) with other materials becoming significant.

Current solar technology primarily focuses on improvement of absorption to the
generation of energy efficiencies, with c-Si as the dominant material. Although Si
itself is not a limiting material, the other metals potentially can be limited, requiring
recycling of silver, indium, gallium, and germanium which have considerable value.

Table 1.1 Summary of concentrating solar power technologies [74]

Parameter Parabolic trough Solar tower Linear Fresnel Dish-Stirling

Maturity High Intermediate Intermediate Low

Operating
temperature
(�C)

290–550 250–650 250–390 550–750

Max
efficiency
(%)

20 35 18 30

Max
electricity
efficiency
(%)

16 20 13 25

“Engine” Superheated steam
Rankine

Superheated
steam
Rankine

Saturated
steam Rankine

Stirling

Assembly Absorber attached to
collector and moves
with collector

External
surface with
a fixed
receiver

Fixed
absorber with
a secondary
reflector

Absorber attached to
a collector, and
moves with collector

Storage
system

Two-tank molten
salt at 380 �C or
550 �C

Two-tank
molten salt at
550 �C

Pressurized
steam storage
(<10 min)

Storage under
development

Steam
conditions
(�C/bar)

380–540/100 540/100–160 260/50 N/A

Capacity/h 7 10 < 7 < 7
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The current recycling technologies also generate energy and utilize harmful solvents,
which in turn need to be captured, condensed, distilled, and purified. Currently, few
policies cover the entire lifecycle and take account end-of-life scenarios after
25 years of estimated usage. For example, China, India, European Union, and the
United States, the dominant regions for solar energy, do not have government-level
policies on recycling, nor are the effects of disposal of solar panels in landfills
known. In view of the increasing use of solar for the generation of energy (thermal
and electrical), the effects of disposal of materials are not undertaken except in a few
studies.

1.5 Toxicological Evaluation

Titania (TiO2) is a common material in DSSC solar cells, as well as an additive in
cosmetics and sunscreens and a nano disinfectant [84]. Titania has three geometric
forms with rutile (space group: P42/mnm, bulk density 0.04–0.41 g/mL, specific
area 130–190 m2/g) [85] being the most abundant in optical applications [86]. The
anatase form (space group: I41/amd, bulk density 0.04–0.06 g/mL, specific area
45–55 m2/g) [87] is used in organic photovoltaics as an electron collecting layer
catalyst, while the Brookite (space group: Pbca, bulk density 0.06–0.10 g/mL,
specific area 150–400 m2/g) [88]. Brookite form has limited commercial usage.
The disposal of devices such as solar cells containing titania into landfills often leads
to leaching of these ions into the water table, streams, or lakes. While the concen-
tration of leaches is unknown, it is estimated to be less than 1 parts-per-million (ppm)
[89]. Previously it was reported that 0.05–1.0 ppm of titania and alumina were toxic
to algae over 72 h [90] and did not affect chromium Cr (VI) ion toxicity which
increased in a dose-dependent manner [91]. The general observations from the
literature are that titania (morphology undefined) or anatase/rutile (4.5:1 c/c) lowers
the population of freshwater algae at losses as low as 1 ppm, due to membrane
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damage resulting from reactive oxygen species (ROS)–induced membrane weaken-
ing [92]. In other studies, it was reported that titania under ultraviolet A radiation was
detrimental to algae relative to algae with titania but non-irradiated, presumably due
to UV-A–assisted photocatalysis of TiO2 generating ROS [93]. Since titania has
three allotropes with anatase and rutile being the most abundant, it has been
demonstrated that the anatase phase is more cytotoxic to mouse keratinocyte than
the rutile form. It has also been demonstrated that while both forms are toxic, the
mode of action is different. The rutile form initiates apoptosis via ROS, whereas the
anatase (P25 type) forms initiate cell necrosis and membrane disassembly [94].

To evaluate the photocatalysis of titania, UV-A, UV-B, and UV-C have been
evaluated, with titania with UV-C irradiation being the most toxic to microalgae than
only UV-C exposure, as well as human skin fibroblasts. Solar panels also have silver
metal–based contacts [95].

In a study silver and titania nanoparticles were investigated on ciliated pro-
tozoans, and it was shown that the cytotoxicity was greater with both materials
than either one alone (additivity or potentiation) [95]. The effective dose at 50%
lethality of titania to Chlorella sp. was determined to be 3.36 g/L for the anatase
(25 nm nanoparticles) form and 6.26 mg/L for the rutile (10 nm diameter � 40 nm
length rods) form under UV irradiation at 72 h exposure. The reduction in chloro-
phyll was 31.6% for the anatase form and 29.76% for the rutile form. Surprisingly,
additive (same direction) and antagonistic (opposite direction) responses were also
found when both forms were co-mixed in varying mixtures. The 0.25, 0.25 mg/L and
0.5, 0.5 mg/L were antagonistic, whereas the 1, 1 mg/L was additive when chloro-
phyll yield was measured. For example, titania uptakes into the algal cells varied as a
function of dose and type. At 0.5 mg/L concentration, there was approximately 25%
(� 5%) update of the anatase form; for rutile form, the uptake was almost 80%
(� 1%), and for the combined (0.5:0.5 c/c) anatase:rutile, the update was almost 60%
(� 30%) [96]. The toxic effects of titania and other metal ions on bacteria or tissue
are dependent on the ionic charge and the type of metal, as well as mode of toxicity
[97]. In general metal ions such as silver (Ag+), zinc (Zn2+), and mercury (Hg2+) [98]
demonstrate strong cytotoxicity at 11 ppm (Hg and Ag) and 16 ppm (Cu). Cobalt
(Co3+) demonstrates intermediate cytotoxicity in human tissues but not in microor-
ganisms; aluminum (Al3+) exhibits no toxicity to either human tissues or microor-
ganisms [99]. Thus metals that can behave as disinfectants are limited to Cu2+, Ag+,
and TiO2. Human osteoblast-like (MC3T3-E1) cells appear to be tolerant to titania
(Ti6Al4V) alloy including titania doped with copper (4xCu-TiO2) [100].

The most common mechanism for toxicity is intracellular ROS production,
triggering of antioxidative and inflammatory gene expression in a concentration-
dependent and time-dependent manner. For example, Si nanoparticles are cytotoxic
and initiate inflammatory response through increased expression in cyclooxygenase-
2 (COX-2), tumor necrosis factor alpha (TNF-α), interleukin 1 beta (IL-1β),
interleukin-5 (IL-5), and interleukin-8 (IL-8) which is distinct to iron (Fe3+) and
titania which do not induce broad array of inflammatory mediators. TNF-α mRNA
levels in adenocarcinomic human alveolar basal epithelial cells (A549) and inducible
nitric oxide synthase (iNOS) in macrophages were elevated [101]. The levels of ROS
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and cytotoxicity or degree of inflammation does not positively correspond,
suggesting a distinct biochemical signaling mechanism. Titania, for example, will
increase ROS without increased cytotoxicity. Bio-coating of silica with serum pro-
teins would eliminate their inflammatory and cytotoxicity potential. The murine
macrophage cell line RAW264 exhibited delayed toxicity upon incubation with Si
which was detected after 72 h exposure with a slight increase in ROS [102]. Titania
nanoparticles were not found to be toxic in the same cell line, but increased ROS
levels and induced TNF-α expression and detection of macrophage inflammatory
protein II (MIP-2) were detected [103]. Titania induced enhanced ROS and DNA
damage [104], but at 300 ppm did induce interleukin-8 expression in A549 cells
[105]. While effects at a high dose may be observed within 24 h, lower doses, such as
50 ppm, may exhibit a response at 72–96 h time period in A549 cell [106]. The
mechanism by which titania is taken into the cell is via passive diffusion, active
transport, and phagocytosis and to a lesser degree by clathrin-dependent endocytosis
[107], but is highly dependent on nanomaterial morphology, dimension, cell type,
media, serum, and incubation time, as well as dose. Incubation between 50 and
400 ppm at 24–168 h has shown toxicity under different experimental conditions. A
comparison of Fe3+, Si0,4+, and Ti4+ has shown that uncoated Si0 is the most toxic in
electing an inflammation response as a result of elevated ROS and activation of other
proteins, such as stress-activated protein c-Jun N-terminal kinase (JNK), which
result in apoptosis. Induction of inflammatory cytokines like interleukin-6 and
interleukin-8 and chemokines by amorphous Si0 can lead to damage to human
lung epithelial cells [108]. Silicon is also known to trigger the release of TNF-α
and increased expression of MIP-2 in RAW264.7 macrophages, the response related
to the specific surface area of the nanomaterials rather than the diameter [109]. Both
titania and silica lead to inflammation in human monocytic (THP-1) cell line and
murine macrophages [110] and may be related to the degree of agglomeration rather
than initial diameter which in turn affects surface area. Elevated interleukin-8 can
also lead to lysosomal damage [110] in a number of different cell systems [111]. The
amelioration of the cytotoxicity exhibited by silica after coating suggests that the
sites of interaction are phospholipids in the cell membrane, wherein media silica
forms silanol intermediate where the negatively charged oxygen [O�] interact with
the positively charged [0R(+NCH3)R] trimethyl-ammonium head group of the mem-
brane lipid, leading to increased membrane plasticity and unzipping or membrane
degradation. Other possible mechanisms include uptake mediated by scavenger
receptor (SR-A) as shown in Si uptake in RAW264.7 macrophages [112]. Silica
binding to SR-A might trigger p38 kinase downstream and release of TNF-α and
inflammation [113].

Titania in primary human dermal fibroblasts (HDF) and human lung carcinoma
(A549) cells will facilitate the generation of interleukin-8 which in turn will increase
lactate dehydrogenase (LDH) activity, a measure of cytotoxicity. Dose-dependent
toxicity was observed at 1500 ppm, which is a much higher dose that observed with
carbon (C60) nanoparticles [114] with the phase (and not surface area) being related
to toxicity. Here, anatase form (153 m2/g) was found to induce cytotoxicity, whereas
rutile form (123 m2/g) did not, and mixed forms appeared to be additive in terms of
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toxicity. The differences in toxicity might be explained by the degree of hydration
and water splitting catalysis by the different titania types. For example, it appears
that the anatase phase is able to adsorb dissociatively [115], whereas rutile phases
adsorb non-dissociatively [116]. Upon UV radiation, hydroxyl radical is generated
on the surface of anatase titania via Ti-OH and OH� interactions. The hydroxyl
(HO•) radical is the primary reactive oxygen species and is able to degrade organic
dyes via first-order kinetics. The half-life (t½) for Congo red degradation by anatase
phase titania was 1.5 min,g, whereas it was 120 min for rutile phase and 3.5 min for
Degussa formulation (80:20 anatase:rutile) form and not related to differences in
surface area. Reactive oxygen species, in turn, lead to cellular damage, such as
measured by LDH release (at 1500 ppm in the dark or 30 ppm with UV radiation,
whereas the rutile form was not active at any concentrations up to 1500 ppm). Unlike
fullerenes (C60), titania can also affect the mitochondria, as examined by the
(1-(4,5-dimethylthiazol-2-yl)-3,5-diphenylformazan [MTT]) assay. Mitochondrial
toxicity was observed using anatase at 1500 ppm but not rutile. General inflamma-
tion by measuring interleukin-8 was also shown to be effective for anatase
(at 300 ppm) but not for rutile form, which correlated with the ability of the
nanomaterial to generate ROS. Reactive species were observed for anatase but not
for rutile and this, in turn, was related to illumination with UV-A for anatase that
appeared to potentiate the response but not for rutile [117]. While this study
contradicts several other studies in showing no toxicity for rutile form of titania, it
is consistent with the general literature which indicates that the toxicity of titania is
highly dependent on the type, morphology, concentration, matrix, media, incubation
time, and cell type. To weigh the difference between these studies, we investigated
the effects of titania without modification and embedded in ceria and their toxico-
logical effects in bacteria.

Cerium oxide (CeO2) has been used widely used for catalysis because of its high
catalytic properties. From the fluorite-type structure of ceria, the catalytic properties
and oxide ion conductivity has been originated, and the partial reduction of Ce4+ to
Ce3+ gives rise to oxygen vacancies. Titania (TiO2) is the chemically stable, envi-
ronmentally compatible, and functionally versatile oxide materials. The modified
material properties and functions of TiO2 are determined by their nanostructures,
which are influenced by many external factors, predominantly pressure, temperature,
and the surrounding environment. The nano Tio2 materials are also having some
mechanical properties such as elasticity and deformation behavior. They also have
some bulk properties which include a high refractive index and ultraviolet light
absorption.

1.6 Photocatalytic Reactivity

The photocatalysis is a process to accelerate a photochemical reaction in the presence
of light, which is absorbed by the catalyst. The photo-reactivity is highly dependent on
the catalyst reactivity to generate an electron-hole pair. Through the electron-hole pair,
free radicals can be generated when a secondary reaction occurs. This photocatalyst is
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practically used in water purification, such as removal of pharmaceutical waste. This
study uses methylene blue as a model molecule to evaluate the photocatalytic reac-
tivity of TiO2 nanomaterials, which are the most commonly used semiconductor
photocatalyst. The photocatalytic properties of TiO2 utilized in various environmental
applications was investigated in this research.

1.7 Bactericidal Properties

Nanoparticles have various biological applications; they can be used as sensors, for
analyte detection, drug targets, pathogen detection, etc. NPs have been employed in
sensors for a variety of applications including detecting analytes at very low concen-
trations, detecting and separating pathogens, detecting and capturing cells, and
detecting molecular and cellular functions. By taking the advantage of the unique
properties of the nanoparticles such as high surface area, small size, and composition-
dependent properties enables the use of surface ligands as a way to amplify the
detection threshold or provide more rapid detection. The nanoparticle biosensors are
mainly focused on using inorganic materials particularly metal or magnetic nano-
particles. Gold nanoparticles have been used as sensor due to their surface chemistry.
TiO2 has a capability of killing both Gram-positive and Gram-negative bacteria,
although Gram-positive bacteria are less sensitive because of their ability to form
spores. The concentration of the TiO2 which is required to kill the bacteria will range
from 100 to 1000 ppm depending on their size, intensity, and wavelength of light used.
Recent studies indicate that the TiO2 nanoparticles are able to kill viruses such as
Hepatitis B virus, Poliovirus 1, and herpes simplex virus. The antibacterial activity of
TiO2 nanoparticles is related to the production of hydroxyl free and peroxide radicals
formed under UV irradiation by the oxidative and reductive pathways. A strong
absorbance of UV renders activation of TiO2 under solar irradiation, significantly
enhancing solar disinfection. The inhibitory effect of nanomaterials on the microor-
ganisms such as bacteria is through various processes such as membrane lysis and
inhibition of critical proteins (sources of carbon, nitrogen, sulfur, and oxygen) and
nucleic acids. They will affect both outer and inner membranes, phospholipid perox-
idation, cell wall weakening and lysis, interaction with lipoproteins, Omp carrier
proteins and LP in the periplasm resulting in plasma membrane peeling and rupture,
as well as DNA fragmentation.

1.7.1 Experimental Procedure

The aim is threefold, for (1) material synthesis of Ce-doped TiO2 nanoparticles
(CTO-NPs) and fabrication variable optimization; (2) characterization of these
CTO-NPs; and (3) photocatalytic and biological applications of these CTO-NPs.
All chemicals, solvents, and reagents unless otherwise specified were obtained
from VWR International (West Chester, PA) or Sigma-Aldrich (St. Louis, MO).
Double-distilled, filtered ultrapure water was used (Ultraopure™, Barnstead,
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Dubuque, IA, referred to as distilled water) where water-based solvents were
necessary, and all solvents were a reagent or high-performance liquid chromatogra-
phy (HPLC) grade.

1.7.2 Synthesis Overview

In this section, the colloidal and solid-state chemistry was employed to produce CTO
colloids and powders. The optimal variables of fabrications were studied.

1.7.3 Colloidal Synthesis

The nanoparticles are fabricated by the sol-gel method, a wet chemical method,
which is also called as chemical solution deposition. This process is a series of
chemical reactions which irreversibly converts a homogeneous solution of reactant
precursors (a sol) into a three-dimensional polymer (a gel) forming an elastic solid as
the same volume of the solution. Through this process, uniform in size, fixed shape,
crystalline nanoparticles were fabricated with defined optical, magnetic, and phys-
ical properties. The procedure of the CTO-NP synthesis and the optimal variables are
summarized below (Fig. 1.11):

1. Drop-wise addition of titanium butoxide (Ti(nOBu)4) to 40 mL of isopropanol.
2. Agitation on a magnetic plate at room temperature (RT) for 60 min.
3. Specific mass of cerium oxide nitrate is added to 10 mL of distilled water.
4. After 60 min stirring of the titania slurry, the cerium oxide nitrate stock is added in

drops to the TiO2 and isopropanol mixture.
5. The binary mixture is stirred for an additional 60 min.

Solution of metal alkoxides

Hydrolysis

Gelation

Polymeric gel Particulate gel

Drying

Dried gel

Fining

Dense product

Sol
(solution)

Sol
(suspension) 0.01, 0.03, and 0.1

mol/L (M);

200–400 °C (50 °C
increments); &

Fabrication
variables:

Concentration:

Calcination

Ce dopant: 5–30
mol % (5 %
increments).

Temperature:

Fig. 1.11 The schematic of
the synthesis of CTO-NPs and
the key fabrication variables
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1.7.4 Solid State Chemistry to Produce CTO-NPs

A solution of titanium butoxide and isopropyl alcohol was mixed and kept under
constant stirring for about 45 min at room temperature. The desired weight percent-
age of 0.05–0.35 (+0.05 increments) of cerium nitrate was mixed with water and this
was added to the gelling solution to obtain a doped gel of titania. The solution was
then converted to gel, which was calcinated at desired temperatures of 200 �C,
250 �C, 300 �C, 350 �C, 400 �C for 2 h to obtain a powder. A solution of titanium
butoxide [C16H36O4Ti] and isopropyl alcohol [C3H8O] were mixed and kept under
constant stirring for about 45 min at room temperature (also shown in Fig. 1.11). The
desired weight percentage (% wt) of 0.05–0.35 (+0.05 increments) of cerium nitrate
[Ce(NO3)3] was mixed with water [H2O]. This trinary system was mixed for initially
forming a gelling solution to obtain a doped gel of titania [TiO2]. The gel was
calcinated at desired temperatures of 200 �C, 250 �C, 300 �C, 350 �C, and 400 �C for
2 h to obtain a white powder.

1.7.5 Characterization of Titania

To evaluate the cerium-doped TiO2 nanoparticles (CTO-NPs), a series of advanced
instrumental techniques was employed to achieve information on morphology,
vibration modes, and crystalline structures. X-ray powder diffraction (XRD, Bruker
D8 Advantage) was used to collect the crystalline structure and crystallite size (X-ray
powder diffraction). The electron microscopic analyses, namely transmission elec-
tron microscope (TEM, FEI G2-F20) and scanning electron microscopy (SEM,
JEOL 6700F), were used to evaluate the crystalline structures and porosity under
ultrahigh vacuum (transmission and scanning electron microscopy). The spectro-
scopic analyses, such as ultraviolet-visible spectroscopy (UV-VIS, Beckman Coulter
DU 800), were used to determine the functional groups in the CTO-NPs. X-ray
energy dispersive spectrometry (EDS) was used to determine the chemical compo-
nents and elemental composition. The characterization methods and associated
technique variables are discussed in the following sections.

1.7.6 X-Ray Powder Diffraction

A Bruker D8 advantage diffractometer equipped with Germanium bent crystal
monochromator, using copper radiation (λ = 1.5414 Å, Kα1), was also used to
identify the crystalline structure with superior resolution. In the cavity of the glassy
sample holder, the specimen is placed and is allowed to be naturally dried. From the
diffraction angle range of 20–80�, the XRD patterns were recorded. The data were
collected using JOB data collection software and analyzed by Jade 7.0 package. The
background was removed and the XRD pattern was indexed with the standard PDF
files. The operational variables were controlled at 40 kV and 44 mA. The data
collection was carried out at ambient condition.
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1.7.7 Transmission and Scanning Electron Microscopy

An FEI Tecnai G2-F20 transmission electron microscope (TEM) (FEI Company,
Hillsboro, Oregon) equipped with X-ray energy dispersive spectrometer (EDS)
capabilities was employed to obtain nanostructure information and crystalline
phase about the colloid-derived nanoparticles. The instrument was operated in
the TEM mode to obtain the high-resolution images of crystals, as well as scanning
TEM (STEM) mode. The spherical aberration coefficient and resolution were
approximately 2.0 and 0.27 nm, respectively. A probe size of 1 nm was used for
EDS. Although a simplification, the collected image contrast is related to the
atomic number (Z ) squared, with elements with higher Z contributing to brighter
contrast. The surface morphology and texture of the crystalline materials were also
examined using a JEOL 6701F field emission scanning electron microscope
(FESEM, JEOL Ltd., Plano, TX). The surface morphology and texture of the
CTO-NPs were also examined by a Quanta 600 FEG field emission scanning
electron microscopy (SEM) (FEI Company, Hillsboro, OR). FESEM is capable
of generating and collecting high-resolution and low-vacuum images. The FESEM
was equipped with a field emission gun and a Schottky emitter. The voltage was
controlled at 5 or 15 kVand beam current at 100 nA. The chamber pressure and gun
pressure were controlled at 3.5 � 10�5 Torr and 3.0 � 10�9 Torr for high
resolution. A thin layer (4.0 nm) of gold (Au) metal was sputtered onto the sample
surface to improve conductivity.

1.7.8 Spectroscopic Analyses

Ultraviolet visible spectroscopy: The UV-VIS spectrophotometer (Beckman Coul-
ter, DU 800) is used to measure the optical absorbance spectrum of the synthesized
nanoparticles. Deuterium and Tungsten light sources are the main compositions of
this spectrophotometer. UV-VIS spectrophotometer is also provided with a grating to
filter the selected wavelengths between 190 and 1100 nm spectral bandwidth with
less than 1.8 nm bandwidth. The DU acquisition and analysis software for wave-
length (RediScan) was used which exports to Excel functionality, with post-
processing carried out within Excel. The absorbance spectrum data that is obtained
can be tested by estimating it with a Gaussian distribution. The estimation was done
using RediScan and Excel software to analyze the data.

X-ray energy dispersive spectroscopy: As stated previously, this EDS is
equipped with Quanta 600 FEG field emission scanning electron microscopy
(SEM) (FEI Company, Hillsboro, OR). EDS was used to evaluate the elements
and their composition based on the principle of emission.

Photocatalytic reactivities of CTO-NPs: Photocatalytic CexTi1�xO2 NPs to
decompose MB was tested under visible light and darkness, respectively. The Log
reduction analyses were used to determine photocatalytic reactivities of NPs to
decompose MB under visible light. CexTi1�xO2 NPs was introduced into the diluted
MB aqueous solution and UV-VIS data were collected every hour to estimate the
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photocatalytic efficiency of CTO-NPs under visible light and in the dark, respec-
tively. Methylene blue a cationic thiazine dye with molecular weight 319.86 g/mol
was further diluted 20 ppm (parts per million). The CexTi1�xO2 NPs with 7500 ppm
(0.3 M) were used to test the photocatalytic activity. Serial dilutions of the nano-
particles were made until the concentration became 0.75 ppm as shown in Table 1.2.
The MB was diluted from 20 to 3.6 ppm, and this concentration is used to test the
photocatalytic activity. The CTO-NPs and methylene blue are mixed in specified
volumes as shown in the table below and each sample is tested both under the visible
light and in dark with no visible light. Therefore, we can observe the percentage of
methylene blue degradation of the samples in both visible light and dark, respec-
tively. Comparative studies can be made by observing the degradation under two
different conditions. The samples should be kept under sunlight and the intensity of
the light should also be noted. For every 1 h, the samples are tested with UV/Vis
spectrophotometer at 200–800 wavelength.

1.7.9 Bactericidal Performance of CTO-NPs

The bactericidal activity assays were performed using Serratia marcescens
(S. marcescens, commercially available strains ATCC 13880 were used) as the
model organism to evaluate the bioactivity of CTO-NPs. Gram-positive bacteria,
Micrococcus luteus (M. luteus, Gram-positive, ATCC 49732) was also used to test
the bioactivity of CTO-NPs. Both types of bacteria (5.0 mL) were cultured in
Difco™ nutrient LB broth (Miller Luria-Bertani, Becton-Dickinson, Franklin
Lakes, NJ) in an incubator shaker (Innova® 43, Incubator Shaker Series, New
Brunswick Scientific, NJ) at 37 �C for 24 h. The cultured bacteria were then diluted
to 50 mL. The CTO-NPs (0.050 M, 2 mL) were tested against the above bacteria.
After the treatment, an aliquot (0.5 mL) was collected and tested using ultraviolet
visible spectroscopy to identify the absorbance every hour to determine the optical
density (OD) at 600 nm. Control experiments were carried out under identical
conditions in the absence of the CTO-NPs, which is used as a disinfectant. In this
study, it is defined that no growth of bacteria cells indicates full bactericidal activity
and growth indicates partial or no bactericidal activity. Our previous experience in

Table 1.2 Absorbance calibration curve of methylene blue (MB, stock solution: 20 ppm)

NP
volume

Concentration of
nanoparticles
(9500 ppm)

Volume of
methylene blue
(mL)

Concentration of
methylene blue
(20 ppm)

Total
volume
(mL)

9 7500 2 3.6 11

9 750 2 3.6 11

9 75 2 3.6 11

9 7.5 2 3.6 11

9 0.75 2 3.6 11
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determining number of colonies per milliliter (CFU) for bacteria using dilute
samples (abs < 0.6) approximates to 1 OD unit corresponding to109 bacteria per
mL, therefore OD600 is an excellent implicit comparative technique in assessing
bacterial viability, whereas plate dilution and counting of colonies is explicit and
more accurate where bacterial growth phase is not known or new strains are used for
the first time.

1.8 Results

In this chapter, synthesis and characterization of CTO-NPs and their photocatalytic
and biological application will be discussed in sections related to the Synthesis of
CTO-NPs, Characterization of CTO-NPs (X-ray powder diffraction, Spectroscopic
analyses, and Electron microscopic analyses), and Application of Nanomaterials
(Photocatalytical reactivities and Bactericidal performance), respectively.

1.8.1 Synthesis of CTO-NPs

In this study, sol-gel chemistry was used due to its benefits, such as low processing
cost, energy efficiency, high production rate, rapid productivity of fine homogeneous
powder, achievable uniformity at low temperatures, and high purity of the final
products. However, this method displays some demerits, for example, large volume
shrinkage and cracking during drying.

1.8.2 Characterization of Titania

In this chapter, the instrumentation analyses (X-ray diffraction, electron microscopy,
and spectroscopy) were discussed. These methods were used to evaluate the mor-
phological and crystalline structure and elemental composition of the CTO-NPs.

1.8.3 X-Ray Powder Diffraction

X-ray powder diffraction (XRD, Bruker D8 Advantage) was used to collect the
crystalline structure and crystallite size. The XRD results (Fig. 1.12) indicated that
the CTO-NPs with different formulations were well-indexed with tetragonal anatase
TiO2 structure (PDF 01-086-1157). The lattice constants were 3.7852 � 9.5139 Å
and 90 � 90�, respectively. XRD indicated that there is no second phase, suggesting
that Ce4+ cations replace the Ti in the lattice. This study indicated that dopant of Ce
with a lower amount than 0.35 shows no effect on the crystalline structure. However,
it is hypothesized that the band gap may be reduced due to the inner transition metal
doping from the photocatalytic study.
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1.8.4 Transmission and Scanning Electron Microscopy

In this study, the transmission electron microscope (TEM, FEI G2-F20) was used
to evaluate the morphology and particle size distribution of the CTO-NPs with
different doping amounts (Fig. 1.13a, b). TEM images indicate that the fibrous
networks were formed. Nanoparticles were found to be agglomerated due to heat
treatment, sized at 125 nm. The dark spots were found to be resulting from Ti and
Ce heavy elements. Scanning electron microscopy (SEM, JEOL 6700F) was also
used to evaluate the morphology of the CTO-NPs (Fig. 1.13). It was found that the
charging of samples occurred, due to the existence of organic residue. Coating
electronic conductive layer onto the sample surface will remove electrons, further
to resolve the charging.

1.8.5 X-Ray Energy Dispersive Spectroscopy

X-ray energy-dispersive spectroscopic (EDS) chemical analyses of three regions
(Fig. 1.14) also confirmed Ce and Ti molar ratios were maintained in the final
CTO-NPs as experimental design. The principal emission of Ti occurred at

Fig. 1.12 The XRD analyses of CTO-NPs. (a and b) CTO-NPs with four different formulations
(different Ce dopants and calcination temperatures); (c) TiO2 anatase structure as a reference (Liu’s
previous data); (d) Anatase TiO2 structure
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4.510 keV (Kα1) while that of Ce occurred at 4.840 keV (Lα1). Two elements Pt and
Pd were also observed which result from the conductive coating layers.
Figure 1.14a, b are obtained from EDS equipped with TEM and Fig. 1.14c from
EDS equipped with SEM. Both analyses confirmed that the Ti and Ce amount
totaled at 100%.

Fig. 1.13 The TEM analyses
of CTO-NPs. (a)
Ce0.35Ti0.65O2 NPs and (b)
Ce0.30Ti0.70O2 NPs
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1.8.6 Applications of Nanomaterials

The Ce-doped TiO2 nanoparticles (CTO-NPs) were found to be effective at photo-
catalyst and disinfectant. This chapter will discuss the photocatalytic reactivity and
bactericidal efficacy of CTO-NPs with different formulations, respectively.

1.8.7 Photocatalytical Reactivities of CTO-NPs

Standardization: A methylene blue (MB) dye stock solution was prepared with a
concentration of 20 ppm, which is further diluted from 2.4 to 0.4 by using iso-
propanol as a solvent. The absorbance of these dilutions (Fig. 1.15a) was then
measured by using UV-Visible spectroscopy (Fig. 1.15b). It can be observed that
the major absorbance peak occurred at 292 nm and 652 nm due to a benzene ring and
hetero poly aromatic linkage, respectively. A calibration curve was also plotted using
the absorbance of decomposed MB solution as a function of the concentrations. The
results showed good linearity of the standard curve was received from the high
correlation coefficient (R) (Fig. 1.15c).

Photocatalytical reactivities: A series of methylene blue (MB) decomposition
tests were carried out with CTO-NPs. Initially, two concentrations of CTO-NPs were
tested, indicating MB decomposition occurs instantaneously at high CTO-NPs
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the standardization curve
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concentrations (Fig. 1.16). Therefore, further dilution was carried out from 7500 to
0.75 ppm to determine the lowest concentration of CTO-NPs. The decomposition
efficiency was tested under different conditions, namely visible light and darkness.
The absorbance was measured at different time intervals 60, 120, and 180 min with
UV-VIS spectroscopy (Fig. 1.16b). From the figure, we can see that the methylene
blue decomposition rate seems to increase with the increase in the concentration of
Ce0.35Ti0.65O2. The Log reduction analyses indicated that MB degradation was
catalyzed using CTO-NPs under visible light. The NPs with Ce0.35Ti0.65O2 formu-
lation displayed the highest efficiency compared with another doping amount. It was
also found that the lower efficiency of MB degradation in the dark compared with
under visible light was as expected.
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1.8.8 Bactericidal Performance of CTO-NPs

The bactericidal activity assays were performed using Gram-negative bacteria,
Serratia marcescens (S. marcescens, commercially available strains ATCC 13880),
and Gram-positive bacteria, Micrococcus luteus (M. luteus, Gram-positive, ATCC
49732), to evaluate the bactericidal performance of CTO-NPs. Both types of bacteria
(5.0 mL) were cultured in Difco™ nutrient LB broth (Miller Luria-Bertani, Becton-
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Fig. 1.16 (a) The photocatalytic reactivities of CTO-NPs (x = 0.35): two different concentrations
were tested in either darkness or under visible light, indicating the MB decomposition occurred
instantaneously. (b) The photocatalytic reactivities of CTO-NPs (x = 0.35): diluted concentrations
were tested to evaluate the decomposition of MB with a prolonged time period
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Dickinson, Franklin Lakes, NJ) in an incubator shaker (Innova® 43, Incubator
Shaker Series, New Brunswick Scientific, NJ) at 37 �C for 24 h.

The cultured bacteria (S. marcescens and M. luteus) were then diluted to 50 mL.
The CTO-NPs (10, 100, and 1000 ppm) were tested against the above bacteria. After
the treatment, an aliquot (0.5 mL) was collected and tested using ultraviolet visible
spectroscopy (Lambda 35 ultraviolet-visible (UV-Vis) spectrophotometer
(PerkinElmer, Fremont, CA)) to identify the absorbance every hour to determine
the optical density (OD) at 600 nm (Fig. 1.17). Three doping amounts were tested in
this study, indicating CTO-NPs are highly effective at inactivating bacteria under
visible light. The observation indicated that Ce doping may result in the band gap of
TiO2 decrease (this assumption will be tested by synchronous X-ray).

The TEM images indicated high effectiveness using Ce0.3Ti0.7O2 NPs on
inactivation of both Gram-negative and Gram-positive bacteria, shown in
Fig. 1.18. It can be seen that the cell membranes were peeling off and flagella
disappeared, indicating the death of bacteria. Due to the active interaction between
NPs and bacteria, it was assumed that the DNA fragmentation in cytosis was the
mechanism to inactivate the bacteria. Although the Gram-positive bacteria
(M. luteus) are generally considered more resilient to sterilization, this study
showed similar trends observed for Gram-negative bacteria (S. marcescens). It
was safe to conclude that minimal damage to the cell wall was observed, causing
termination of cell division and damage of intact cell wall.

Elemental composition analyses by EDS (Fig. 1.19) also indicated cell death
due to the permeability of calcium (Ca) and potassium (K) cations, and phos-
phorus (P) and nitrogen (N) anions across the cell membrane into the extracellu-
lar matrix for both microbes. “Ce” and “Ti” are from NPs used to inactivate
bacteria; “P,” “O,” and “Cl” are from lipids on the membrane; “K” from the
plasma membrane; and Cu is from the copper grid.

The CTO-NPs effectively inactivated Gram-negative microbes under visible light
(TiO2 requires UV). The kinetic study (Fig. 1.20) indicated that the Ce0.35Ti0.65O2

photocatalyst follows the near-zero order reaction. The reaction orders for both
Ce0.20Ti0.80O2 and Ce0.30Ti0.70O2 photocatalysts were found to be second order,
approximately. However, the future work will be carried out to confirm the reaction
order using CTO-NPs as disinfectants.

1.9 Discussion

1.9.1 Colloidal and Solid State Chemistry

Both colloidal and solid-state chemistry approaches were used to prepare Ce4+

ions doped TiO2 nanoparticles (CTO-NPs). Different molar ratios between Ce and
Ti were used to form 40 formulations of CTO-NPs. The temperatures to form CTO
colloids were controlled at room temperature, while the calcination temperatures
to produce CTO powders were controlled at 200–400 �C with an increment of
50 �C.
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1.9.2 Characterization of Titania

Nano-characterization was employed to understand the in-depth structure of
CTO-NPs. A series of the state-of-the-art techniques (five instrumental tech-
niques) were used to characterize nanostructure. X-ray powder diffraction indi-
cated highly crystalline anatase CTO-NPs were obtained, and crystallite sizes
were tunable by varying the calcination temperatures. Spectroscopic and

Fig. 1.18 (a) Transmission electron microscopy (TEM) image of a cluster of S. marcescens in varying
stages of cell damage from B to E. The rod-shaped bacteria (A) were observed; B and C, the cell
membrane was peeling out; and D and E, the flagella disappeared and DNA fragmented. (b) Optical
Image of M. luteus adopted from A Ouverney and Zavala [118]; transmission electron microscopy
(TEM) image of cluster ofM. luteus in varying stages of cell damage from B to C. The potential residue
of cells is observed; aggregation of microbial cell components and membrane sugars form the networks
shaped structure
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microscopic analyses collectively provide instructive information to understand
the fine structure of the CTO-NPs. To summarize, the characterization data
provided a guideline to improve material design based on the end application.

1.9.3 Application of Nanomaterials

A recent study indicated that the dimensionality, particle size distribution, and
crystallinity of TiO2 nanoparticles are increasingly important to determine the
electronic, optical, and biological properties and end applications of these nano-
particles. Traditionally, TiO2-based nanomaterials have been extensively studied;
however, photocatalytic and bactericidal activities under visible light have not been
reported. The originality of this study lies in the application of CTO-NPs under
visible light.

1.10 Conclusion

The following conclusions can be drawn from this study:

1. CexTi1�xO2 NPs were fabricated using an ecologically friendly colloidal chem-
istry approach.

2. The nanoparticles were characterized as being monodispersive and crystalline
(PDF 01-086-1157, 3.7852 � 9.5139 Å and 90 � 90�).

3. Although agglomeration of CexTi1�xO2 NPs was detected, the photocatalytic
reactivities and bactericidal performance were found be too effective.

4. Breaking down of methylene blue was observed under visible light without any
UV light. The catalysts can be used in treating pharmaceutical wastes.

5. Inactivating both Gram-negative (S. marcescens) and Gram-positive (M. luteus)
bacteria without introducing ultraviolet light. This study will provide a practical
method for water disinfection.
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Abstract
In this chapter, simulations for CuInGaSe2 (CIGS) solar cell materials are illus-
trated from the viewpoint of first-principles calculations. The solar cell materials
under high pressure, upon doping, the atomistic distribution in solar cell mate-
rials, and the interface in solar cells were studied. Their lattice structure and
mechanics, optical, and electrical properties were studied. Our purpose is to
obtain quantitative atomic and electronic structure information in the battery
material, and then to understand the relationship among composition, structure,
and performance. This will help to design element composition and to determine
the technical process parameters. Our study may provide theoretical guidance and
help to reduce the usage of highly toxic and scarce elements, reduce battery
manufacturing costs, and mitigate potential environmental pollution. In addition,
interface states in CuInGaSe2 thin-film solar cell always do harm to its overall
performance by reducing both open-circuit voltage and photoelectric conversion
efficiency. In order to maximally weaken the negative impacts of interface states,
we used the first-principles calculation to systematically study the local structures
and electronic properties of the interfaces. The aim of these simulations was to
deeply understand the relationship among the local structures of the interfaces,
interface states, and CuInGaSe2 thin-film solar cell performances, and to reveal
the micro-mechanism of photoelectric changes introduced by interface states. As
theoretical guides, quantitative results at atomic scale will be helpful to design the
chemical components of the cell’s materials and those at the interfaces, to modify
the interface structures, to manipulate the interface properties, to take advantage
of so-called interface engineering, and then to improve the cell’s performances.

2.1 Introduction

Simulations are powerful tools for researching on solar cell materials, which are
important compensation for experimental research. Homogeneous and single-phase
CuInGaSe2 (CIGS) films are considered to be suitable for materials for high-
efficiency CIGS-based solar cells. But as has been found in many previous investi-
gations, the existence of the phase separation of phase (Copper, Cu; Indium, In;
Gallium, Ga; and Sulfur, S) CuInGaS2 (CIS) and CGS (or In-rich CIGS and Ga-rich
CIGS) in CIGS alloys resulting in the inhomogeneous distribution of elemental
Ga. Ludwig et al. found that CIGS alloys tend to phase-separating into In-rich and
Ga-rich CIGS phases in thermal equilibrium below the room temperature
[23]. Tinoco et al. obtained the T(x) phase diagram of CuIn1�xGaxSe2 (Selenium,
Se) alloys at a temperature above 1073 K by using x-ray diffraction and differential
thermal analysis [34]. Yan et al. [47] observed the alloy inhomogeneity associated
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with the spatial fluctuation in In and Ga concentrations in CIGS films [47]. Huang
et al. have calculated the phase diagram (the binodal curve) of CIGS as a function of
Ga concentration and have separately found that the critical temperature (Tc) in
CIGS is 420 K [14]. All of these theoretical studies showed that CIGS has a tendency
to phase separating at low temperature. The existence of phase-separation of
CuInSe2 (or Se-rich CISS) and CuInS2 (or S-rich CISS) in CISS alloys resulting in
the inhomogeneous distribution of Se-S atoms. Engelmann et al. have produced
graded CISS alloy films by reacting CuInSe2 films in a flowing hydrogen sulfide/
argon (H2S/Ar) atmosphere [10]. Sheppard et al. have found that it is a typical
reaction that the two distinct and stable ternary phases CuInSe2 and CuInS2 form in
CISS alloys during the selenization and sulfurization of CuIn metallic alloys [30]. A
direct consequence of the inhomogeneous distribution of Se-S atoms is that the band
gap of the CISS absorber films is not uniform. The performances of devices
produced from these phase-separation absorber films are inferior, such as causing
to having open-circuit voltages and fill factors due to the limited band gap value of
absorber films [29, 31]. Werner et al. have shown that even small fluctuations in the
composition is un-favored [39], due to the phase separation, which can affect the
electronic and optical properties of CIGS. It has been proved that Cu(In1�xGax)Se2
(CIGS) alloys have the phase-separation behavior [18, 34] and inhomogeneity
[3]. Recent first-principles study of phase equilibrium of similar pseudobinary
alloys, CuInSe2-CuGaSe2 [41, 45] and CuInSe2-CuAlSe2 [32, 40], (Aluminum,
Al), has predicted the miscibility gap and upper critical solution temperature
(UCST) or consolute temperature of these alloys [33, 46], though the available
phase diagrams show complete miscibility in the solid state [19, 23]. All of these
literatures mean that the knowledge of the alloy phase equilibrium and homogeneity
is essential for effective designing of the CISS alloy.

The photoelectric properties of CIGS cells depend not only on the composition
and properties of the materials each layer but also on the composition, the structure,
and the properties of the interface between the adjacent layers; this is because of the
abrupt change of structure at the interface between adjacent layers will lead to the
appearance of the interface states and change the band structure of the semiconductor
and will have a serious negative impact on the battery performance. Therefore, it is
important to study the structure of the interface and eliminate the interface states.
Sandino et al. used high-resolution transmission electron microscopy (HRTEM) to
analyze the cross-sectional of Mo/CIS interface (Molybdenum, Mo), and observed
the formation of a very thin MoS2 layer (�15–25 nm) among the Mo/CIS interface
[28]. Tomić et al. used a hybrid density functional theory to study the electronic
structure of the wurtzite CuInS2 material [36]. Dong et al. studied the band alignment
at the interface of cadenium sulfide/zinc oxide (CdS/ZnO) heterojunction and
suggested that the interface of CdS/ZnO possesses type-II alignment
[9]. Derkaouietal et al. studied ZnO/CdS/CdTe (cadmium telluride, CdTe) multilayer
coatings’ optical characteristics by using first-principles calculations and found that
ZnO(300 nm)/CdS(10 nm)/CdTe (1000 nm) configuration solar absorption effi-
ciency was larger than 80% in the visible region [8]. Hong et al. studied bond
characteristics and interfacial energetic and electronic structure of Mo/MoSi2 (001)
interface by the first-principles calculation [12]. Liu et al. deposited a ZnO
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intermediate layer on the Cu2ZnSnS4 (CZTS) (Tin, Sn) absorber and Mo back
contact interface [21]. Yang et al. used X-ray photoelectron spectroscopy (XPS)
combined with first-principles calculations to study the band alignments of the
CZTS/ZnO heterojunction and suggested that ZnO can be an attractive Cd-free
buffer layers candidate for CZTS-based solar cells [48]. Bao et al. studied the
valence band offsets in the CZTS/ZnO heterointerface by calculating the local
density of states of each atom in the supercell and found that the CZTS/ZnO
interface is of type I heterojunction [1]. For passivation interface states, fluorine
(F), hydrogen (H), and chlorine (Cl) are the common passivation elements for they
easily get electrons from other elements when they formed compound, and
researchers have studied F and H [20] and Cl [38] passivation for silicon carbide/
silica oxide (SiC/SiO2) and gafnium dioxide/gallium arsenide (HfO2/GaAs) inter-
faces, respectively, by the first-principles calculations. These results showed that the
interface states can be reduced by F, H, and Cl atoms.

In this chapter, we illustrate the first-principles simulations on solar cell materials.
Their lattice structures and electronic and photonic properties are provided. We study
their lattice structure and mechanics, optical, and electrical properties. Our purpose is
to obtain quantitative atomic and electronic structure information in about the battery
material, and then to understand the relationship among the composition, the struc-
ture, and the performances.

2.2 Methods

2.2.1 First-Principles Calculation and the Software VASP

In this chapter, most of the calculation works were carried out within the Vienna ab
initio simulation package (VASP) [15, 16] based on first-principles density func-
tional theory (DFT) with the Perdew-Burke-Ernzerhof (PBE) version [25] of the
generalized gradient approximation (GGA). The projector augmented wave (PAW)
method [17] was applied to describe the pseudopotential. The electronic configura-
tions are [Ar] 3d104s1, [Kr] 5s25p1, [Ar] 4s24p1, [Ar] 4s24p4, [Ar] 3d104s2,
[Kr] 4d105s25p2, [Kr] 3d105s2, [Ne] 3s23p1, [Ne] 3s23p4, 2s22p4, 1s1 for copper,
indium, gallium, selenium, zinc, tin, cadmium, aluminum, sulfur, oxygen, hydrogen,
respectively. The conjugate gradient (CG) [50] method was used to optimize the
lattice structure. The tetrahedron method with Bloch corrections [2] was used for
calculating the interface binding energy, the band structure, and the density of states
(DOS) in all systems. Meanwhile, our theoretical approach is based on the GGAwith
on-site Coulomb interaction parameter (GGA + U method) (taking account of the
Hubbard correction) [13].

2.2.2 Cluster Expansion and Monte Carlo (MC) Simulations

As the Monto Carlo (MC) simulation of an A1�xBx binary alloy involves comparing
the energy of many different atomic configurations, it requires calculation of the total
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energy for each of these configurations of placing atoms A and B on n sites of the
underlying Bravais lattice. But in fact, it would be infeasible to calculate the total
energy of all these configurations from first principles because the number of these
configurations 2n becomes enormous even for a modest number of sites n. Therefore,
in this work we first employed the cluster expansion (CE) method, which is a well-
established method and has been extensively and successfully used in many alloys
[27, 37, 42–44], to obtain the effective cluster interactions (ECIs) that define a
computationally efficient Hamiltonian for the configurational energy of an alloy.
And then the ECIs were used as the main input parameters to performing MC
simulations. The CE enables prediction of the energy of any configuration from
the energies of a small number of configurations (typically between 30 and 50), thus
making the procedure amenable to using of first-principles calculations [37].

In an A1�xBx binary alloy, the CE is defined by first specifying occupation
variables si to each of the n atomic sites (i = 1, 2, 3. . .n). The occupation variables
si take the value +1 or�1 depending on the A atom or the B atom occupying the site.
Each of the arrangements of these occupation variables on the atomic sites is called a
configuration and is represented by a vector s which contains the value of the
occupation variable for each atomic site in the A1�xBx binary alloy. This approach
is known as the structure inversion method (SIM) or the Collony-Williams method
[7]. Once the cluster expansion has been constructed, i.e., the ECIs have been
obtained, the energy of any configuration can be calculated by using Eq. 2.1 at a
very small computational cost. Therefore, the aim of the CE method is to determine a
limited set of ECIs such that the expansion can be truncated and computational
expense is minimized while the predictive power is maximized.

2.3 Simulation Results

2.3.1 Solar Cell Materials under High Pressure and Phase
Transformation

2.3.1.1 Phase Diagram of CuGaSe2
The total energy of per CuGaSe2 unit, lattice constants, bulk modulus, and pressure
derivative of the bulk modulus for the three phases under zero-pressure were
obtained by fitting the Energy-Volume (E-V) data points to the Murnaghan equation
of state (EOS) [24]. The calculated total energy of per CuGaSe2 unit as a function of
volume for three structures are shown in Fig. 2.1. From these Energy-Volume (E-V )
curves, it is clear find that the zero-pressure equilibrium structure of the I�42d phase
has the lowest energy, which is the most stable structure. As the pressure increasing,
the lattice volume decreases: the Fm�3m structure and then Cmcm structure has the
lowest energy sequentially. The inset of Fig. 2.1 shows the variation of the Gibbs free
energy (G, kJ/mol) of the three phases as a function of pressure (P, Pa). The G-P
curves can predict the possibility of the pressure-induced transformations between
the three phases as well as the stability of the three phases under high pressure. As
can be seen in Figure 2.1, when the pressure is below 11.87 GPa, the I�42d phase has a
lower Gibbs free energy than that of the Fm�3m phase, which indicates that the I�42d
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phase is thermodynamically more stable than that of the Fm�3m phase below 11.87
GPa, vice versa. Therefore, the point of intersections of curves corresponding to two
phases gives us the pressure and the Gibbs free energy (at 0 K) for the phase
transformation. Such a CGS I �42d to Fm �3m phase transition pressure 11.87 GPa
from G-P curves is in good agreement with the previous experimental result
(13 GPa). For the Cmcm phase, at pressures above 51.4 GPa, it is thermodynamically
more stable than the Fm�3m phase due to its lower Gibbs free energy. While below
this pressure, it is less stable than the latter one. Hence, our calculations indicate that
it is possible for CGS (CuGaSe2) to transform from the cubic Fm�3mstructure to an
orthorhombic Cmcm structure at about 51 GPa. The results imply that the structure
of CGS is more harder than that of CIS (CuInGaS2).

Figure 2.2 shows the volume versus the pressure relation. This relation provides
the information on about the volume decrease (per CuGaSe2 unit),�ΔV/V0, at each
phase transitions. It can be found that the volume decrease at the I �42d to Fm �3m
transition is 13.3%. And the calculated lattice parameter of the Fm�3m structure at
16.21 GPa is a = 5.057(5) Å. The corresponding volume decrease at the Fm�3m to
Cmcm transition is 0.49%. The calculated unit cell of the orthorhombic Cmcm
structure at 54.91 GPa is a = 4.726(3) Å, b = 4.869(7) Å, and c = 4.644(4) Å. The
atomic position of the Cmcm structure (0, y, 1/4) at this pressure with y
(Cu/Ga) = 0.690(6) and y(Se) = 0.195(2) is obtained. The transition pressures
and the volume reductions are summarized and compared with the experimental
data as shown in Fig. 2.3. It is readily seen that the calculations give a good
description of the experimental result [35]. It should be noted that the calculations’
results are obtained at 0 K, while the experimental results were always obtained at

Fig. 2.1 Energy-volume curves and Gibbs free energy (inset) of CGS phase transition. The energy
of I42d phase at zero pressure is set as 0 eV
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Fig. 2.2 Volume-pressure curves of CGS phase transition upon pressure between 0 and 100 GPa.
The internal table shows the transition pressure and volume reduction. The internal table shows the
transition pressure and the volume reduction, compared with the existing experimental data [35] in
parentheses

Cu

In(Al)

Se

a

c

b

Fig. 2.3 Simulated unit cell diagram for the chalcopyrite system CuIn1�xAlxSe2
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ambient temperature. The possible inaccuracy of total-energy calculation results is
amplified of the computation of the transition pressures. For example, in case of the
phase transition of I�42d to Fm�3m, an error of 0.1 eV in the total-energy computation
would lead to an error of ~0.43 GPa in the pressure calculation. Therefore the
calculated results of the CGS Fm �3m-Cmcm phase transition need experimental
verification.

2.3.2 Solar Cell Materials upon Doping

2.3.2.1 Al-Doped CuInSe2: CuIn1�xAlxSe2 Structural, Electronic,
and Optical Properties

Structural Properties
CuIn1�xAlxSe2 crystallizes in the chalcopyrite structure, which is shown in Fig. 2.3.
The chalcopyrite structure can be obtained from the cubic zinc blende structure, which
contains only one type of cation. However, the presence of two different cations in the
chalcopyrite structure ordered in the half tetrahedral sites yields a doubling of the zinc-
blende unit cell along the c direction. In general, the bond lengths of I–VI and III–VI
(denoted by dI�VI and dIII�VI, respectively) are not equal, which can lead to a tetragonal

distortion. Two structural parameters η= c/a and μ ¼ 0:25þ d2I�VI � d2
III�VI

�
� �

=a2,

where a is the lattice constant (Å) in the x or y direction and c is in the z direction, are
employed to characterize this tetragonal distortion. The structural parameter η describes
a deformation of the unit cell to a length c (Å)which is generally different from 2a and μ
describes a repositioning of the anions in the x-y plane (Å).

Electronic Properties
The calculated energy gaps are 0.31 and 1.21 eV, respectively, for CuInSe2 and CuAlSe2
(see Fig. 2.4), both of them are smaller than their experimental values 1.04 and 2.67 eV
[26], respectively. This is because of the correlation between the valence electrons is
underestimated in the GGA, and the DFT method is known to underestimate the energy
gap value and overestimate the lattice constants. However, the energy gap tends to
increase with the increase of Al content, which is basically the same as the experimental
result (see Fig. 2.4). The compositional dependence of the band gap can befit byEq. (2.1)

Eg xð Þ ¼ Eg 0ð Þ þ Eg 1ð Þ � Eg 0ð Þ� �
xþ bx x� 1ð Þ, (2:1)

here b is the optical bowing parameter (eV), which describes the band gap variation
of a composite semiconductor alloy. It is known to be related to the electronic
structure and the lattice deformation in the semiconductor alloys. The least squares
fit shown in Fig. 2.4 gives a value of b = 0.49.

Optical (Absorption) Properties of CuIn1�xAlxSe2
The absorption coefficient indicates that the fraction of energy lost by the wave
when it passes through a unit thickness of the material. The absorption spectra of
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CuIn1�xAlxSe2 with five doping densities are given in Fig. 2.5. From the absorption
spectra, the band gap can also be obtained. It can be found that Al reduces when the
band gap is less than 4 eV, and the transparent region increases up to 2.4 eVor more
than 25 eV. When the photon energy is less than 4 eV, the absorption decreases with
x from 0 to 1 (cm3). When x is 0.25 and 0.75, the absorption of CuIn1�xAlxSe2 in the
high energy region is almost the same, and their absorption peak is the lowest, while
the pure CuAlSe2 has the highest peak.
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Fig. 2.4 Variation of the band energy gap of CuIn1�xAlxSe2 with Al content
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Fig. 2.5 The absorption of CuIn1�xAlxSe2 in the ordinary polarization
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2.3.2.2 Generalized Stacking Fault Energies and Cleavage Energies
of Cu(Al/Ga/In)Se2 and CuGa(S/Se/Te)2

Generalized Stacking Fault Energies
Generalized stacking fault (GSF) energies γ(u) in CuXSe2 and CuGaY2 compounds for
fault vectors u along the directions of<110>(001),<100>(001), and<�110>(112) are
displayed in Fig. 2.6. As can be seen in Fig. 2.6, all the γ-curves exhibit a maximum
value at u/b = 0.25 and a minimum value at u/b = 0.5, where b is the Burgers vector.
These maximum andminimum values define the unstable stacking fault energies γus and
the intrinsic stacking fault energies γisf of these compounds, respectively.

Values of γus along the <110>(001) direction for five compounds is lower than
that of along the <100>(001) direction, which indicates that it is easier to slip along
the <110> direction on the (001) plane. The values of γus along the <�110>(112)
direction are even lower than that value along the <110>(001) direction. Therefore,
it is easiest for these compounds to slip along the <�110>(112) direction among the
three slip systems considered here.

γisf of CuInSe2 (~0.24 J/m2) is about an order of magnitude higher than that of
the other four compounds along the <110>(001) direction. The value of γisf
characterizes the possibility of a full dislocation splits into partial dislocations
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Fig. 2.6 γ-curves of CuGaS2, CuAlSe2, CuGaSe2, CuInSe2, and CuGaTe2 for displacement along
the directions: (a) <110>(001), (b) <100>(001), (c) <�110>(112)
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joined by a stacking fault defect. The distance between the partial dislocations is
closer to the width of the dislocation core as γisf becomes larger. When γisf is large
enough, the full dislocation will not split, and the motion of the full dislocation will
be impeded. The values of γisf along the <100>(001) direction for five compounds
is much larger than that value along the <110>(001) direction. Hence, the full
dislocation <100>(001) probably has a compact core, and the tendency of the
<100>(001) dislocation to split into partials is smaller than that of the<110>(001)
dislocation.

γisf along the <110>(001) and < �1 10>(112) directions can also be called
antiphase boundary (APB) energies, EAPB. This is because of along the two slip
directions antiphase boundary defects can be formed in the sheared lattice
configurations at u/b = 0.5. And in the configuration with an antiphase boundary
defect, the copper sites at and above the slip plane are taken by group-III atoms
and vice versa, while sites of a group-VI atom are not changed. γisf along
the <100>(001) direction are not EAPB, as there are no antisites in the
sheared lattice configurations at u/b = 0.5. Values of γisf along the <110>
(001) and < �1 10>(112) directions also represent the possibility of formation
of antiphase boundary defect in the five compounds. The low APB energies
(~0.004 J/m2 to ~0.31 J/m2) in these compounds imply that the formation of the
stable antiphase boundary defects along the <110>(001) and < �1 10>(112)
directions are quite probable.

Both γus and γisf on the γ-curve are the key factors of influencing the plastic
deformation of materials. As suggested by Gornostyrev [11], there is a critical
stress intensity factor for the nucleation of a leading partial dislocation on the slip
plane near the crack tip. And the critical stress intensity factor is proportional to
the value of

ffiffiffiffiffiffi
γus

p
. When the leading partial dislocation moves away from the

crack, it leaves behind a stacking fault. The stacking fault facilitates to the
nucleation of a trailing partial dislocation, but the leading partial always impedes
the nucleation. So, there is also a critical stress intensity factor which is propor-
tional to the value of ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiγus � γisf

p for the nucleation of the trailing partial

dislocation [11, 37]. Along the < �110>(112) direction, γus of CuInSe2 (~0.6 J/m2)
is the lowest among the five compounds, while its γisf (~0.31 J/m2) is the highest. So
γus-γisf of CuInSe2 (~0.29 J/m

2) should be the lowest. It means that along the <�110>
(112) slip direction the critical stress intensity factors of CuInSe2 for the nucleation of
the leading and trailing partial dislocations are the lowest among these compounds.
Hence, along with the <�110>(112) slip direction the nucleation of the leading and
trailing partial dislocations is the easiest for CuInSe2 among the five compounds. As
a result, it is most possible for CuInSe2 to undergo a dislocation-nucleation-induced
plastic deformation along the <�110>(112) slip direction among the five compounds.

Cleavage Energies γcl
The cleavage energy γcl is the energy required for creating two surfaces. The
cleavage energy for (112) plane of CuInSe2 should be no larger than 1.28 J/m2 and
for (001) plane of CuGaSe2 should be about 1.9 J/m

2. As can be seen in Fig. 2.7, the
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results show that the cleavage energy for (112) plane of CuInSe2 and for (001) plane
of CuGaSe2 is 1.1 J/m2 and 2.14 J/m2, respectively. In Fig. 2.6, it is obvious that γcl
of (112) plane is lower than that of (001) plane for any of the five compounds.
Therefore, (112) plane is the preferable plane for fracture in these compounds. And
from Fig. 2.7, one can see that γcl of (001) and (112) planes decrease with increasing
atomic radius in the CuXSe2 compounds (X: Al ! Ga ! In) and in the CuGaY2
compounds (Y: S ! Se ! Te) (Tellurium, Te).

2.3.3 Atomistic Distribution in Solar Cell Materials

2.3.3.1 Temperature Effects on Distribution and Inhomogeneous
Degree of In-Ga Atoms in CuIn1�xGaxSe2 Alloys

In Fig. 2.8, to make the observation easier, Cu and Se atoms are not displayed in
the snapshots. It is seen that there is a segregation of In and Ga atoms in CIGS
alloys when the temperature is low, while the In-Ga distributions become homoge-
neous at the high temperature. The clustering of Ga or In atoms in CIGS alloys with
different Ga contents exists in a spherical, rod-like, lamellar or a massive structure
at the low temperature. It is very possible to prepare CIGS-based quantum dots
(QDs) at low temperatures via the phase-separation found here because the growth of
QDs by phase-separation has already been established for the similar material
InGaAs.
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Fig. 2.7 Cleavage energies of (001) and (112) planes in CuGaS2, CuAlSe2, CuGaSe2, CuInSe2,
and CuGaTe2
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2.3.3.2 Effect of Temperature on Atomic Distribution
and Inhomogeneity in CuIn(Se1�xSx)2 Alloys

The Distribution Morphologies of Se-S Atoms in CuIn(Se1�xSx)2 Alloys
Figure 2.9 shows the distribution morphologies of Se-S atoms in CuIn(Se1�xSx)2
(CISS) alloys at the typical temperatures of 48 K, 110 K (low temperatures), and 773
K (high temperature), respectively, because of the distribution morphologies of Se-S
atoms in CIGS alloys are similar at low or high temperatures. To make the observa-
tion easier, both Cu and In atoms are not displayed in the snapshots, and the
distribution morphologies of simplex S(Se) atoms in CISS alloys are further
shown by deleting all Se(S) atoms. From Fig. 2.9, it can be observed that there is
a segregation of S and Se atoms in CISS alloys both at 48 K and 110 K, which means
that there is a phase separation of CuInSe2 (or Se-rich CISS) and CuInS2 (or S-rich
CISS) in CISS alloys at low temperatures. This result agrees well with the phase
diagram of CISS alloys (Xue et al. 2014) calculated by us. When the temperature

Fig. 2.8 Snapshots of the In-Ga distributions in CuIn1�xGaxSe2 alloys at 73 K (upper row) and
873 K (lower row). Blue and red balls represent the In and Ga atoms, respectively. The middle row
shows the morphologies of Ga(In) clustering in corresponding CIGS supercells at 73 K. (For
interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article)
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Fig. 2.9 Snapshots of the Se-S distributions in CuIn(Se1�xSx)2 alloys with x = 12.5%, 25%,
37.5%, 50%, 62.5%, 75%, and 87.5% at the temperatures of 48 K, 110 K, and 773 K are shown on
the left side of the green, yellow, and magenta arrows, respectively. Red and blue balls represent S
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rises from 48 K to 110 K, more S(Se) atoms are scattered around. And the Se-S
distributions seem to be homogeneous when the temperature is 773 K. As a result,
the Se-S distribution in CISS alloys becomes more and more homogeneous as the
temperature is raised from the low temperature to relatively high temperature.

As shown in Fig. 2.10, to better observing the distribution morphologies of S
(Se) atoms in CISS alloys at 48 K, the S(Se) atoms in supercells were translated
periodically. The distribution morphologies are shown in Fig. 2.10, which are
equivalent to that shown on the right side of the green arrows in the column of
48 K of Fig. 2.9. It is seen that the clustering of S(Se) atoms in CISS alloys exists in
an ellipsoidal or a lamellar structure at 73 K. When the concentration of S(Se) atoms
is less than 12.5%, the S(Se) atoms in CISS alloys should cluster in a form of
ellipsoids or spheres. As the concentration of S(Se) atoms increases from 12.5% to
25%, the clustering of S(Se) atoms in CISS alloys changes from ellipsoids to
lamellas with holes which should be filled with Se(S) atoms. The clustering of S
(Se) atoms keeps lamellar as the concentration of S(Se) atoms increases from 25% to
50%, meanwhile the thickness of the lamellas increases. Therefore, for CISS alloys
with x = 25, 37.5, 50, 62.5, and 75% respectively, the microstructures will appear in
periodic patterns consisted of alternate S-rich and Se-rich CISS lamellas at low
temperatures, which is a characteristic feature of the phase separation.

2.3.3.3 Phase Diagram of the CulnSe2-CuGaSe2 Pseudobinary System
Figure 2.11 shows the calculated dependence of the total energy E against volume V
for CuIn1�xGaxSe2. By fitting the E-V data points to the Birch-Murnaghan EOS one
can obtain the equilibrium volume V0 and the equilibrium total energy E0 of CIGS
for a different fraction of Ga. In view of the complexity of the SQSs of CIGS, the
dependence of V0 on the composition instead of the lattice constant was plotted, as
shown in Fig. 2.12. And the equilibrium volumes of CIGS we calculated are

�

Fig. 2.9 (continued) and Se atoms, respectively. The distribution morphologies of S(Se) atoms in
CISS alloys at 48 K, 110 K, and 773 K are shown on the right side of the green, yellow, and magenta
arrows, respectively

Fig. 2.10 The distribution morphologies of S(Se) atoms in CuIn(Se1�xSx)2 alloys with x = 12.5,
25, 37.5, 50, 62.5, 75, and 87.5% respectively at 48 K, which can be obtained by translating the S
(Se) atoms shown on the right side of the green arrows in the column of 48 K of Fig. 2.3 according
to the periodicity. Red and blue balls represent S and Se atoms, respectively
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overestimated compared with those of experimental data (PDF #40-1488). The
errors, ΔV = (V0 � VExperiment)/VExperiment, are no larger than 5.04%; all of
these are within the errors usually obtained by DFT-PBE calculations.

Fig. 2.11 The dependence of the total energy on volume for the CuIn1�xGaxSe2 alloys

Fig. 2.12 The calculated equilibrium volume of CuIn1�xGaxSe2 as a function of the Ga fraction x:
a comparison with the powder diffraction file (PDF) 40-1488. The inserted table shows the volume
error percentages for a different fraction of Ga
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In order to determine the Gibbs free energy of mixing of the CuIn1�xGaxSe2 solid
solution with respect to the isostructural terminal phases, we have to calculate the
interaction parameter Ω(x) first. The isostructural CIS and CGS were chosen as the
terminal phases for CIGS. The interaction parameter Ω(x) can be obtained from
Eqs. (2.2) and (2.3), that is,

E CuIn1�xGaxSe2ð Þ � 1� xð ÞE CuInSe2ð Þ þ xE CuGaSe2ð Þ½ �
¼ x 1� xð ÞΩ xð Þ: (2:2)

Ω xð Þ ¼ αx2 þ βxþ γ: (2:3)

Figure 2.13a shows the Gibbs free energy (kJ/mol) of mixing of CuIn1�xGaxSe2,
ΔGmix, as a function of x at a given absolute temperature of 360 K. Figure 2.13b
shows the temperature-composition phase diagram derived from the curves of Gibbs
free energy of mixing. The binodal curve denotes the equilibrium solubility limits of
the solid solution and is defined by the condition at the chemical of all solution
components is equal in each phase. In general, the binodal can be determined at a
given temperature by drawing a common tangent line to the curve of Gibbs free
energy of mixing, as shown in Fig. 2.13a for T = 360 K. The spinodal is the limit of
stability of the solution and can be determined as the curve of the second derivative
of Gibbs free energy of mixing with respect to the Ga fraction is zero, that is,
@2(ΔGmix)/@x2 = 0 (see Fig. 2.13a). Inside the spinodal curve, where @2(ΔGmix)/
@x2 < 0, the thermodynamically driving phase segregation occurs without any
activation; therefore, the mixture of two phases of CuInSe2 and CuGaSe2 (or In-rich
CIGS and Ga-rich CIGS) is stable in this region. Between the spinodal and binodal
curves, where @2(ΔGmix)/@x2 > 0, the phase segregation occurs by activated
nucleation and growth, and this region is also known as the metastable phase region.
Outside the binodal curve, the single-phase CIGS is stable.

From Fig. 2.13b one can see that the CIS-CGS pseudobinary system exhibits the
phase separation at low temperature. The binodal curve gives the consolute temper-
ature Tc (the critical temperature above which the components of a mixture are
miscible in all proportions) of 485 K for CIGS alloys, and the Ga concentration
associated with Tc, xc, is about 0.804 (mole fraction). Our result shows that it is
possible to obtain the homogeneous CIGS phase in the whole Ga concentration
range at relatively low temperature under equilibrium growth conditions. Here, one
should also note that in practice to overcome the energy barrier for the diffusing of
atom and shortening the time of atom growth time, it is usually required to increase
the growth temperature intentionally for most of the growth conditions.

In Fig. 2.13b, it is important to note that both the binodal and spinodal curves are
significantly asymmetric, and on both curves, there is an unusual local between
maximum and minimum. This phenomenon occurs at temperatures lower than
500 K, the regime where data are difficult to obtain experimentally due to slow
kinetics. As shown in Fig. 2.13b, the temperature of both the equilibrium solubility
limit and the stability limit for CuIn0.25Ga0.75Se2 is higher than that of for
CuIn0.75Ga0.25Se2. It means that the temperature range where two phases may
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coexist in thermal equilibrium (i.e., the inhomogeneous region) for the former is
wider than that for the latter. In a particular case where the temperature is 400 K, the
CuIn0.75Ga0.25Se2 has been homogeneous as it is outside the binodal curve, and
CuIn0.25Ga0.75Se2 is still inhomogeneous as it is located in the spinodal curve.
Therefore, it is understandable that the inhomogeneous degree of CuIn0.25Ga0.75Se2
is larger than that of CuIn0.75Ga0.25Se2 when compared them at the same
temperature.

Fig. 2.13 (a) Gibbs free energy of mixing of the CuIn1�xGaxSe2 solid solution as a function of Ga
fraction, x, at T = 360 K. (b) Calculated temperature-composition phase diagram for
CuIn1�xGaxSe2 with CuInSe2 and CuGaSe2 chosen as reference states. The binodal (solid line) is
defined by the points at which a common tangent line touches the curve of Gibbs free energy of
mixing, and the spinodal (dashed line) is determined as the curve of which the second derivative of
Gibbs free energy of mixing with respect to the Ga fraction is zero
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One should keep in mind that the phase diagram shown in Fig. 2.13b is calculated
with the temperature-independent interaction parameter. And it does not consider the
short-range order existing in the solid solution as well as the phonon contribution to
the free energy. Any improvement such as using larger unit cells, a temperature-
dependent interaction parameter, a more accurate treatment of the entropy of mixing,
a self-consistent determination of the short-range order, and so on can make the
calculating phase diagram more accurate.

2.3.3.4 Phase Equilibrium of a CuInSe2-CuInS2 Pseudobinary System
The calculated phase diagram of CuIn(Se1�xSx)2 alloys is shown in Fig. 2.14, where
the miscibility gaps (binodal curves) correspond to the coexistence of two stable
phases. Inside the miscibility gaps, the phase separation occurs, and the mixture of
two phases of CuInSe2 and CuInS2 is stable. Outside the miscibility gaps, single-
phase homogeneous CuIn(Se1�xSx)2 is stable. In this study, the consolute tempera-
ture (the critical temperature, above which the components of a mixture are miscible
in all proportions), TC predicted by the conventional cluster expansion without
vibrational contribution is 170 K, and the corresponding concentration associated
with TC, XC is about 0.61 (mole fraction). The miscibility gap is asymmetric. And the
result also shows that the CISS alloys can exhibit the phase separation at low
temperature; the tendency to phase separation can cause alloy inhomogeneity to
some extent. To confirm the calculation method and result, the phase diagram of Cu
(In1�xAlx)Se2 alloys, in the same way, is calculated and compared with available
data reported, as shown in the inset of Fig. 2.14.

Fig. 2.14 The calculated phase diagrams of CuIn(Se1�xSx)2 and Cu(In1�xAlx)Se2 (inset) alloys
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From the inset of Fig. 2.14, one can see that the binodal curve of Cu(In1�xAlx)Se2
calculated is in close agreement with the data calculated by Kumagai et al. [18]. And
the consolute temperature of Cu(In1�xAlx)Se2 alloys is 480 K, only of 20 K higher
than the result (460 K) obtained by Kumagai et al. [18]. This indicates that the
calculation method is reasonable and the calculated phase diagram of CISS alloys
should be reliable. Moreover, the consolute temperature is 170 K for CuInSe2-
CuInS2 system, suggesting that CISS alloys are stable at typical growth tempera-
tures. It should be noted that the low temperature of the miscibility gap can partly
contribute to the accuracy of the cluster expansion. Because the effective cluster
interactions (ECIs) can be modified by considering structures with more atoms, this
is likely to influence the calculated phase boundary. However, as the slow atomic
diffusion at low temperatures often prevents the direct observation of phase separa-
tion, the miscibility gap predicted by first-principles calculations is very likely to be
overlooked in the experiments due to low temperature and slow kinetics.

2.3.3.5 Sulfur-Selenium Segregation in ZnSe1�xSx: The Role of Lattice
Vibration

Phase Diagram of ZnSe1�xSx
The phase diagrams of ZnSe1�xSx alloys computed with and without lattice vibration
effects are shown in Fig. 2.15, where the miscibility gaps (binodal curves) corre-
spond to the coexistence of two stable phases. Inside the miscibility gaps, the phase
separation occurs, and the mixture of two phases of zinc selenide (ZnSe) and zinc
sulfide (ZnS) is stable. Outside the miscibility gaps, single-phase homogeneous
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Fig. 2.15 The calculated phase diagram of ZnSe1�xSx alloys
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ZnSe1�xSx is stable. As shown in Fig. 2.15, the consolute temperature Tc predicted
without vibrational contribution is 327 K (xc = 0.571 mole fraction). The ZnSe1�xSx
system exhibits slight asymmetry, with maximum closer to the end member ZnS.
The result also shows that the ZnSe1�xSx alloys can exhibit the phase separation at
low temperature; the tendency to phase separation can cause alloy inhomogeneity to
a certain extent.

Figure 2.15 also explains that the contribution of lattice vibrations reduces the
consolute temperature to 281 K (xc � 0.543). And the miscibility gap is also
asymmetric. The xc with the vibrational effect (0.543) is smaller than that without
the vibrational effect (0.571). The miscibility gap with considering the effect of
vibration exhibits subtle increase symmetry than that without considering the effect
of vibration. Such results about the critical temperatures are in agreement with the
few available experimental findings on the coexistence curves of such alloys and
indicate the complete miscibility of the ZnSe1�xSx system.

Distribution of S and Se Atoms in ZnSe1�xSx Alloys
As shown in Fig. 2.16, at low temperature, for example, at 250 K, obvious phase
separation between ZnS and ZnSe can be observed in ZnSe0.5S0.5 alloy, which
means that there are two phases in ZnSe0.5S0.5 alloy: a rich-S and a poor-Se
ZnSe1�xSx phase. As temperature increasing, ZnSe0.5S0.5 becomes more homoge-
neous especially over 300 K. Similar observation can also be found in the right part
of the Fig. 2.16 which shows the spatial distribution of S and Se atoms in ZnSe0.5S0.5
alloy with lattice vibration effects.

Fig. 2.16 Snapshot of the ZnSe0.5S0.5 with (on the right) and without (on the left) lattice vibration
effects at the temperature of 275 K and 350 K. Yellow and blue spheres represent S and Se atoms,
respectively
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2.3.4 Interfaces in Solar Cells

2.3.4.1 Cu2ZnSnS4/WZ-ZnO Interface

Interface Structural and Electronic Properties
Figure 2.17a shows the copper zinc tin sulfur/Wurtzite structure zinc oxide (Cu2ZnSnS4/
WZ-ZnO) interface model. The optimized parameters of CZTS/WZ-ZnO interface
model are a = 10.66 Å, b = 5.56 Å, c = 57.53 Å. This interface has two possible
bonding types (see Fig. 2.1b–c, A1 to B1 or A2 to B2) called model A. The interface
distance can be obtained by adopting single point energy calculation method. When the
interlayer distance is 2.044 Å and 2.099 Å, the model A and the model B interface has
the lowest interface total energy, respectively. The binding energy for model A and
model B interface system is �0.21 J/m2 and �0.19 J/m2, respectively. The result
indicates that model A interface system is slightly more stable than model B interface.

Figure 2.18a shows the total density of states (TDOS) of CZTS (1 0 2)/WZ-ZnO
(1 1 0) interface. New electronic states appear near the Fermi level, and these are
so-called interface states. Further analysis indicates that the local density of states
(LDOS) of CZTS layer 1 and WZ-ZnO layer 1 are contributed to the interface states
from 0.5 eV to 0.9 eV. In addition, compared to the LDOS of WZ-ZnO layer 5, the
LDOS of WZ-ZnO layer 1 also has a density peak at about �0.7 eV to �0.2 eV.
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Fig. 2.17 Schematic diagram of CZTS (1 0 2)/WZ-ZnO (1 1 0) interface model (a), the interface
bonding style of model A (b) and bonding style of model B (c)
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Figure 2.18f–k are the partial density of states (PDOS) of Cu, Zn, Sn, S atoms on
CZTS layer 1, respectively. The PDOS of Zn and O atoms on WZ-ZnO layer 1 are
shown in Fig. 2.18j and k. There are some hybridizations of Cu-3d orbital with S-3p
orbital from �4.1 eV to �0.2 eV, S-3p with Sn-5 s orbital at about 0.5 eV to 0.9 eV
through comparing Fig. 2.18f with i. By comparing Fig. 2.18j with k, we see that
Zn-4 s also has hybridization with O-2p from �4.8 eV to �1.5 eV.

Figure 2.19a is the general charge transfer in the interface system. Figure 2.19b is
the partially enlarged charge transfer view on the interface. Figures 2.20a and 2.4b
is the cross-section difference density charge of CZTS layer1 andWZ-ZnO layer 1 at
the interface. The yellow color represents positive (means electron gain), and the
mint green color represents negative (means electron loss). The electrons are
redistributed on the interface atoms (in Fig. 2.19b), while atoms far away from the
interface have less electron transfer than those on the interface (Fig. 2.19a).

Origins of the Interface States
Electron numbers are marked of each atom at the interface after relaxation, as shown
in Figs. 2.19b and 2.20a and b. For the bulk CZTS, the S atoms gain about 0.81 e,

Fig. 2.18 The total density of states of CZTS (1 0 2)/WZ-ZnO (1 1 0) model A interface; local
density of states on CZTS layer5 (b) and layer1 (c); local density of states on WZ-ZnO layer
1 (d) and layer 5 (e); partial density of states of Cu (f), Zn (g), Sn (h), S (i) atoms on CZTS layer 1;
partial density of states of Zn(j) and O (k) atoms on WZ-ZnO layer1
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Fig. 2.19 The difference density charge (a); the partial enlarged view of CZTS (1 0 2)/WZ-ZnO
(1 1 0) interface (b)

Fig. 2.20 The cross-section difference density charge of CZTS layer1 (a) and WZ-ZnO layer1 (b)
at the interface
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and Cu, Zn, and Sn atoms lose about 0.45, 0.88, and 1.47 e, respectively. These
results indicate that the electron number transferred from Sn atoms to S atoms and
from Zn atoms to S atoms is larger than that of Cu atoms to S atoms. Hence, Sn-S
and Zn-S bonds are more ionic than Cu-S bonds. In bulk WZ-ZnO, Zn atoms and O
atoms lose and gain about 1.23 e, respectively.

From CZTS layer1, Cu, Zn, and Sn atoms lose about 0.42 (or 0.46), 0.97, and
1.51 e, respectively. The S atoms gain about 0.77, 0.80, 0.83, and 0.81 e. These
results indicate that the Cu atoms on the CZTS layer 1 lose fewer electrons compared
with the corresponds values in the bulk. The Zn atoms on the CZTS layer 1 lose more
electrons compared with the corresponds values in the bulk. Most of S atoms on the
CZTS layer 1 gain fewer electrons compared with the corresponds values in the bulk.
These results show that the Cu-S bonds tend to be more covalent and the Zn-S and
Sn-S bonds tend to be more ionic than those in the bulk. Zn and O atoms in the
WZ-ZnO layer 1 have almost same Bader’s atomic charges as them in the WZ-ZnO
bulk. That is to say, the bonding behavior of Zn-O is same as that in WZ-ZnO bulk.

Figure 2.21a–j show the PDOS of Cu2, Zn, Sn, S1, S3, O1, O4, Zn4, Zn5, and
Zn6 atoms at the interface. From Fig. 2.21a–e, we can see that on the CZTS layer
1 the interface states are derived from 3d-orbital of Cu2 atom, 5 s-orbital of Sn atom,

Fig. 2.21 The partial density of states of Cu2 (a), Zn1 (b), Sn1 (c), S1 (d), S3 (e) atom on the CZTS
layer1 and O1 (f), O4 (g), Zn4 (h), Zn5 (i), Zn6 (j) atoms on the WZ-ZnO layer1
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3s-orbital of S1 atom, and 3s- and 3p-orbital of S3 atom, respectively. On the
WZ-ZnO side (see Fig. 2.21f–j), the interface states are caused by 4s-orbital of
Zn4 and Zn6 atoms, 3d-orbital of Zn5 atom, 2s-orbital of O1 atom, and 2s- and 2p-
orbital of O4 atom, respectively.

As discussed above, the model A interface has high-density interface states
near the Fermi level. The interface bonding (�0.21 J/m2) and electron transfers
are lower than previous values in Mo/MoSe2 (�1.2 J/m2) [49], CuInS2/MoS2
(�0.65 J/m2) [22], and WZ-ZnO/CdS (�0.61 J/m2) [4, 5] interfaces. From the
values of interface bonding energies, the CZTS/WZ-ZnO interface is relatively
less stable. The atoms near the interface are not fully bonded with each other. All
of these factors lead to CZTS/WZ-ZnO to a poor quality interface for high-efficiency
solar cells.

2.3.4.2 Cu2ZnSnS4/WZ-ZnO Interface States Passivation Mechanism
Figure 2.22a shows the total density of states (TDOS) of CZTS/WZ-ZnO interface.
At the interface, there are four interfacial peaks at about 0.1–1.0 eV, labeled as P1,
P2, P3, and P4. These four peaks are mainly derived from Sn and a few from O and S

Fig. 2.22 The total density
of states (TDOS) of CZTS/
WZ-ZnO interface without
passivation (a), and with F (b),
Cl (c), and H (d) passivation
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atoms on the CZTS first layer. The biggest peak P2 is derived from 5s-orbital of Sn
atom and 3p-orbital of S atom.

Figure 2.22b is the TDOS after F passivation Sn atom on CZTS first layer. It is
found that P1 and P3 are removed, and P2 is reduced. However, P4 becomes stronger
than that without F passivation. For Cl passivation, it is found that just P2 becomes
lower than that without Cl passivation, while P1, P3, and P4 are identical
(in Fig. 2.22c). When H atom passivates the interface, P1 and P3 peaks are
eliminated, and P2 and P4 peaks are also reduced (in Fig. 2.22d). The results suggest
that interfacial density state peaks can be reduced by F, Cl, and H atom passivation.
Comparing Figs. 2.22b and d with Fig. 2.22c, we know that the P1 and P3 peaks are
removed; the P2 peak is reduced by F and H atoms passivation. While the P1 and P3
peaks are identical, just P2 peak reduced by Cl atom passivation. So, one can make a
conclusion that H and F may have a more effective passivation effect than Cl atoms.

The Bader atomic charge and charge density difference are calculated to explore the
electron transferring with and without F, Cl, and H passivation. Figure 2.23a shows that
the electrons are redistributed on the interface atoms. The Sn atoms lose electrons (mint
green color). The Bader atomic charge of Sn atom is 1.47 and 1.51 electrons (e) in bulk
CZTS and in CZTS first layer, respectively. After F, Cl, and H passivation, the Bader
atomic charge of Sn is 1.59, 1.51, and1.44 e, respectively. The Bader atomic charge of
Sn changes slightly compared with that in the bulk of the interface. The Bader atomic
charge of F, Cl, and H atoms are�0.74,�0.33,�0.32 e, respectively. The results show
that F, Cl, and H atoms get about 0.74, 0.33, and 0.32 e after passivation, respectively.
The total electrons of the interface are kept unchanging, while the passivation atoms (F,
Cl, H) get electrons. Combining the results of Fig. 2.22a–d and Fig. 2.23a–d, it is known
that F, Cl, and H can get the electrons of Sn which may lead to interface states. So the
interface states can be passivated by F, Cl, and H atoms. The three atoms cannot fully
remove the interface states for the new states not only deriving from Sn, but they also
from the S and O atoms on CZTS layer 1.

2.4 Conclusions

This chapter summarized some simulations by first-principles calculations for
CuInGaSe2 (CIGS) solar cell materials. Under high pressure, upon doping, the lattice
structure and mechanics, the optical, and the electrical properties were provided. In
addition, interface states in CuInGaSe2 thin-film solar cell were investigated to
maximally weaken the negative impacts of interface states. The local structures
and electronic properties of the interfaces were calculated. These simulations are
helpful to understand the relationship between the local structures and the local
atomic distribution in the solar cell materials and near the interfaces and are also
useful to reveal the micro-mechanism of photoelectric changes introduced by inter-
face states. These chapter indicates that the theoretical calculation becomes a
powerful tool to understanding and to improving the CuInGaSe2 solar cell’s
performances.
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Abstract
Carbon dioxide has increased drastically in the last decades due to energy
production, exacerbating the global warming problem. To address this issue,
researchers have focused on developing energy production technologies from
renewable sources. From the renewable energy sources, solar has shown great
promise chiefly due to its high availability. The conversion of solar energy into
electricity (photovoltaics) requires specialized equipment such as solar cells, and
a coordinated supply chain to be able to manufacture this technology in a
sustainable way and at low cost. Therefore, this chapter proposes an approach
based on mathematical programming for the optimal design of a solar photovol-
taics manufacturing system considering diverse criteria linked to economic and
environmental variables such as minimum sustainable price, transportation costs,
and technical limits. In addition, the dependence of the minimum sustainable
price over inflation, electricity price, and weighted average capital cost is ana-
lyzed, showing that a variation of minimum sustainable price could significantly
change the manufacturing supply chain topology.

3.1 Introduction

Due to an increase in worldwide energy demand and high associated emissions, solar
energy has become an attractive low-emission alternative to satisfy electricity
demands, due in part to its high availability and null operational emissions. In fact,
Michael et al. [1] stated that the total energy consumed in 1 year is lower than 1 h of
solar energy. In addition, solar energy has been used mainly by photovoltaic
(PV) generation systems [2], with the PV having increased around 40% in recent
years as was mentioned by to Razykov et al. [3] and Maycock [4]. Furthermore,
Loomis et al. [5] reported an increase of 39% between 2013 and 2014 in the United
States; nevertheless, other countries, such as China, have increased their PV instal-
lations even at higher rates.

Historically, one of the main barriers for solar PV deployment has been its relative
high costs. However, significant cost reductions have been recently achieved; for
instance, cost for first generation of solar cells rounded $US 3.50/W, and recently
this cost has reached $US 0.50/W [6]. This cost reduction has been caused by a
global expansion of the solar energy industry [7]. Such global expansion in deploy-
ment and manufacturing consists of optimally producing in a country, while
obtaining the different input materials from within, or abroad, and selling the
goods also either locally or abroad. In this sense, manufacturing costs and tariffs
imposed by countries play a crucial role in the design of the manufacturing supply
chain system design. Several studies have proposed different approaches to address
the PV manufacturing systems design to satisfy the present and future requirements
for the PV industry. For instance, Powell et al. [8] developed a model to obtain the
minimum sustainable price (MSP) of a virtually integrated manufacturing company
considering the factory capital expenditure, internal rate of return, and weighted
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average capital cost (WACC), among other variables, in a given PV manufacturing
system. Loomis and Aldeman [5] considered different PV systems under several
production capacities to examine the number of jobs and the economic impact
associated with the manufacturing system. Kim and Jeong [2] developed two models
to help PV system establish supply chain planning to choose recycling policies under
several circumstances. Nevertheless, most of the previous approaches do not con-
sider the interactions between different countries which ought to include tariffs,
typically used to protect small or local industries.

There are some works that have considered the interaction between different
countries in PV manufacturing system. For example, Castellanos et al. [9] developed
a techno-economic tool and strategy for the PV manufacturing system design
considering the diverse value of tariff and transportation cost. Such approach allows
for the evaluation of different tariff values between several countries, but important
factors such as inflation or electricity price are considered constant. Under some
situations, however, the deterministic solutions could be infeasible or suboptimal;
hence, uncertainty analysis should be accounted for in supply chain analysis and
design. Furthermore, uncertainty in economic parameters could seriously affect the
manufacturing system performance since economic parameters are subject to vari-
ations due to both global and domestic issues (see [10] and [11]).

Regarding uncertainty in a PV manufacturing system, Dehghani et al. [12]
developed an approach for the planning of PV supply chains considering uncertainty
in the demand of annual solar energy, where uncertainty was taken into account via
the generation of different scenarios. Similarly, Dehghani et al. [13] took into
account diverse economic terms as uncertain parameters. Some of these uncertain
parameters were the unit manufacturing cost and the unit inventory cost. However,
no explicit consideration of the tariff between different countries was implemented
[12, 13], which might be a drawback of the paper because the tariff level could affect
strongly the final supply chain topology, as seen in Castellanos et al. [9].

As seen, works that have analyzed the PV manufacturing system design through
mathematical models have considered diverse aspects such as tariff levels,
manufacturing costs, and MSP computing, the interaction between different coun-
tries, and uncertainty in economic parameters. Most of them have used tools based
on mathematical programming and other tools to evaluate important contributions in
the PV manufacturing system design area. Therefore, this chapter presents a part of
the model by Castellanos et al. [9] as well as alternatives to consider the uncertainty
in that model through diverse computational tools.

3.2 Photovoltaic (PV) Manufacturing System Design

A solar PV module is composed of diverse components, such as the raw material
(silicon) which is transformed into wafers, processed afterwards into cells, and
assembled into the modules. All these processes are parts of a manufacturing system,
which is affected by global and domestic factors.
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This chapter shows a mathematical programming model for analyzing the
manufacturing design of PV modules considering external factors such as tariff
due to exports and imports, inflation and electricity price, as well as internal
factors such as transportation cost, manufacturing cost, and product and raw
material prices, akin to that developed in Castellanos et al. [9], and expanded to
incorporate uncertainty in a variety of values. Figure 3.1 shows a general repre-
sentation of the proposed PV manufacturing system. The proposed photovoltaic
manufacturing system takes into account silicon extraction and processing,
ingots, wafers, solar cells, and PV modules production. The manufacturing
system considers the interaction between local and global markets through
exports and imports for all products (silicon, ingots, wafers, cells, and PV
modules).

Once the PV manufacturing system is defined, the design problem can be stated
as follows:

Given:

• Potential locations (global and local) for the manufacturing system’s facilities
• Data for lower and upper bounds for electricity cost expected inflation and was

a factor
• Distance between the potential manufacturing system nodes
• Transportation cost data for final and intermediate products
• Minimum sustainable price (MSP) dependence over processing capacity for each

processing activity
• Data for demand regarding each product

Subject to:

• Constraints based on material balances for each manufacturing system node
• Limits for processing, transportation, exports, and imports in order to promote

local production
• Constraints to define if exports are permitted

Polysilicon 
extraction

Ingots 
production

Wafers 
production

Cells 
production

PV modules 
production

IMPORTS

EXPORTS

Consumption 
regions

Fig. 3.1 General representation of the proposed PV manufacturing system
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It is possible to obtain:

• The optimal manufacturing system topology (optimal selection for supply chain
locations nodes)

• Production capacity value (W) for the different selected processing nodes
• Capacities (W) of manufactured goods to transport, export and import

It should be noted that the manufacturing system design can be obtained by
optimizing one or several objective functions at once. These objective functions can
be defined and selected depending on the focus to improve upon: whether economic,
environmental, social, or technical performance.

3.3 The Mathematical Formulation for the PV Manufacturing
System Design

The mathematical formulation for the PV manufacturing system requires a formu-
lation of the mass balances at each node of the manufacturing system (i.e., poly-
silicon extraction and processing, ingots, wafers, cells, and PV modules
manufacturing).

Equation (3.1) describes the balance in polysilicon extraction nodes with an
inventory level at time t equal to previous inventory level, plus the amount of
extracted polysilicon, minus the total polysilicon distributed to the international
and domestic ingots producer nodes.

M inventory
n0,t ¼ M inventory

n0,t�1

þ
M extracted-local

n0,t
�

X
n1�N1

M outlet-local
n0,n1,t �

X
e1�E1

M export-international
j,e1,t

0
@

1
A, 8n0�N0,t �T

(3:1)

Besides, Eq. (3.2) can be generalized for the ingot, wafer, cell, and PV modules
production nodes. In this case, the nodes receive raw material from previous nodes,
which can be sent to processing to obtain the good in which the nodes are specialized
(ingots, wafers, cells, and PV modules)

Ginventory
j,t ¼ Ginventory

j,t�1

þ

X
i�PREVIOUS

Gintlet-local
i, j,t þ

X
ei�EXPREVIOUS

Gimport-international
ei, j,t

�Gtoprocessing-local
j,t

0
B@

1
CA,8 j�NODE

t � T (3:2)

Alike, Eq. (3.3) is used to model the production of ingots, wafer, cell, and PV
modules production nodes. In this sense, the nodes can produce a given good, which
can be distributed to international nodes or used for domestic production.
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Ginventory
j,t ¼ Ginventory

j,t�1 þ
Gproduced-local

j,t

�
X

k �NEXT
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j,k,t �

X
ek �EXTNEXT

Gexport-international
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0
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1
CA, 8 j�NODE

t �T

(3:3)

As shown in Eq. (3.4), other constraints are focused in including constraints that
limit transportation, production, and imports and exports. Constraints in exports
limit the amount of exported good and is equal to zero when the good’s MSP, plus
the imposed tariff and unit transportation cost for the locally produced good, is
greater than the good’s price plus the imposed tariff and unit transportation cost for
the externally produced good. Otherwise, the amount of exported goods could take
values between zero and a maximum limit.
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(3:4)

In Eqs. (3.1), (3.2), (3.3), and (3.4), index j represents supply chain nodes in
which the balance is carried out. Indexes i and ei represent the processing stage
previous to stage j. Indexes k and ek represent the following processing stage in the
PV manufacturing system.

Further equations ought to be considered in the mathematical model to introduce
decision variables or objective functions for the PV manufacturing system.

Equation (3.5) depicts the global MSP, which takes into account the MSP for each
node in the manufacturing system. Note that global MSP considers only the terms
with a real contribution to the PV manufacturing system, such that if a processing
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node is not used, then that processing node does not contribute to the global MSP
calculated.

MSPglobal ¼

X
n0

MSPStep0
n0 þ

X
n1

MSPStep1
n1 þ

X
n2

MSPStep2
n2

þ
X
n3

MSPStep3
n3 þ

X
n4

MSPStep4
n4

(3:5)

Equation (3.6) states the transportation cost to markets considering the unit
transportation cost from local and international processing plants to their end
markets, considering the distance and the amount of transported goods.

TCMarkets ¼

X
n4

X
n5

TPlocal�PV
n4,n5 � dlocaln4,n5 � TClocal-markets

þ
X
e4

X
n5

TPinternational�PV
e4,n5 � dinternationale4,n5 � TCinternational-markets (3:6)

Total local production, given in Eq. (3.7), is considered because the local
manufacturing system can manufacture in each processing stage.

PLocal ¼ PLocal�Si þ PLocal�ingot þ PLocal�wafer

þPLocal�cells þ PLocal�PV (3:7)

In addition, export costs account for the transportation costs caused by exporting
goods (ingots, silicon, wafers, or cells) and the associated tariff, as described in
Eq. (3.8).
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X
e1

TCExport�Si
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e2
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(3:8)

Furthermore, the PV manufacturing system considers import costs along with the
transportation costs for imported materials (ingots, silicon, wafers, or cells), and paid
tariffs due to the amount and type of exported materials, as shown in Eq. (3.9).

TCImports ¼

X
e0

X
n1

TCImports�Si
e0,n1 þ

X
e1
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n2

TCImports�ingot
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X
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e3,n4

(3:9)

Equation (3.10) states that total local transportation costs are equal to the sum of
transportation costs between internal nodes which consists of a unitary transportation
cost multiplied by the distance between involved nodes and the transported amount
of material.
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The decision variable could be grouped in a single objective function to get the
optimal PV manufacturing system topology. Each of the decision variables can be
included in a compromise function considering different priorities between them. A
compromise function has been formulated for different problems with several
objectives in works such as those by Castellanos et al. [9], Sanchez-Bautista et al.
[14], and Fuentes-Cortes et al. [15]. Taking into account the decision variables
presented in Eqs. (3.5), (3.6), (3.7), (3.8), (3.9), and (3.10), the compromise function
is given in Eq. (3.11) as follows:

OFcomposed ¼ þωMSP �
UpperMSPglobal �MSPglobal

UpperMSPglobal � LowerMSPglobal

þ ωTCM �
UpperTCMarkets � TCMarkets

UpperTCMarkets � LowerTCMarkets

þ ωLP� PLocal � LowerPLocal

UpperPLocal � LowerPLocal

þ ωTCE �
UpperTCExports � TCExports

UpperTCExports � LowerTCExports

þ ωTCI �
LowerTCImports � TCImports

UpperTCImports � LowerTCImports

þ ωLTC �
UpperTCLocal � TCLocal

UpperTCLocal � LowerTCLocal (3:11)

Equation (3.11) considers the normalized terms to limit the values of the objective
function; in this way, if the target value for all decision variables is obtained, then the
compromise solution tends toward 1, otherwise the value of the compromise solution
would be near to zero 0.

3.4 Uncertainty in PV Manufacturing Systems Design

Works such as Dehghani et al. [12, 13] have considered uncertainty in diverse parameters
when designing PV manufacturing systems. These works included uncertainty through
diverse scenarios for economic terms as well as solar energy demand. Nevertheless, the
uncertainty element could also be considered in other important parameters such as
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inflation, electricity price, and WACC, since these parameters directly (and indirectly)
affect manufacturing cost, raw material prices, MSP, and other economic terms.

Therefore, a methodology based on mathematical programming could consider
the generation of several scenarios such as weighted-average cost of capital
(WACC), inflation, and electricity price. These scenarios could be generated via a
probability density function or Latin hypercube sampling, considering a uniform
distribution as well as lower and upper limits as shown in Santibañez-Aguilar et al.
[16]. This scenario generation can generate a representative uncertain space for all
uncertain parameters, and it could be useful whether there is not a specific proba-
bility density function for them.

In order to show how the inflation, WACC, and electricity price could be related,
we assumed a case study for Mexico to establish limits for inflation, WACC, and
electricity price to generate random values, which should be between these two
limits. It is worth noting that random values are generated per each location for the
case of electricity price and WACC because these parameters could be different
depending on each location. In addition, inflation is assumed to equal for all
locations since PV manufacturing system is supposed for domestic production.
Table 3.1 presents the upper and lower bound for inflation, WACC, and electricity
price for the proposed case study.

In addition, Fig. 3.2a shows the relationship between inflation and WACC for
each scenario and one of the supply chain nodes (e.g., 1 cells producer), while
Fig. 3.2b illustrates the same relationship for all supply chain nodes (i.e., all cells
producers). In this case, there are 32 manufacturing nodes where we assume one per
state in Mexico. A virtually full uncertain space is met as seen in Fig. 3.2b, which
indicates that scenarios are a good representation of the full uncertain space.

Figure 3.3a shows the inflation and WACC behavior regarding each of the modeled
scenarios. Figure 3.3b elucidates how a scenario can have either high or low inflation
values and yet have both high and lowWACC values across different states in the same
scenario. This behavior indicates that there is not a direct correlation between these
parameters, and also a manufacturing system could be adjusted by taking into account
the locations with different WACC values to improve its performance.

3.5 Adjust of Important Functions for the PV Manufacturing
System

Another important stage in a model formulation is computing important functions in the
PV manufacturing system such as that of MSP as a function of capacity. MSP is the
price at which the net present value for a manufacturing process is equal to zero [17].

Table 3.1 Upper and lower bounds for inflation, WACC, and electricity price

Upper bound Lower bound Units

Inflation 0.07 0.02 %

WACC 0.16 0.08 Dimensionless

Electricity price 0.20 0.02 $US/kWh
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This variable could be used to evaluate the performance of a manufacturing system by
computing it according to a model presented by Powell et al. [8, 17] for a set of inflation,
electricity prices, and WACC. This MSP model could be extended to obtain different
MSP values for different inflation, electricity price, and WACC values, which can be
useful for PV manufacturing system design under uncertainty. However, the MSP
depends on production capacity which is a strongly nonlinear and no convex function,
and its values should be first fit to be used in a mathematical programming approach.
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The MSP curve is recreated from Powell et al. [8] for several capacity values and
processes, and curves are then segmented to find functions to be fit to. Castellanos
et al. [9] carried out linear fits for functions of MSP versus capacity. Nevertheless, a
linear adjust could be unrealistic in some cases. To address that potential shortcom-
ing, a base function is obtained for MSP versus capacity, the data is then fit using a
specialized software to obtain mathematical relationships with an acceptable corre-
lation factor [18].

Figure 3.4 shows MSP versus capacity functions for different process stages in a PV
manufacturing system, taking into account multiple values for inflation, WACC, and
electricity prices. These variables have important effects in the MSP function. For
instance, the MSP for polysilicon production changes from $US 25 to $US 47 per ton
of extracted and processed silicon (based on 20 MW), which represents an 88%
deviation from the lower bound. MSP value for PV modules could reach values of
$US 0.180 and up to $US 0.200 per Watt, being 11% away from the lower limit. It is
important to mention that the data fit could be deemed acceptable as the reported fit
average errors varied between 2% and 7%.

3.6 Influence of Tariff Level in the PV Manufacturing System
Topology

Regarding the tariff level in a PV manufacturing system, most of the previous works
have not taken into account the interactions between different countries since that
assumption could imply to introduce a tariff value for different combinations of
goods and countries. Nevertheless, tariffs are shown to significantly alter PV system
topology [9]. Castellanos et al. [9] proposed a TIT-4-TAT model, which considered
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two case studies with different assumptions in tariff levels for evaluation: a case
where all tariffs were supposed to be zero and a case where different tariff levels
were introduced for Mexico, Brazil, the USA, and China.

Figure 3.5 illustrates how a PV manufacturing system under the same consider-
ations and different values for tariffs can be drastically affected. Figure 3.5a shows
the supply chain configuration when the tariff was assumed equal to zero for all
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goods and countries, whereas Fig. 3.5b depicts the PV manufacturing system
topology when a case with high tariff between countries was considered.

The comparison between no tariff and high tariff cases allows for the impact
assessment of protectionist measures in the global PV supply chain. For instance, the
high tariff case shows that imported and exported goods are reduced, but the number
of PV modules producers increase from one to eight. Moreover, the interconnections
between consumption regions are significantly increased, which similarly increases
transportation costs. Also, the PV solar modules demand is almost met by domestic
production. Lastly, the effect of tariffs is crucial to a system topology because if a
tariff war were to occur, the final products would be more expensive for the
consumers due to the imposed tariff values, transportation costs, and forced sub-
optimal local manufacturing.

3.7 Conclusions

As discussed, there are different stages and aspects to consider in the PV manufactur-
ing system design problem. These aspects could be addressed separately in different
approaches such as Castellanos et al. [9] involved different tariff level, Powell et al.
[8] proposed a model to compute the MSP, or Dehghani et al. [12] included uncertain
parameters and interactions between different countries. However, a methodology
able to consider all these aspects simultaneously could help us to introduce the PV
energy to the global market more quickly.

In addition, different presented sections show that a combination of diverse
aspects such as computing of MSP over inflation and electricity price, adjusting of
MSP versus capacity function, or the optimal planning though a mathematical
programming model could be accomplished in a sequential manner since some of
these are unrelated to each other.

Furthermore, forecast projections need to be altered if market conditions are
changed since presented mathematical model in current chapter and Castellanos
et al. [9] is deterministic. These modifications could be the new tariff for steel and
glass between the USA and China. In this case, a stochastic formulation could be
useful to determine the supply chain able to support the variations.

Lastly, local and global PV manufacturing system designs depend on the specific
objectives or decision variables being considered; nevertheless, some of the most
important ones due to their influence in the supply chain were presented in the this
chapter.
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Abstract
A perfect absorber, with pyramidal nanostructures made of a natural hyperbolic
material, for solar energy harvesting is proposed in this chapter. A numerical
investigation is first carried out for regularly arranged bismuth telluride (Bi2Te3,
an anisotropic and natural hyperbolic material) pyramidal nanostructures placed
on top of a Ag substrate, and the metamaterial is submerged in water. The
calculated results show that the absorptance of the absorber exceeds 99.9% in
the wavelength range of 300–2400 nm. The underlying mechanisms are revealed
by the electric field and power dissipation density distribution in the absorber. It is
found that the slow light effect in the type-II hyperbolic region (300–1000 nm)
and the gradient index effect in the long wavelength range (1000–2400 nm)
contribute to the perfect absorption of the solar energy for the proposed absorber.
Effects of geometry parameters of nano-pyramids and the substrate on optical
properties of the proposed absorber are illustrated. In addition, a rough surface
with sharp nanostructures made of Bi2Te3 is also numerically studied. Based on
simulation results of rough Bi2Te3 surface, samples with nanostructures made of
Bi2Te3 are experimentally manufactured and optical properties of the samples are
measured by using an integrating sphere with a grating monochromator. The
absorptance of the samples can be as high as 97.5%, and the lowest absorptance
of the sample is still higher than 94% in the wavelength range of 380–1800 nm.
Moreover, other samples are also fabricated and studied to validate underlying
mechanisms of the perfect absorption of solar energy. The results of the present
study open a new revenue for effectively harvesting solar energy by using
metamaterials with nanostructures made of natural hyperbolic materials sub-
merged in water.

4.1 Introduction

It is known that there are four ways for utilization of solar energy: (i) photovoltaic
process such as a solar cell to generate electricity [1], (ii) photobiology process such as
photosynthesis [8], (iii) photochemistry process such as photocatalysis [1], and
(iv) photothermal process for vapor generation [10, 29, 30, 37]. Total absorption of
solar energy is the key factor for utilization of such kind of abundant clean and
renewable energy, which has attracted a great deal of interests in the past few decades
[26]. In order to soak up all the incident solar energy, manymethods have been proposed
and investigated, such as change of different material [14], coating [33], employing
nanostructures [31, 39, 53], etc. Among them, the use of nanostructures is one of the
most promising ways for harvesting solar energy because of their ability to enhance the
absorptance [is the flux ratio of the object, and absorbance is the log value of the
intensity ratio] to 100%, sustain high temperature, and so on. In addition, there are other
special characteristics for specially designed nanostructures by adding some functional
groups to the surface of nanostructures, such as sterilization [40]. However, almost all
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materials that enhance the absorption properties of solar energy are isotropic, and
anisotropic materials have seldom been used in solar energy absorbers.

Anisotropic materials have shown quite unique optical properties because of the
combination of different dielectric functions in one nanostructure. The anisotropic
polarization of such materials is either because of their shapes, such as nano-tubes
and nano-rods [22, 23, 27, 36], or because of their optical constants such as in
bismuth telluride (Bi2Te3), hierarchical boron nitride (hBN), graphene [51], and so
on. For example, nanorods have a longitudinal mode and a transverse mode of
plasmon resonance along the long axis and the short axis of the rod, respectively.
However, enhanced absorption mechanisms of light in nanostructures made of
anisotropic material are totally different. For example, spherical Bi2Te3 nano-
particles (NPs) have both electric dipole and magnetic dipole resonances because
of anisotropic dielectric functions in different crystal axes, leading to a broad
absorption band with at least four absorption peaks in the solar spectrum
[43]. The metamaterials made from these materials, which have completely differ-
ent dielectric functions (metallic and dielectric media) in two orthogonal directions,
show strong slow-light effect. And the slow-light effect can trap light with different
wavelengths in a nanostructure with increasing cross-sectional area [12, 17, 21, 51,
52], leading to a broad absorption band. Recently, metamaterials made of aniso-
tropic materials are attracting more and more attention because of their potential
applications in broadband absorption [5, 17, 46], thermal radiation [2, 18, 32, 38],
superlenses [6, 9, 16, 48], subwavelength light concentrators in nanolithography
[19, 42, 47], and so on.

However, it should be noted that it is very challenging to manufacture meta-
materials made from anisotropic media, although there are so many merits of
metamaterials made from anisotropic materials [7, 28]. For example, the sawtooth
anisotropic metamaterial proposed by Cui et al. [5] consisting of 20 pairs of
alternating layers of flat metal and dielectric plates with gold plates of 15 nm
thick and germanium dielectric plates of 35 nm thick. But optical properties of
such kind of absorber depend strongly on the geometry of the layer, and precise
control of their shapes during the nanofabrication process is still impossible with
current technology. It should be noted that dielectric functions of natural anisotropic
materials in solar energy spectrum were measured only recently [7, 28], and the
discovery of natural anisotropic material (hyperbolic materials) opens a gate for
fabrication of metamaterials with anisotropic response to the incident light in
different crystal axes.

In this chapter, a perfect absorber made from a natural anisotropic material,
bismuth telluride (Bi2Te3), for solar energy harvesting is proposed. Mechanisms of
perfect absorption of solar energy are studied numerically and theoretically. A rough
surface with sharp nanostructures made of Bi2Te3, which can replace the regularly
arranged nanostructures, is studied numerically and is fabricated for experimental
investigation. The absorptance of these samples is measured and analyzed in detail.
It is demonstrated that the perfect absorber made of a natural anisotropic material
submerged in water can be used as effectively as a heat source for vapor generation
under sunlight.
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4.2 Dielectric Tensor of Bi2Te3 and underlying Mechanisms
for Perfect Absorption

The proposed absorber has two layers as shown in Fig. 4.1. A two-dimensional
(2D) periodic array (with a period Λ) of pyramidal nanostructures made of Bi2Te3 is
arranged regularly on the top of a substrate. The geometric parameters of the nano-
pyramid are defined as follows: w1 is top width, w2 is bottom width, H is the height,
and h is the thickness of the substrate. As shown in Fig. 4.1a, the light is incident in
the positive z-direction, which is also in parallel to the axis of the nano-pyramid,
while the electric field vibrates in x-direction. Because of the specially designed
structures and optical constants of Bi2Te3, two key mechanisms that give rise to the
perfect absorption to the solar energy are the slow-light effect of the hyperbolic
material in the type-II hyperbolic region and the gradient index effect of tapered
nanostructures in the long wavelength region, which will be analyzed in detail
below.

4.2.1 Slow-Light Effect

The dielectric function of Bi2Te3 (a uniaxial medium) is a tensor, which can be
expressed as [3, 7]:

Fig. 4.1 Schematic of a unit cell of the perfect absorber. Periodic Bi2Te3 nano-pyramids are
regularly arranged above a thin substrate, and the absorber is submerged in water: (a) 3D view
and (b) side view. The wave vector k indicates the direction of the incident light, which is also the
positive z-direction, while electric field vibrates in the x-direction. Other geometric parameters are
also indicated. (From Ref. [44])

92 Z. Wang and P. Cheng



e ¼
ex 0 0
0 ex 0
0 0 ez
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It can be observed from both Eq. (4.1) and Figs. 4.2a, b that dielectric functions in
x and y-direction (ex) are the same, while the dielectric function in z-direction (ez) is
different. The real and imaginary parts of the dielectric functions for Bi2Te3 were
measured by Esslinger et al. [7], which are replotted in Figs. 4.2a, b, respectively. The
refractive index n and extinction coefficient k of Bi2Te3 in different directions can be
calculated respectively by using the complex dielectric function of ex and ez given by
e = (n + ik)2. According to the real part of the dielectric functions of Bi2Te3 (Fig. 4.2a),
the wavelength range of 300–2400 nm can be divided into two parts. In the wavelength

Fig. 4.2 The dielectric function tensor and a complex refractive index of Bi2Te3, where the insert
in (a) is the crystalline structure and dielectric tensor. (a, b) Real and imaginary parts of the
dielectric functions in different directions; (c, d) the dielectric constants in different directions,
which are refractive indices n and the extinction coefficients k, respectively. (From Ref. [44])
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region of 300–1000 nm, Re(ex)< 0 and Re(ez)> 0, where the former indicates that the
material exhibits metallic behavior in x and y directions, while the latter indicates
dielectric behavior in z-direction. This wavelength region is the type-II hyperbolic
region, which exhibits a slow-light effect because of the hyperbolic shape of iso-
frequency contour [51]. The wavelength of 1000–2400 nm will be discussed later.

The slow-light effect can also be calculated by the dispersion relation of hyper-
bolic phonon polaritons (HPPs) on a thin film made of hyperbolic material with a
thickness d [17, 51].

kx,2ez
kx,1e

¼ tan kx,1
w

2

� �
(4:2)

with kx,2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ζ2 � ek20

q
, kx,1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ezk20 � ez=exð Þζ2

q
, where ez is the dielectric function

of the hyperbolic material in the z-direction, e is the dielectric function of the
surrounding medium. ζ is the wavevector in the z-direction, and w is the width of
the nanostructure considered. Furthermore, multiple orders of HPPs are allowed if
the width of the nanostructure increases gradually.

4.2.2 Gradient Index Effect

As shown in Fig. 4.1, the cross section of nano-pyramids increases gradually in the
positive z-direction. When nano-pyramids are submerged in water, the mixture of
nano-pyramids and water can be treated as a stratified effective homogeneous
medium, even though it is an inhomogeneous medium [3, 24, 49]. According to
the effective medium theory of electric field in the x-y plane, the effective dielectric
function of the stratified effective homogeneous medium at each layer is expressed
as follows:

1

eeff
¼ f

ex
þ 1� f

ewater
(4:3)

where eeff and ewater are dielectric functions of effective medium and water, respec-
tively, and f is the ratio of a cross section of the nanostructure and the distance
between two nanostructures. As shown in Fig. 4.1a, the value of f increases in the
positive z-direction, which is also the direction from the top to the bottom in a
pyramidal nanostructure. In addition, the effective refractive index neff and extinc-
tion coefficients keff in x- or z-direction can be calculated eeff according to the
following relation.

eeff ¼ neff þ ikeffð Þ2 (4:4)

It can be seen from Eq. (4.3) that the effective dielectric function increases from
the dielectric function of water at the top to the dielectric function of Bi2Te3 at the
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bottom. Accordingly, based on Eq. (4.4) the effective refractive index neff of the
proposed absorber gradually increases from 1.33 for water to a larger value for
Bi2Te3 in the positive z directions. The reflection of light at the interface of two
materials with different refractive indices only depends on the contrast of the
refractive indices and becomes smaller for smaller contrast. This is the reason that
the pyramidal nanostructure is chosen to create an effective index profile that
gradually increases in the positive z-direction, as shown in Fig. 4.1. Consequently,
the reflection at the interface of each cross section will be suppressed. However, the
effective medium theory is valid only when the wavelength is much longer than the
grating period. Therefore, the rigorous coupled-wave analysis (RCWA) method was
used to calculate the electric field and power dissipation density distribution in the
metamaterial to reveal the underlying mechanisms, and finite-difference time-
domain (FDTD) method was used to calculate the absorption spectrum of the
proposed absorber. The effective medium theory together with the gradient index
concept provide qualitative insights to help intuitively understand the underlying
physical mechanisms of perfect absorption to the solar energy by the metamaterials
shown in Fig. 4.1.

In order to validate the slow-light and reflection suppression effects, the local
power dissipation density distribution in the x-z plane at y = 0 within the nano-
pyramids is calculated as follows [50]:

q ¼ 1

2
e0ωe00x Exj j2 þ Ey

�� ��2� �
þ 1

2
e0ωe00z Ezj j2 (4:5a)

where e0 is the vacuum permittivity, ω is the angular frequency, and e00x and e
00
z are the

imaginary parts of the dielectric functions of Bi2Te3 in x and z directions, respec-
tively. Since isotropic material is used for the substrate, consequently, Eq. (4.5a)
reduces to

q ¼ 1

2
e0ωe00 Ej j2 (4:5b)

where e00 is the imaginary part of the dielectric function of the isotropic substrate and

the magnitude of the electric field is Ej j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
x þ E2

y þ E2
z

q
.

4.3 Results and Discussion of the Simulated Results

Two different methods are used to calculate the transmittance (T ) and reflectance (R)
of the proposed absorber, the electric field, and the power dissipation density
distribution within the nano-pyramids. Specifically, the transmittance and reflectance
of the absorber are calculated by the FDTD method to solve Maxwell’s equations,
while local power dissipation density is calculated by RCWA method for nano-
structures made of anisotropic material [13, 51]. The absorptance is obtained by
A= 1-T-R. The dielectric function of gold was taken from the data from Olmon et al.
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[34], while dielectric functions of remaining materials are taken from the data
compiled by Palik [35]. The proposed absorber is submerged in water, whose
refractive index is 1.33.

4.3.1 Broadband Perfect Absorber for Solar Energy Harvesting

In order to investigate the absorptance of the proposed absorber for solar energy
harvesting, calculations are carried out in a broad wavelength range from 300 to
2400 nm. After computing many cases to find out suitable ranges of parameters for
perfect absorption for solar energy, the geometry parameters of a representative
absorber are chosen to be: w1 = 4 nm, w2 = 200 nm, H = 3000 nm, and
Λ = 200 nm; the thickness of an Ag substrate is 100 nm (h = 100 nm). It should
be noted that these parameters are taken as default values for the sake of demon-
stration and comparison unless otherwise indicated in the following. Figure 4.3
shows the absorption spectrum of the proposed absorber with an array of regularly
arranged nano-pyramids made from Bi2Te3 on an Ag substrate. It can be seen that the
absorptance of the absorber is higher than 99.9% in the range of 300–2400 nm with
most of the absorptance equals to 1. It follows that the proposed absorber can totally
harvest the solar energy incidents on its surface in the wavelength range of
300–2400 nm when submerged in water.

Fig. 4.3 The absorptance of the proposed absorber with Bi2Te3 pyramidal nanostructures, the
geometry parameters are as follows: H = 3000 nm, w1 = 4 nm, and w2 = 200 nm, Λ = 200 nm on
an Ag layer with h = 100 nm. (From Ref. [44])
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The underlying mechanisms for perfect absorption in such a broad wavelength range
are explained next. Figure 4.4 shows the heat dissipation density distribution at different
wavelengths. It can be seen from the left four figures (with wavelengths from 300 to
935 nm) that the energy is trapped in different parts of the nano-pyramid with a
gradually increasing cross section in the positive z-direction, and the cross section of
the location of total absorption of incident light increases with the increase of the
wavelength. The slow-light effect in type-II hyperbolic region dominates perfect absorp-
tion of the light in 300–1000 nm. For the proposed absorber, cross sections of the nano-
pyramids on the surface gradually increase in the z-direction. The impedance matching
at the interface between the incident medium and the top of the absorber can suppress its
reflection on the top, while the effective refractive index gradually increasing fromwater
to that of Bi2Te3 on the substrate suppress the light to be reflected at each cross section of
the nano-pyramid. The reflection suppression from the gradient index effect can be
observed from the two right-hand figures in Fig. 4.4. In the long wavelength region,
which is 1000–2400 nm in the present study, the power of the light is suppressed at the
bottom of the nano-pyramid. It should be noted that the gradient index effect also makes
a difference in the type-II hyperbolic region, though it is not the key factor for perfect
absorption in the region of 300–1000 nm. The substrate is also important for reflecting
the light back into the nano-pyramid to be reabsorbed again, which will be explained
next.

The dispersion relation of the HPPs waveguide can also be used to explain the
perfect absorption in the type-II hyperbolic region. Based on Eq. (4.2), the dispersion
relations of the HPPs waveguide at different cross sections of nano-pyramid are
plotted in Fig. 4.5. The horizontal coordinate is the angular velocity of the incident

Fig. 4.4 Power dissipation density distributions at six different wavelengths within the Bi2Te3
nano-pyramid with the default geometry parameters. (From Ref. [44])
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light, while the vertical coordinate represents the wave number. The gradient of the
curve is the velocity of the power of the light, which is also known as the group
velocity of electromagnetic waves. It can be seen from Fig. 4.5 that the velocity of
the power decreases to 0 for different electromagnetic waves at different width of the
nano-pyramid. Specifically, the velocity of the power decreases to 0 for light with a
wavelength of 300 nm for the width of the nano-pyramid equals to 20 nm, while the
wavelengths at where the velocity of the power decreases to 0 increase with the
increase of the width of the portion of the nanostructures. The results predicted by
the dispersion relation of Eq. (4.2) also indicate that the slow-light effect in type-II
hyperbolic region dominates the perfect absorption of the absorber to the incident
light in the wavelength region of 300–1000 nm.

4.3.2 Effects of the Nano-Pyramids’ Geometry Parameters

Effects of the geometry of nano-pyramids (w1, w2, H, and Λ) are studied numerically
and results are presented in Fig. 4.6. The thickness of the Ag substrate is fixed at
100 nm. As shown in Fig. 4.6a, changing the top width (w1) of nano-pyramids makes
no difference in the absorption spectrum of the absorber if it is smaller than 20 nm.
That is because the suitable width of the nano-pyramid for the total absorption of the
light of 300 nm is 20 nm according to Eq. (4.2), and a larger width at the top will
affect the slow-light effect, which can be seen from the blue dashed line for a top
width of 60 nm, where the absorptance is drastically reduced at a wavelength below
1000 nm. As shown in Fig. 4.6b, the change of the width at the bottom (fixing
Λ = w2) affects the absorption property of the absorber as well, though there is a
tolerable range. Again, it can be calculated from Eq. (4.2) that the width for perfect
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absorption of light at 1000 nm is around 200 nm, so a width at the bottom smaller
than 200 nm will lower the absorptance of the absorber, which can be seen from the
blue solid line for a bottom width of 100 nm, as shown in Fig. 4.6b. However, a very
large bottom width will confine the slow-light effect in a very narrow depth along the
z-direction, which will weaken the slow-light effect. This can be seen from the cases
with a bottom width larger than 600 nm in Fig. 4.6b, as indicated by blue, red, and
black dashed lines for a bottom width of 600, 1000, and 1500 nm, respectively.

Figure 4.6c shows the effect of the height H of nano-pyramids on the absorptance
of the absorber. It can be seen that the absorptance of the absorber in the long
wavelength region will be lowered if the height of the nano-pyramid is smaller than
3000 nm. The reason is that the increasing rate of the effective refractive index
increases with the decreasing height of the nano-pyramid, and the gradient index
effect will be weakened if the increasing rate of the effective index is too large. On
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Fig. 4.6 Effects of geometry parameters of Bi2Te3 nano-pyramids on the absorption spectrum of
the proposed absorber with an Ag layer: (a) top width w1; (b) bottom width w2 and period Λ; (c)
height H; and (d) period at w2 = 200 nm. Except as indicated, geometric parameters are fixed to
default values. (From Ref. [44])
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the other hand, changing the distance between two nano-pyramids with a fixed
bottom width (fixing w2 = 200 nm) of the nano-pyramid will change the effective
refractive index at the bottom of the nano-pyramid. The gradient index effect is
affected by a smaller effective refractive index at the bottom of the nano-pyramid.
The results shown in Fig. 4.6d illustrate that changing the distance between nano-
pyramids lowers the absorptance of the absorber because of the gradient index effect,
though there is also a tolerable range.

4.3.3 Effects of the Substrate Material and Thickness

Although the substrate absorbs only a small portion of the energy of electromagnetic
waves directly, its purpose is to reflect the unabsorbed incident light passing through
the nano-pyramids back to be reabsorbed again, which is particularly important
in the long wavelength region. Figure 4.7 shows the effect of the substrate’s material
on the absorptance. We examine both metallic materials (gold, Au; silver, Ag) and
dielectric materials (alumina, Al2O3; silica, SiO2). In addition, a substrate made from
Bi2Te3 is also included for comparison. We can see from Fig. 4.7 that the absorp-
tance is nearly 100% in the type-II hyperbolic region regardless of the material of the
substrate. This is because the energy is trapped in nano-pyramids before reaching the
substrate. However, the incident light is suppressed at the bottom of the nano-
pyramids in the long wavelength region because of the gradient index effect.
Consequently, long wavelength light is blocked by the substrate. Since the penetra-
tion depth of metallic materials is smaller than that of dielectric materials, a substrate
made of metallic materials is much better than a dielectric substrate. Note that Bi2Te3
combines both the merits of metal and dielectric materials, as indicated by black

Fig. 4.7 Effects of the
material of the substrate on the
absorption spectrum of the
proposed absorber with a
fixed thickness of 100 nm. All
other parameters are the same
as the default. (From Ref.
[44])

100 Z. Wang and P. Cheng



dashed lines in Fig. 4.7. Thus, a substrate made of Bi2Te3 is also a good choice for
the absorber, although it is slightly worse than a metallic substrate.

Figures 4.8a, b show the effects of Ag substrate thickness on the absorptance and
transmittance of the proposed absorber. Again, the short waves can be totally absorbed
before reaching the substrate, and the thickness of the substrate makes no difference in
the absorption property in the type-II hyperbolic region. However, it can be seen from
red solid lines in Figs. 4.8a, b that a thinner substrate lowers the absorptance of the
absorber by enhancing the transmittance of the long electromagnetic waves. A thick Ag
substrate will sufficiently block the light and reflect the light back into the nano-pyramids
to be reabsorbed when lines with the same color in both Figs. 4.8a, b are compared.
Since the Ag substrate is very thin, the whole absorber can be placed on a smooth surface
(such as a glass or a polished metallic surface) during the fabrication process.

4.3.4 Optical Properties of Bi2Te3 with Different Roughness

It remains to be a very challenging task to fabricate nanostructures with very large
length/width ratio even though nanofabrication technology has been developed for a
long time. The height/width ratio of the nano-pyramid shown in Fig. 4.1 is about
15, which is impossible to manufacture with the current technology. So, rough
surfaces with sharp nanostructures made of Bi2Te3 are studied numerically to replace
the nano-pyramids shown in Fig. 4.1. The proposed absorber structure is shown in
Fig. 4.9, and the FDTD method is used for the calculation. The plane wave incidents
in the positive z-direction, while electric field E vibrates in the x-direction. In the
calculation, the dielectric function of Bi2Te3 in the z-direction is different from those
in x and y directions. As demonstrated in Sect. 4.3.3, a thick metallic substrate can
block all the electromagnetic waves from a transmission, so a silver (Ag) substrate
with a thickness of 500 nm is used in the calculated model.

Fig. 4.8 Effects of substrate thickness on the absorption spectrum of the proposed absorber with an
Ag substrate. All other parameters are the same as the default. (From Ref. [44])
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Calculations are carried out for four surfaces made of Bi2Te3 with the roughness
of 0, 100, 800, and 1500 nm, and the results are presented in Fig. 4.10. It can be seen
from Fig. 4.10 that the absorptance of the smooth Bi2Te3 surface (the red dashed
line) is very low, although it has a broad absorption spectrum. The absorptance of the
rough Bi2Te3 surface increases with the increasing roughness of the surface. The
rough Bi2Te3 surface with a roughness of 800 nm is almost a perfect absorber in the
solar spectrum. The results shown in Fig. 4.10 indicate that the nano-pyramids
studied in Fig. 4.1 can be well replaced by a rough Bi2Te3 surface with sharp
nanostructures, and such a rough surface is easy to be fabricated than a regularly
arranged array of nano-pyramids.

4.4 Sample Fabrication and Characterization

Encouraged by the simulated results shown in Fig. 4.10, a Bi2Te3 surface with
roughness around 800 nm is manufactured.

4.4.1 Sample Fabrication

As one of the promising materials for a thermoelectric device, the fabrication of a
film made of Bi2Te3 has been well studied. However, previous investigations are

Fig. 4.9 Schematic of the
rough Bi2Te3 surface used in
the calculation. The
k indicates the direction of the
incident light, pointing to the
positive z-direction, while
electric field vibrates in x-
direction. (From Ref. [45])
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focused on how to minimize the roughness of the Bi2Te3 film to reduce the thermal
and electrical contact resistance at the interface between the nanostructured alloy and
the metallic electrodes [11]. Manufacturing a Bi2Te3 film with large roughness is still
a challenging task with the present technology. It has been reported that the Bi2Te3
films can be elaborated by a variety of deposition techniques, such as electrochem-
ical deposition [25], molecular beam epitaxy (MBE) [15], evaporation [20], and
metal organic chemical vapor deposition (MOEVD) [4]. Among them, the electro-
chemical deposition method is very popular for its advantages of relative ease in
modulating film composition, cost-effectiveness, controlling Bi2Te3 film thickness
and roughness, as well as large-area coverage. The deposition mechanism of the
electrochemical deposition method is well understood, which can be expressed by
the following chemical formula [25].

3HTeOþ
2 þ 2Bi3þ þ 9Hþ þ 18e� ! Bi2Te3 sð Þ þ 6H2O E0 ¼ 0:483V (4:6)

It has been demonstrated that thickness and roughness of Bi2Te3 films are affected
by the time of the reaction, potential of the electrodes, as well as the temperature of
the reaction. In the present study, a stainless steel sheet (around 2.5 cm � 2.5 cm)
was polished and used as the substrate, while the fabrication was carried out at room
temperature via electrochemical deposition method by using a conventional three-
electrode cell configuration. The potential applied during deposition was �80 mV
and the deposition time was 30 min for manufacturing a Bi2Te3 film with roughness
around 800 nm. Other samples with different roughnesses were fabricated by
varying the potential and deposition time of the reaction to control the morphology
of the nanostructures forming the rough Bi2Te3 surface.

Fig. 4.10 The absorption
spectra of the proposed
absorbers with different
roughnesses. (From Ref. [45])
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4.4.2 Characteristics of the Sample

Figure 4.11 shows characteristics of the fabricated sample made of Bi2Te3, which
includes the scanning electron microscopy (SEM) derived figure and roughness
analysis. The SEM figure is shown in Fig. 4.11a which was taken by using a
scanning electron microscope (Tescan Mira3 field emission scanning electron
microscopy, FESEM). It can be seen from this figure that there are a lot of nano-
structures in the sample. In addition, the nanostructures have sharp tips and a
gradually changing cross section, which can also be found from the confocal
microscope image shown in Fig. 4.11b. The roughness measured by an Olympus
LEXT OLS4000 3D laser confocal microscope and the roughness of the surface was
around 794 nm when neglecting the texture of the stainless steel. However, it should
be noted that even though the metallic substrate had been polished, there were still
some ridges and valleys on the surface in microscale, which can be seen in
Figs. 4.11b, c. The sharp nanostructures and the large roughness of the sample
meet in Sect. 4.3.1. However, the Bi2Te3 nanostructures of the fabricated sample
are slightly different from those in the simulation model, which is shown in Fig. 4.9.
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Fig. 4.11 The SEM image and sample roughness measurement from a confocal microscope. (a)
SEM image; (b) roughness analysis; (c) interested region. (From Ref. [45])
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4.4.3 Results and Discussion

Figure 4.12 shows the comparison of the absorptance of the sample made of a rough
Bi2Te3 surface with a roughness of 800 nm, where the measured value is indicated by
a blue solid line and the calculated absorptance is plotted as a solid red line. An
integrating sphere with a grating monochromator was used to measure the spectral,
directional-hemispherical reflectance of the sample. Due to the limitation of the
tungsten-halogen lamp of the setup, the measurement was carried out only in the
wavelength range of 380–1800 nm with an increment of 20 nm. It can be seen from
Fig. 4.12 that the maximum absorptance of the sample is 0.975 at 400 nm with a
minimum of around 0.94 from the measurement. In addition, there is a jump at the
wavelength around 1000 nm in the inserted figure, validating that the underlying
mechanisms derived from the simulation, which are slow-light effect for
300–1000 nm, and gradient index effect for wavelength longer than 1000 nm.
However, there is a slight difference (which is smaller than 5%) between the
absorptance of simulation and measurements. The difference comes from different
nanostructures used in the simulation model and those obtained from fabrication.
The roughness of the surface can be precisely controlled in the fabrication process,
but further work is required to control the morphology of the nanostructures to get a
rougher surface as shown in Fig. 4.9 to achieve total absorption of solar energy.

Another three samples with different nanostructures and roughnesses were fabricated
by varying the potential of the electrodes and reaction time of the electrochemical
deposition method. The SEM figures of all four samples are presented in Fig. 4.13, in
which Sample 1 is the one shown in Fig. 4.11a. As can be seen from Fig. 4.13, the
nanostructures of Sample 2 is much smaller than those of Sample 1, while there are
micro-sized structures in both Sample 3 and Sample 4. However, the microstructures in

Fig. 4.12 The absorptance of
the manufactured Bi2Te3
sample, the calculated results
are also plotted in the same
figure. (From Ref. [45])
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Sample 4 are larger than those of Sample 3 with a larger distance between the
microstructures in Sample 4. The absorption spectra of the four samples are presented
in Fig. 4.14. By comparing the red solid line for Sample 1 and black solid line with
circles of Sample 2, it can be seen that the roughness greatly affects the absorptance of
the rough surface. A Bi2Te3 surface with a roughness smaller than 800 nm has lower
absorptance in the wavelength range of 380–1800 nm. On the other hand, the distance
between Bi2Te3 structures affects the absorption property in long wavelength range,
which is the region of 1000–1800 nm, and this conclusion can be drawn from the
comparison of blue solid line with squares and red dashed line with triangles, which are
for the absorptance of Sample 3 and Sample 4, respectively.

4.5 Concluding Remarks

A perfect absorber made of a natural hyperbolic, anisotropic material (Bi2Te3) for
solar energy harvesting is proposed. Numerical studies have been carried out for
regularly arranged Bi2Te3 nano-pyramids on a thin substrate submerged in water. In
addition, four samples made of Bi2Te3 with different roughness have also been
fabricated, and the absorptance of these samples was measured. The results from
simulations and experiments can be summarized as follows:

I. The surface with regularly arranged Bi2Te3 nano-pyramids has a perfect absorp-
tion to the solar energy. The slow-light effect in type-II hyperbolic region and
gradient index effect in long wavelength region are the main underlying mech-
anisms, respectively. These two mechanisms should be respectively considered
to realize perfect absorption of solar energy in practice.

Fig. 4.14 Absorption spectra
of the four samples in the
spectral regions from 380 to
1800 nm. (From Ref. [45])
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II. The absorption properties of the absorber greatly depend on the geometry of the
Bi2Te3 nano-pyramids, the material, and thickness of the substrate, even though
there is a tolerable range about those parameters. The top and bottom widths of
the nano-pyramids mainly affect the absorption in the region of 300–1000 nm,
while the height of the nano-pyramids and the distance between them affect the
absorptance of the absorber in the region of 1000–2400 nm. In addition, the
substrate mainly reflects the light back to the nanostructures to be reabsorbed.

III. Rough Bi2Te3 surface with sharp nanostructures can well replace the ideal
metamaterial with nano-pyramids in the simulation to totally absorb the solar
energy. The absorptance of such Bi2Te3 absorber with a roughness larger than
800 nm will be a perfect absorber in the calculation, while the fabricated sample
with a roughness of 794 nm reaches 97.5% with a minimum of 94% in the
wavelength range of 380–1800 nm. The analysis of four samples clearly vali-
dates the underlying mechanisms derived from theoretical investigations.

The present study opens a gate for perfect absorption of solar energy by using
natural hyperbolic materials, and proposed absorbers have promising applications in
the photothermal conversion of solar energy in water or aqueous solutions.
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Abstract
Organic photovoltaics, the technology to convert sunlight into electricity by
employing thin films of organic semiconductors, has received increased interest
due to innovations in nanomaterials and processing methods. These technological
improvements have the potential to advance a new generation of low-cost, solar-
powered products with small form factors. Here, we review the photophysical and
chemical concepts of organic photovoltaics and discuss some recent synthesis and
fabrication results as well as future challenges.

5.1 Introduction

5.1.1 The Current Dilemma with Solar Energy Conversion

To meet future demands, we must maximize our use of renewable resources while
minimizing our dependence on fossil fuels. Fossil fuels collectively represent over
80% of our total energy supply, while renewable sources only account for 10%.
While there are many sources of renewable energy, solar energy is one of the most
abundant. In fact, the sun delivers up to 67 terawatts per year of power, which
exceeds the projected global energy demand of 30 terawatts per year by 2050.
Organic photovoltaics (OPVs) show promise for light-to-electrical energy conver-
sion with the cells having power conversion efficiencies of 13.2%, but the theoretical
maximum is at 32%. If efficiencies can be increased to even a fraction of the way to
ca. 16%, OPVs would be more cost-competitive with their inorganic counterparts.

However, there are four major challenges in improving OPV performance. These
include (a) poor light harvesting, (b) inefficient exciton splitting into holes and
electrons, (c) increased recombination of separated charges at the donor/acceptor
interface and (d) inefficient collection of charges at the active layer/electrode inter-
face. The problem related to (a) results in a limited range of absorbance of visible
light. The problem for (b) originates from the limited diffusion length of the exciton,
typically ca. 10 nm. The problem for (c) results in the problem (d), such as partial
electrical shorting. OPVs constructed from conventional materials and architectures
involve conflicting design requirements, which make it difficult to address all four
problems simultaneously.

The aim of this chapter is to provide an overview of nanomaterials and thin film
processing techniques. Specifically, this chapter discusses nanomaterials and thin
film processing techniques, which have the potential to overcome the challenges
associated with conventional OPV cells. To address the problem (a), we incorporate
two novel nanomaterials (perovskites and metal-organic frameworks) to expand the
light collection in the near-infrared region of light. To address the problem (b), we
can precisely align the chromophores in a metal-organic framework platform. To
address problems (c) and (d), we can optimize optical path length and crystal-
thickness by using thin film deposition techniques. These approaches can potentially
lead to much higher efficiencies, based on the simultaneous resolution of the four
challenges hindering OPV performance.
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5.1.2 Chapter Direction and Outline

Nanomaterials and thin film processing techniques are critical to resolving the
current dilemma hindering OPVefficiency. Nanomaterials consist of interchangeable
components, allowing for synthetic and chemical tunability on the nanoscale. Thin
film processing techniques interface nanomaterials to industrially relevant supports,
which are critical for manufacturing photovoltaics.

Section 5.2 presents a chemical approach to expanding light harvesting using two
new classes of materials. These classes of materials include lead-halide perovskites
and metal-organic frameworks (MOFs). Lead-iodide perovskites (APbI3, A=mono-
valent cation) can be modified to improve light absorption in the near-infrared
region. Since MOFs are composed of both metal cations and organic linkers, their
framework can be synthetically or chemically modified to improve light harvesting
in deficient regions of the solar spectrum. Both modular nanomaterials provide
promise in enhancing the light collection ability of solar energy conversion schemes.

Section 5.3 provides another chemical route to enhance exciton splitting by
mimicking energy transport phenomena in plants. Given that energy migration in
natural photosynthesis occurs, in part, through highly ordered porphyrin-like pig-
ments (chlorophylls), crystalline MOFs assembled from photoactive components
may exhibit the same behavior. To do so, organic linkers have been used to build and
modify MOFs to study long-range Förster resonance energy transfer (FRET) mech-
anisms. By exploiting long-range, rather than short-range, energy transport in
nanostructures, the lifetime of excitons will increase.

Section 5.4 highlights several thin film processing techniques which allow for
deposition of nanomaterials. These techniques must produce ultrathin, low rough-
ness, and homogeneous coatings on industrially relevant substrates, such as silicon.
We discuss solid-liquid interface methods, such as layer-by-layer deposition, a
stepwise, automated liquid phase process for depositing nanomaterials into thin
coatings. Liquid-liquid interface methods will also be discussed. Air-liquid interface
methods are other facile approaches which produce films of subnanometer rough-
ness. An example is the Langmuir-Blodgett method, which assembles thin films by
dipping hydrophobic or hydrophilic components into a liquid subphase. These are
time-efficient and cost-effective processing techniques for deposition of nano-
materials, which are important for the fabrication of solar energy conversion devices.

Section 5.5 discusses the future outlook of these materials and techniques in
enhancing OPV performance.

5.2 Enhancing Light Absorption

5.2.1 Perovskites and Light Harvesting

Perovskites conform to the structure ABX3, in which the A and B cations are
coordinated with the X anions. The cations and anions of the perovskite structure
are modular. Since different monovalent cations (A+) can be used to construct
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perovskites, a range of optical properties can be obtained. This underscores the
versatility of perovskites to be integrated with high performing solar cells, enabling a
diversity of approaches for light-to-electricity conversion.

5.2.2 Single Organic Cation Perovskites

The most common perovskites solar cells contain methylammonium lead iodide
(CH3NH3PbI3). Though they contain methylammonium cation (MA+, H3CN

+(H3)),
formamidinium (FA+, +NH2 = C(H)-NH2 . . . I�) can replace the MA+. Conse-
quently, a redshifting of the absorbance occurs, attributed to the larger size and
stability of the FA+ compared to MA+ (Fig. 5.1) [1, 2]. This suggests that a broader
spectrum of visible light can potentially be converted from light to electricity in a
solar cell. The challenge with using formamidinium iodide (FA+ precursor) is that it
is more hygroscopic than methylammonium iodide (MA+ precursor), so the former
should be stored in an inert atmosphere.

5.2.3 Mixed Organic Cation Perovskites

Another modification to the perovskite structure is to include mixed cations. Pellet
et al. [3] reported such an approach by studying the optical properties of mixed
cation lead-based halide perovskites. Compared to unmixed cation perovskite, such
as methylammonium lead iodide (CH3NH3)PbI3, the mixed-cation lead iodide
perovskite (CH3NH3)0.8(HNCHNH3)0.2PbI3) exhibits a 20 nm red shift of the
absorbance onset upon addition of only 20 mol % of formamidinium iodide (FAI)
into the structure. As the FA+ concentration was increased, three effects were
observed: (1) the absorbance onset shifted to shorter wavelengths, (2) the absorbance
of the film decreased, and (3) no change in the band gap was detected. Pellet and

Fig. 5.1 UV-visible spectra of FAPbI3 films are redshifted from that of MAPbI3, due to differences
in cation structure
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coworkers optimized the MAI:FAI ratio of 4:1 or 3:2 (c/c) in the 2-propanol bath
solution for maximizing light absorption of the perovskite into the red while
maintaining the high absorption coefficient of (CH3NH3)PbI3. Another benefit of
formamidinium lead iodide is that it scatters light less strongly than
methylammonium lead iodide. Therefore, the former serves as a promising organic
cation to utilize in perovskite solar cells (Fig. 5.2).

5.2.4 Metal-Organic Frameworks (MOFs) and Sensitization

SinceMOFs can be assembled from a plethora of organic and inorganic building blocks,
the MOFs can exhibit a diverse range of optoelectronic properties. Consequently, they
can be integrated into a variety of energy conversion nanomaterials and systems [4–10].

There are examples of MOFs serving as (a) the sensitizer agent, which transfers
energy to a neighboring material [11–13], and (b) the material to be sensitized. Note
for the latter case, MOFs are generally synthesized with molecular chromophores
(struts) to optimize exciton migration. However, the more challenging issue is to
include struts that exhibit ideal absorption characteristics which overlap with the
solar spectrum. Therefore, ideal MOFs for functional harvesting of solar energy must
not only exhibit efficient exciton migration but also optimize solar absorption.

5.2.5 Molecular Chromophores as Sensitizers

To develop materials suitable for solar light absorption, MOF chemists have gener-
ally incorporated porphyrin struts [3, 14, 15]. These struts have demonstrated
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directional exciton migration over several tens of struts after the initial strut has been
excited. However, other than the Soret band region, porphyrins do not absorb
strongly in the regions aligned with the remainder of the solar spectrum. Therefore,

secondary chromophores, such as perylene diimides [H N HN

O O

O O

] and squaraine

derivatives [H3C
N

O–

O

CH2

CH2

N+

H3C ] must be installed into MOFs to account for the deficiency in
solar light absorption.

5.2.6 Chromophores Integrated as MOF Building Blocks

An alternative strategy to sensitizing porphyrin MOFs is to build the MOF with an
additional strut that absorbs in complementary regions of the solar spectrum. Lee and
coworkers reported such an approach by building an MOF with both boron

dipyrromethene (
N
H

N
+

N

FF

–
B

bodipy) and porphyrin struts (
R

R

RR
N HN

NH N ZnTCPP) [13]. The

bodipy absorbs in the green spectral region where the porphyrin absorbs only margin-
ally. Additionally, this study showed that energy absorbed by the bodipy struts was
efficiently (i.e., essentially quantitatively) transferred to the porphyrin struts. Thus, under
green illumination, strong emission from the porphyrin was observed, even though the
irradiation directly excited only bodipy. However, the longer length of the bodipy struts
in the vertical direction creates a larger spacing between porphyrins in the MOF. This
results in diminished lateral dipolar coupling between the porphyrins, decreasing the
efficiency of exciton migration.

5.2.7 MOFs as Sensitizers

To compensate for the loss in exciton migration efficiency, an alternative approach is
to mimic light-harvesting complexes in plants, such as carotenoids and reaction
centers. In other words, molecules of higher exciton energy can transfer energy to
those with lower exciton energy in an MOF structure [16].

5.3 Enhancing Exciton Splitting

5.3.1 Energy Transfer Mechanisms in MOFs

Since MOFs can self-assemble into ordered structures containing both donor (D) and
acceptor (A) chromophores (i.e., metalloporphyrins), MOFs serve as promising
platforms for monitoring the energy transport. For supramolecular systems
containing weakly coupled chromophores, the Förster and Dexter energy transfer
mechanisms best model the transfer of energy.
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In the Förster energy transfer mechanism (Eq. 5.1) [17], the rate of intermolecular
energy transfer (kEnT) between a fixed pair of molecules depends on the overlap
integral (OI) between the normalized emission spectrum of D and the normalized
absorption spectrum of A, and the exciton coupling constant (J, cm�1) between D
and A (arbitrary units).

kEnT ¼ 2π

ħ
J 2 OIð Þ (5:1)

The magnitude of J is related to the magnitude of the oscillator strength for
excitation to the lowest singlet excited state, the fluorescence quantum yield, the
separation distance (R, m) between the D and A moieties (J2 α 1

r6 for point dipoles),
and the angle between their transition dipoles.

Unlike Förster energy transfer which only applies to allowed transitions, the
Dexter energy transfer can occur when the spin state is not conserved. Another
difference is that Dexter transfer dominates over very short distances relative to those
for Förster transfer. Since Dexter energy transfer depends on electronic coupling and
orbital overlap of D and A, the rate of Dexter energy transfer tapers off with
increased R (Eq. 5.2) [18]:

kEnT ¼ 2π

ħ
K2e�2R=L OIð Þ (5:2)

In Eq. 5.2, L is the sum of the van der Waals radius (Å), and K is related to the
degree of electronic coupling at close contact between D and A. Others have
extensively observed Dexter transfer in ruthenium-based MOFs [1, 3, 5, 6, 19–29],
but we highlight only MOFs exhibiting Förster energy transfer in this chapter. There
are two main changes that have been demonstrated in the literature involving Förster
energy transfer: (a) electronic structure of organic linkers or (b) spatial variations in
the supramolecular structure.

5.3.2 Metalloporphyrins Facilitating Förster Energy Transfer

Commonly incorporated into MOFs, metalloporphyrins share structural and chro-
mophoric features of plant chlorophylls. Since metalloporphyrin linkers are synthet-
ically tunable, they can exhibit a wide range of light harvesting and energy transfer
capabilities [30–32].

Lee and colleagues utilized a metalloporphyrin-based MOF of the pillared
paddlewheel motif for one of the earliest energy transfer studies [13]. Built from
dinuclear zinc clusters as nodes, bodipy as the pillar, and zinc-based tetra-
carboxyphenyl porphyrin (TCPP) as the paddlewheel linker, the BOP MOF emitted
fluorescence upon excitation by red, blue, and green photons. Consequently, the
authors observed efficient energy transfer from the antenna pillar to the primary
chromophore linker (Fig. 5.3.). Despite the geometric orthogonality of its linkers,
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energy transfer occurred due to the slight deviation of their root-mean-square value
of the angle from 90�. To avoid ligand-to-metal charge transfer and resulting
quenching of struts, the authors incorporated Zn(II) as metal nodes. This seminal
work established that metalloporphyrin-based MOFs can be used as platforms for
studying energy transfer behavior.

Given that the criteria for energy transfer directionality were vaguely defined in a
metalloporphyrin-based MOF (DA-MOF), Patwardhan et al. [16] set out to investigate.
He increased the anisotropy of energy transfer by replacing the TCPP linkers with a
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Fig. 5.3 (a) Emission spectra of BOB and BOP MOFs took at 520 nm excitation. (b) Excitation
spectra of BOP and pyridine-treated BOP MOF monitored at 667 nm. Crystallographic illustration
of (c) BOB MOF and (d) BOP MOF. O = red spheres, Zn = yellow spheres, C = gray segment,
N = blue spheres, B = green spheres, F = white segment. (Reproduced from Ref. [33] with
permission from the American Chemical Society)
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longer pyrene-based linker (TA-Py). This small modification increased lengths in the
AB-, AC-, and AD-directions but not the AE-direction (Fig. 5.4) of the MOF. Impor-
tantly, the exciton transfer rates reduce by 60% in the AB-direction but remain the same
in the AE direction when TA-Py is utilized. By spatial modifying the MOF, the
anisotropy of energy transfer increased. This improves transport of excitons in planar
structures, relevant for solar energy conversion devices.

a–1

Side

Side

b–1 Top b–2

F-MOF

DA-MOF

Top a–2

Fig. 5.4 Capped stick representations of the crystal structure of F-MOF (a-2) and DA-MOF (b-2)
with arrows indicating the four energy transfer directions from A to B, C, D, and E between nearest
neighboring porphyrin blocks. (Reproduced from Ref. [34] with permission from the American
Chemical Society)
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5.3.3 Perylene Diimides Facilitating Förster Energy Transfer

Compounds built from perylene diimides (PDI) have been prominent acceptor
components in solar energy conversion applications. This is partly attributed to
their large electron affinities and high electron mobilities [35, 36]. By simply altering
substituents at the perylene bay position (Fig. 5.5), the electronic and optical
properties change [33, 37].

Since the linkers in MOFs are readily tunable, they can be optimized for long-
range energy transfer. Having high spectral overlap between the emission of the
donor and the absorption of the acceptor, the exciton can migrate efficiently from the
bluest to the reddest absorber. This results in exclusive emission from the red
absorbing organic linker in the MOF. By positioning chromophores within a distance
that matches the exciton propagation length, complete energy transfer occurs. In
other words, if the exciton needs to hop a farther distance, inefficient energy transfer
occurs. Therefore, MOFs are viable candidates for investigating the nuances of long-
range energy transfer.

Park, So, and colleagues [38] demonstrated that long-range energy transfer can
occur in MOFs built from linkers arranged in an energy cascade manner. These
structures were assembled from three chromophores: two PDI derivatives and one
redder absorbing dye (S1). By synthetically modifying the PDIs, they produced
chromophores with wide visible light absorption from 350 to 750 nm. Importantly,
the synthetic changes of the PDIs resulted in high spectral overlap and directional
energy transfer through energy cascade among the three chromophores. When the
two PDIs and S1 were incorporated into thin films, the authors achieved film
thicknesses on the order of the Förster radius and observed anisotropic energy
transfer from a blue to a red absorber in the multicomponent MOF films. These
findings are critical for not only enhancing light harvesting but exciton migration of
MOF-based solar energy conversion applications.
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5.4 Enhancing Charge Separation and Collection

5.4.1 Importance of Processing Techniques to Improve
Morphology

The morphology (e.g., grain size, crystal density, uniformity, thickness) of thin film
layers is intimately correlated to the charge separation and collection of energy
conversion devices. Ultimately, the efficiency of the resulting solar cell device is
affected. To facilitate the formation of thin film layers, one must consider suitable
processing techniques. Among the most promising deposition techniques for con-
trolling the film thickness and uniformity are liquid-solid interface methods, liquid-
liquid methods, air-liquid interface methods.

5.4.2 Liquid-Solid Interface Methods

The liquid-solid interface methods hold much potential for film formation. One such
method is called the layer-by-layer (LBL) method, which affords control over film
thicknesses with molecular layer precision [39, 40]. Briefly, the LBL method
involves a step-by-step growth method that consists of sequentially flowing solu-
tions of the metal precursor (M2+) and organic linker over a solid substrate with
solvent washing steps between cycles (Fig. 5.6). During the deposition process,
linkers exchange at the interface between the solid and liquid phases, allowing the
metal ions to bind to linker groups at the surface and vice versa.

However, the growth mechanism of the layer-by-layer method is poorly under-
stood. One way to elucidate its growth process is to quantify each growth step using
an accurate time-resolved tool, such as a quartz crystal microbalance (QCM). In
QCM, a mechanical shear oscillation can be induced by an alternating electric field.
Therefore, as molecules adsorb onto the electrodes (e.g., metals, metal oxides), the
oscillation frequency of the quartz crystal decreases, allowing in situ monitoring of
the deposition kinetics. For rigid films, the Sauerbrey equation is often used to
correlate the observed frequency shifts to deposited mass:

NUCLEATION

+ Cu2(OAc)4

I - surface OH groups

+ H3btc + Cu2(OAc)4
+ Cu2(OAc)4

+ H3btc

n cycles

FILM GROWTH

[111]

- AcOHk0 k1 k2

Fig. 5.6 Proposed model for stepwise growth of MOF membranes via nucleation and growth on
oxide surfaces. The atoms are shown as follows: Cu = green, O = red, and C = gray. (Reproduced
with permission from Ref. [39] from the Royal Society of Chemistry)
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whereΔm is the change in mass (g), A is the surface area of the resonator (cm2), ρ and G
are the density (g/cm2) and shear modulus (Pa) of quartz, fois the resonance frequency of
the unloaded resonator (Hz), and Δf is the change in resonance frequency (Hz). The
QCM can monitor mass changes corresponding to submonolayer film thicknesses up to
several microns, so QCM can be coupled to the layer-by-layer system (Fig. 5.7) to
monitor nanomaterial growth in situ [40]. Sources of error will be minimized by strict
temperature control, paying careful attention to the QCM crystal surface functiona-
lization, growing relatively thin coatings of rigid films, and optimizing the flow rates
used during deposition to minimize instrument noise.

To fully harness the potential of the layer-by-layer method, the reaction condi-
tions for each MOF film need to be carefully selected. Automating the layer-by-layer
method enables scientists to test a variety of concentrations of metal and linker
solutions and reaction timing of each deposition step. Further, a range of different
pre-treatments of the substrate (e.g., self-assembled monolayers, pre-soaking in
precursor solution) can be tested to determine optimal growth of MOF film. To
process MOFs into films, conditions cannot be generalized and must be determined
on a case-by-case basis.

Fig. 5.7 Schematic diagram for QCM setup interfaced with layer-by-layer (LBL) deposition
system. Computers control the motion of peristaltic pumps, which controls the introduction of
each metal and linker precursor in a step-by-step process to form the thin membranes in a flow cell.
Rinsing steps separate each deposition step to remove unreacted precursors from the flow cell,
located inside the temperature-controlled QCM. (Reproduced from Ref. [39] with permission from
the Royal Society of Chemistry)
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5.4.3 Liquid-Liquid Interface Methods

Liquid-liquid interface method is another way to fabricate a film between two
interfaces. Langmuir-Blodgett (LB) technique is one example of a liquid-liquid
interface method. Sathaye and colleagues applied the LB technique to fabricate
cadmium sulfide film using a 10�5 M cadmium carbonate solution in double-
distilled water, an aqueous subphase, and a 10�6 M solution of carbon disulfide
(or other sources of sulfide ion) in carbon tetrachloride to form a thin membrane
interface (Fig. 5.8) [41]. Though LB technique and other liquid-liquid interface
methods appear to be straightforward, there are a few criteria that need to be
considered, such as changes in the concentration of reagents, reaction temperature
and time. Several studies have found that these factors can contribute to the type of
products, particle size, thickness, and film coverage.

Barrier

Aqueous subphase

Interface formation

Lateral compression
of the film

Substrate

A

B

C

Transfer of film on substrate
by LB method. A, B and C.

Fig. 5.8 Schematic of the LB technique. (Reproduced from Ref. [42] with permission from the
American Chemical Society)
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The effect of concentrations on the form of the product can be seen in the research
from Zhu and colleagues. They investigated 16 different precursor concentrations
ranging from 0.025 to 0.4 mol/L with 0.025 mol/L increment and 8 different catalyst
solution concentrations ranging from 6.25 to 50 wt% triethylamine (TEA, C6H15N)
in hexane (C6H14) with 6.25% increment. Figure 5.9 shows three different shapes,
diamond, triangle, and square, which represent the types of the products [41]. The
concentration of metal precursor and the reducing agent is also found in the research
conducted by Rao and colleagues. As the concentration of the metal precursor
increased, they observed the increase in the number of the particles in nanocrystal-
line films as well as the thickness of the films [44]. On the other hand, when the
concentration of the reducing agent was increased, less uniform films were fabri-
cated (Fig. 5.10). The metal precursor and reducing agent are chloro(tri-
phenylphosphine)gold(I) [Au(PPh3)Cl] in toluene (C7H8) and tetrakis-
hydroxymethyl phosphonium chloride (THPC, [P(CH2OH)4]Cl]) in sodium hydrox-
ide (NaOH), respectively. The transmission electron micrographs (TEM) in Fig. 5.11
show more uniform films since they had lower concentrations of reducing
agent [45].

Reaction temperatures are another significant factor for film morphology. Fig-
ure 5.11 shows TEM of nanocrystalline Au films fabricated at four different reaction
temperatures. The increase in temperature results in the increase of the mean
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Fig. 5.9 Three different types of formation of the product depending on the concentration of two
liquids; only membrane formation (diamonds), only particles formation (squares), both membrane
and particles (triangles). (Reproduced from Ref. [41] with permission from the American Chemical
Society)
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diameters of the nanocrystals while the interparticle separation is nearly consistent.
In addition, X-ray diffraction (XRD) patterns showed the growth of (111) peak,
which suggests the increase in the particle size (Fig. 5.12) [44]. The effect of
changing the temperature on film morphology was observed through scanning
electron micrographs (SEM) as well. As Fig. 5.13 shows, the films fabricated at
30 �C had more holes and cracks, compared to those fabricated at 60 �C [45].

Reaction times can also contribute to the morphology of films. Rao and col-
leagues observed the increase in the film coverage with longer reaction time.
Figure 5.14 shows that films made after 3, 6, and 9 h of contact time can be compared
to films in Fig. 5.11, which reacted for 24 h [45]. In fact, a reaction time also
contributes to the change in the diameter and thickness of the [cadmium sulfide] CdS
films. Stansfield and colleagues found that the reaction time played an important role
in diameter. The trend showed the growth of a diameter with the increase in the time.
It showed a significant change with reaction time up to 5.2 h and a slight change up
to 15 h. After 15 h, there were no changes observed [46]. The effect of reaction time
on a thickness of the films is shown in Fig. 5.15b. The trend showed that a thickness
of the films grew with an increase of the reaction time. It showed an even sharper
change in the range from 4.5 to 5.0 h [46].

Varying these factors result in different configurations of nanocrystalline films.
Changes in concentration can form three types of products: only membrane, only
particles, and both membrane and particles. It also influenced the thickness of the
films. In addition, changes in reaction temperature can differ the particle size of the
film. Changes in reaction time made a difference in the film coverage, diameter, and
thickness of the films.

Fig. 5.10 TEM images of Au films when the concentration of reducing agent, THPC, was
increased from 330 μL to (a) 660 and (b) 1200 μL. Bar graphs indicate the particle size distribution.
(Reproduced from Ref. [43] with permission from the American Chemical Society)
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Fig. 5.12 XRD patterns of
nanocrystalline Au films with
different reaction
temperatures. (Reproduced
from Ref. [44] with
permission from the American
Chemical Society)

Fig. 5.11 TEM of nanocrystalline Au films with four different reaction temperatures: (a) 30, (b)
45, (c) 60, and (d) 75 �C. Bar graphs indicate the particle size distribution. The scale bars are 50 nm.
The image in the middle shows an individual particle. (Reproduced from Ref. [43] with permission
from the American Chemical Society)
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5.4.4 Air-Liquid Interface Methods

For materials to be utilized in energy conversions devices, they must be processed
into thin films. Ideally, these materials should share structural and electrical similar-
ities to that of graphene. Several MOFs have been synthesized and exhibit desirable
graphene-like properties. One MOF in particular, Ni3(2,3,6,7,10,11-hexa-iminotri-
phenylenesemiquinonate)2 or Ni3(HITP)2 (Fig. 5.16a), is an attractive candidate, due
to its fully conjugated pi-system. This results in a high conductivity and low thermal
conductivity, which are attractive for use in electronic devices. Sheberla and col-
leagues synthesized identified Ni3(HITP)2 as one of the most conductive MOFs. In
fact, its film yields 40 S/cm – the highest conductivities achieved for this class of
materials (Fig. 5.16b) [47].

Although Sheberla and colleagues were successful in depositing a film, the
material was far too rough and thick for more efficient solar cell applications. Wu
et al. successfully deposited Ni3(HITP)2 MOF into a film, via growth at an air-liquid
interface (Fig. 5.17). The procedure entails mixing the metal and organic reactants
together in a beaker until thin films form at the air-liquid interface. At that point, a
stamp with a substrate lifts the membrane from the interface. The MOF membrane
was composed of thin and ultra-smooth nanolayers, as observed by the scanning
electron microscopy (SEM) images in Fig. 5.18. This procedure allowed the MOF to
be incorporated and tested as a field effect transistor (FET). Like the sample prepared
by Sheberla, the film had a conductivity of 40 S/cm at room temperature [50].

However, the deposition of the film using these stamping techniques is not
straightforward and complicated by experimental conditions. These include the
base used to deprotonate the linker, the concentration of species, and the timing to
start and end stamping [51]. For instance, Wu and his colleagues used the base in
excess to catalyze the reaction. The base deprotonates the nitrogen and makes it
more nucleophilic for the reaction with the Ni2+ cation. In unpublished work, So and
colleagues studied the effects of replacing the original base (ethylamine, C2H7N)
with butylamine (C4H11N) and octylamine (C8H19N). Just like ethylamine,

Fig. 5.13 SEM images of nanocrystalline Au films at two different temperature: (a) 30 and (b)
60 �C. (Reproduced from Ref. [45] with permission from the American Chemical Society)
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butylamine was able to form the Ni3(HITP)2 MOF films at 60 �C, but octylamine had
a very little reaction with the linker. The pKa values of triethyl- [-(CH2CH3)3],
tributyl- [CH3(CH2)3O]3, and triethylamine [C6H15N] are 10.78, 10.89, and 10.08,
respectively. Although it is not substantial, octylamine is less nucleophilic than the

Fig. 5.14 TEM images of Au
films with different reaction
time; (a) 3, (b) 6, and (c) 9 h.
(Reproduced from Ref. [45]
with permission from the
American Chemical Society)
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other two amines and far more sterically hindered. This makes the lone pair of
electrons less readily available to react as compared to the other two amines.

The concentration of the reactants – nickel cation and organic linker – must also
be sufficient to react with one another to form the desired MOF. If concentrations are
too low, the reactants do not react in a timely manner to form a film at the surface. At
higher concentrations, a thicker, more viscous film forms at the air-liquid interface.
In a work by Rao, increasing the concentration of the gold metal increased the
number of crystals and film thickness of the film [45]. This concentration is key for
the synthesis of Ni3(HITP)2 films, since controlling the concentration to favor the
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Fig. 5.15 The influence of reaction time in (a) diameter and (b) thickness of particles in CdS films.
(Reproduced from Ref. [46] with permission from the American Chemical Society)

Fig. 5.16 (a) The conjugated structure of the Ni3(HITP)2 endows the MOF material with high
conductivities. (b) Resulting MOF shows that conductivity increases with temperature.
(Reproduced from Ref. [47] with permission from the American Chemical Society)

5 Strategies for Improving Solar Energy Conversion: Nanostructured Materials. . . 129



formation of ultrathin films is essential for the transistor to function without causing
device problems, such as short-circuiting. Another paper by Lu et al. found consis-
tent results during the synthesis of zinc-based films via a liquid-liquid interface.
When the reactants are in relatively low concentrations during the reaction, the
material does not form a film and instead sinks to the bottom of the reaction vessel.
At high concentrations, the resulting film is thicker and more viscous, which, as seen
in work by Wu, is not ideal for an ultrathin film for FET applications [49]. The
conditions necessary for liquid-liquid interface methods should be similar to that of

Fig. 5.17 Stamping method for film formation on a silicon substrate. (Reproduced from Ref. [49]
with permission from the American Chemical Society)

Fig. 5.18 SEM images of (a) bottom-surface of freestanding Ni3(HITP)2 membrane, showing
highly uniform surface and the (b) cross section of Ni3(HITP)2–based FET. (Reproduced from Ref.
[49] with permission from the American Chemical Society)
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the air-liquid interface methods. The concentration must be optimized and be able to
form a film within a reasonable amount of time that exhibits the desired thickness.

The temperature must also be regulated for proper film growth and suitable
reaction time. The temperature must be high enough to quickly form the MOF. If
the reaction proceeds too quickly, however, the film is disrupted by the formation of
clumps before the stamping can occur. Therefore, an ultra smooth film will not be
deposited on the substrate. The temperature must also be low enough to allow time
for stamping and ideal film deposition onto the substrate. In contrast, if the temper-
ature is too low, the MOF is unable to form a sufficient film at the air-liquid interface
and is less likely to physisorbed to the surface of the substrate. Rao and colleagues
demonstrated that the liquid-liquid interface growth of Au film depends on the
temperature during synthesis. In fact, the temperature influences the diameter of
the nanocrystals. Furthermore, temperatures of 30, 45, 60, and 75 �C formed
nanocrystals with diameters of 7, 10, 12, and 15 nm, respectively [45]. When applied
to the Ni3(HITP)2 material, it is important to control the crystal size to ensure that the
films possess a smooth and uniform surface. This limits grain boundaries, which
optimizes conductivity.

To improve reproducibility of films, automating the process will minimize the
multiple sources of error. Wu et al. observed that the thickness of the film can be
determined by reaction time, but human error in timing may cause irreproducibility
under the same reaction conditions [49]. Automation of the process, such as in the
layer-by-layer synthesis method, can improve such efforts. The optimization of
Ni3(HITP)2 MOF synthesis via air-liquid interfacial film growth can be transferrable
to other MOFs. Ultimately, we can construct a more generalized synthetic procedure
and allow for more direct comparisons among other MOF film candidates.

5.5 Conclusions

Enhancing the performance of photovoltaics by incorporating novel materials and
processing techniques presents different sets of challenges. Perovskites and MOFs
have drawbacks that must be overcome before incorporating them into conversion
schemes. Solid-liquid, liquid-liquid, and air-liquid interface methods still need to be
optimized to make ultrathin, homogeneous, and low roughness coatings.

To resolve issues involving the first step (light harvesting), we can improve the
absorption features of perovskites and MOFs to better align with that of the solar
spectrum. For perovskites, varying single and mixed cations and their ratios can
dramatically redshift their absorption features into the near-infrared region. For
MOFs, modifying chromophoric linkers to absorb more of visible light and near-
infrared regions will be critical. Alternatively, this can be done by sensitizing MOFs
with secondary chromophores or quantum dots. However, a monolayer or less of
sensitizer materials on the planar surface of anMOF does not have enough extinction
to produce a significant increase in solar absorption efficiency. To overcome this
issue, we can embed additional chromophores into the pores of MOFs without
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impacting electronic coupling between the struts that support exciton flow. For either
perovskites or MOFs, if the thickness of the materials exceeds the exciton transport
length, some excitons will not be captured and the quantum efficiency of the
perovskites or MOF in a solar cell device will suffer.

To resolve the challenges of the second step (exciton separation), we need to
optimize the parameters of the Förster energy transfer rate. This includes but is not
limited to chromophore and framework symmetry, fluorescence quantum yield,
chromophore oscillator strength, and others. Since exciton transport is diffusive,
we would require the construction of chromophore cascades to improve direction-
ality of exciton transport. This must all be done without compensating for the
structural integrity and increasing defect site density within MOFs.

To resolve problems related to the third (charge transport) and fourth (charge
collection) steps, we need to improve film processing techniques. Ideally, once an
exciton has reached its intended destination, they should participate in interfacial
electron or hole transfer to a proximal electrode. However, holes or electrons
often recombine, reducing charge collection efficiency, due to the presence of
defects in the bulk film. Additional investigations are required to elucidate crystal
growth dependence on temperature, annealing times, and annealing temperatures
[51]. For MOF materials to be sandwiched between electrodes, the MOF orien-
tation must be optimized to facilitate the anisotropic flow of energy and charges
to the electrodes. Further, interfacial charge transfer will need to be understood
and optimized. The ties between the diversity of fabrication approaches and
resulting film morphology and optoelectronic and performance properties must
be simultaneously understood and optimized before we can make advancements.
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Abstract
Currently the energy harvesting by photoelectric conversion has been efficiently
used in energy economics and renewable energy area. The development of solar
cell technology is started from the first-generation silicon solar cell to the
emerging fourth-generation “inorganics-in-organic” solar cell. Various solar
absorber compounds have been used for solar cell manufacturing such as
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cadmium telluride (CdTe), copper indium gallium selenide (Cu2InGaS4, CIGS),
copper indium gallium sulfur selenide (CIGSSe), copper zinc tin sulfide kesterite
(Cu2ZnSnS4, CZTS), and copper zinc tin sulfide selenide (CZTSSe). These
compounds have conversion efficiencies with some advantages and drawbacks.
To overcome the drawbacks and achieve higher conversion efficiency, the efforts
have been devoted. With some physical and chemical parametric changes,
researchers have got better results in the last 10 years. In the present chapter,
research and development on the Cu2ZnSnS4 thin film in the request of high-
efficiency solar cells is discussed. The effect of various structural and composi-
tional changes in the CZTS; different buffer layers such as cadmium sulfide
(CdS), copper sulfide (CuS), zinc sulfide (ZnS), Indium(III) sulfide (In2S3),
hybrid Indium(III) sulfide/cadmium sulfide (In2S3/CdS), etc. with interfaces
doping into the host material of silver (Ag), sodium (Na), antimony (Sb), etc.;
partial substitution of the elements from the host by cadmium (Cd) and selenium
(Se); different synthesis; and post-treatments are thoroughly studied. Further,
some challenges regarding improving the conversion efficiency of copper zinc
tin sulfide (CZTS) solar cells and the future of the solar cell application are
discussed.

6.1 Introduction

Global demand for energy is increasing by the hour as developing countries move
toward industrialization. Experts estimate that by the year 2050, worldwide
demand for electricity may reach 30 terawatts (TW). Today solar energy provides
only about 1% of the world’s electricity. Electricity is the best flexible and
suitable form of energy. But, electricity is not the primary stage of energy. It
can be generated by other energy sources like coal, oil, natural gases, hydrody-
namical, geothermal, solar, wind, ocean-tidal, biomass, nuclear, fuel cells, etc.
The critical challenge is making it less expensive to convert photo-energy into
usable electrical energy. The electricity requirement of the world is greater than
1012 KWh every year. As shown in the Fig. 6.1 [1], the energy demand is rising
every day as there are industrialization and civilization.

Currently it is very essential to discover the materials that absorb sunlight and
convert into electricity efficiently should available abundant and cost- effective in
environment to fabricate into solar devices. Researchers from around the world are
working to develop solar cell technologies that are efficient and affordable. As per
our energy necessity, amount of energy must be produced every year by all the
possible ways and complete the need. Out of the total generated electrical energy,
about 75% of energy is generated every year by the nonrenewable energy sources,
Fig. 6.2 [2].

The goal is to bring the installation cost of solar electricity below a certain limit
per watt. Several companies and universities are investigating ways to make thin-
film solar cells using materials that are abundant in nature and nontoxic. To develop
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solar cells that are reliable, highly efficient at converting sunlight to electricity, and
inexpensive to manufacture, researchers have identified two materials that have great
potential as solar absorbers: pyrite, better known as fool’s gold because of its
metallic luster, and copper-zinc-tin-sulfide (CZTS).

1990 1995 2000 2005 2010 2015
0

3

6

9

12

15

18

21

24

El
ec

tr
ic

ity
 E

ne
rg

y 
×1

012
 (K

W
h)

 

Year

Total Energy Generation
Total Energy Consumption

Fig. 6.1 Simple bar representation of energy generation and utilization in every year [2]

2004 2006 2008 2010 2012 2014
0

5

10

15

20

25

y 
×

grenE
yticirtcelE

10
12

)h
W

K(

Year

Total Generation
Nonrenewable Generation

Fig. 6.2 Nonrenewable energy generation out of total energy generation per year [3]

6 The Recent Research and Growth in Energy Efficiency in. . . 139



6.1.1 Seeking the Ideal Material

Today’s commercial solar cells are made from one of three materials: silicon (Si),
cadmium telluride (CdTe), and copper-indium-gallium-selenide (CIGS). Each has
strengths and weaknesses. Silicon solar cells are highly efficient, theoretically
converting up to 48% of the sunlight that falls on them into electricity, and very
durable. The theoretical efficiencies versus band gap are plotted in Fig. 6.3 [3]. As
expected, efficiencies are low for high band gaps since few electron-hole pairs are
created and decrease with lower band gaps due to wasted excess photon energy. Also
indicated in Fig. 6.3 is the location of several different materials on the efficiency
curve, providing a basis for comparison between different photovoltaic candidates.

Silicon solar cells – often referred to as first-generation solar cells – are used in the
panels that have become familiar sights on rooftops. Thin film solar cells are made
by putting a thin layer of solar absorbent material over a substrate, such as glass or
plastic, which typically are flexible and less expensive than crystalline solar cells
made from silicon. It is not possible to coat crystalline silicon on a flexible substrate,
so we need a different material to use as a solar absorber. Although thin-film solar
technology is improving rapidly, some of the materials in today’s thin film solar cells
are scarce or hazardous. For example, the cadmium in CdTe is highly toxic to all
living things and is known to cause cancer in humans. Cadmium telluride can
separate into cadmium and tellurium at high temperatures (e.g., in a laboratory or
house fire), posing a serious inhalation risk.

Copper-zinc-tin-sulfide (CZTS) thin film solar cell is a reliable option because
they are nontoxic and very inexpensive. CZTS costs about 0.005 cents per watt, and
pyrite costs a mere 0.000002 cents per watt (https://www.weforum.org/agenda/2016/
05/a-cheaper-future-for-solar-cell-technology). They also are among the most abundant
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materials in the Earth’s crust and absorb the visible spectrum of sunlight efficiently.
These films can be as thin as 1/1000th of a millimeter. So far, however, CZTS solar cells
are relatively inefficient: they convert less than 13% of the sunlight that falls upon them
to electricity, compared to 20% for more expensive CIGS solar cells. The CZTS solar
cells have the potential to be 30% efficient. The main challenges are (1) synthesizing
high-quality CZTS thin film without any traces of impurities and (2) finding a suitable
material for the “buffer” layer underneath it, which helps to collect the electric charges
that sunlight creates in the absorber layer. Our lab has produced a CZTS thin film with
7% efficiency; we hope to approach 15% efficiency soon by synthesizing high-quality
CZTS layers and finding suitable buffer layers.

6.2 The Sun: An Energy Source

The distribution of solar radiation as a function of the wavelength is called the
solar spectrum, which consists of an uninterrupted emission with some super-
imposed line structures shown in Fig. 6.4 [4, 5]. From the figure, it is cleared that
the measured spectrum does not exactly follow the blackbody curve. The solar
spectrum at the top of the atmosphere (yellow colored spectra) is approximately
equivalent to the blackbody emission spectrum at 5250 �C (Blackline spectra).

There is close fitting of the solar radiation with the blackbody radiation at
5250 �C in the visible and infrared regions, but in terms of the equivalent black-
body temperature of the Sun, the ultraviolet (UV) region (<400 nm) of solar
radiation deviates greatly from the visible and infrared regions. The amount of
solar energy received by the Earth in 1 h is more than the yearly world energy
consumption and interruption distribution is nonuniform [6–8]. The numbers of

Fig. 6.4 The solar spectrum [4, 5]
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deviations or breaks in the solar radiation are observed on the Earth at sea level,
Fig. 6.2 (red colored spectra). These deviations or breaks are mainly due to the
absorption of the radiations by various molecules in the atmosphere such as water
vapor (H2O), carbon dioxide (CO2), laughing gas (nitrogen dioxide, NO2), meth-
ane (CH4), fluorinated hydrocarbons, as well as dust (carbon clusters), oxygen
(O2), ozone (O3), etc. [9]. Also, the atmospheric scattering plays a vital role in
removing higher frequencies from direct sunlight and scattering about the sky
[10]. Absorption is rising with the length of the route over the atmosphere and
therefore with the mass of the air through which the radiation permits. The path
length (l ) through the atmosphere and solar radiations strikes at an angle (α)
relative to the normal to the earth’s surface is given by [11]:

l ¼ l0
cosα

(6:1)

where l0 is the thickness of the atmosphere and the ratio l ∕ l0 is called the air-mass
coefficient. The spectrum outside the atmosphere is nominated by AM0 and that on
the surface of the Earth for normal incidence by AM1. A typical spectrum for
moderate weathers is AM1.5, which corresponds to an angle of incidence of solar
radiation of 48� relative to the surface normal. While in summer AM number for
mid-latitudes during midday is less than 1.5, larger numbers apply to the morning
and evening and at other times of the year. Therefore, AM1.5 (~1000W/m2) is useful
to characterize the complete annual average for mid-latitudes [11].

6.3 Solar Energy Conservation

Solar energy can be directly or indirectly transformed into electricity by resources of
numerous techniques [4–12], of which, concentrated solar power (CSP) with its many
arrangements and solar photovoltaic (PV) with a diversity of materials can harvest
significant amounts of electricity. A photovoltaic cell is an electrical device that changes
the energy of sunlight directly into electricity by the photovoltaic effect, which is a
physical and chemical phenomenon and whose electrical characteristics, such as
current, voltage, or resistance, vary when exposed to light. Numerous techniques
have been inspected for the transformation of light into electrical energy, with the
semiconductors that absorb light in the visible region being the most effective when
exposed to photons with energies beyond optical band gap. Depending upon the
progress in the technology, solar cells are classified into four generations [13]. Origi-
nally, the solar cells are divided on the basis of cost and conversion efficiency as high
cost/high efficiency (first generation), low cost/low efficiency (second generation), low
cost/high efficiency (third generation) and The fourth generation (4G) which combines
the low cost/flexibility of polymer thin films with the stability of novel inorganic
nanostructure materials used as shown by M. A. Green, Fig. 6.5 [13].
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As we know, silicon-based solar cells such as monocrystalline silicon (m-Si),
polycrystalline silicon (p-Si), amorphous silicon (a-Si) solar cells, etc. have better
photoelectric energy conversion efficiency and moderate stability. But as far as the
cost of production is concerned, silicon-based solar cells are very costly; so the
power conversion per unit currency is low. Also, the earlier discovered tandem solar
cells (TSC), dye-sensitized solar cells (DSSC), organic solar cells, quantum dot solar
cells (QDSC), etc. are comparatively cost effective and have moderate conversion
efficiency, but those solar cells have sealing problems and degrade due to temper-
ature, ultraviolet light, humidity, etc. Thus, silicon-based solar cells and the third-
generation solar cells such as tandem solar cells (TSC), dye-sensitized solar cells
(DSSC), organic solar cells, quantum dot solar cells (QDSC), etc. are not suitable to
use these days. Thin film solar cells from second generation have the promising
advantage of low cost and quite low but moderately better energy conversion
efficiency. Some of the thin film solar cells contain toxic and rare elements like
cadmium, indium, tellurium, gallium, etc., which are costly and harmful. Copper-
zinc-tin-sulfide (CZTS) is one of the effective compounds that contain earth abun-
dant and economically low-cost materials with high stability [14]. The reports on the
progress inefficiencies of the solar cells are tabulated [15]. Maximum energy con-
version efficiency (12.6%) of the CZTS thin film solar cell was recorded by the
International Business Machine (IBM) group on 0.42 cm2 substrate in 2013 with
partial replacement of sulfur by selenium [16]. The University of New South Wales
(UNSW) research group recently achieved a 7.6% photoelectric conversion effi-
ciency for 1 cm2 CZTS thin film solar cell [17].
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6.4 Cu2ZnSnS4 (CZTS) as an Absorber Material

Copper zinc tin sulfide (Cu2ZnSnS4, CZTS) is a four-material compound that contains
copper, zinc, tin, and sulfur. Basically, it has two crystallographic phases: one is stannite
and the other is kesterite. Stannite is Zn-poor or zinc replaced by iron also called as
ferrokesterite or stannite. Stannite is from the space group I� 42 m with tetragonal
crystal system. Kesterite structured CZTS (space group I� 4) is Zn-rich and involves of a
cubic close-packed (CCP) array of sulfur atoms, with metal atoms occupying one-half of
the tetrahedral sites. Figure 6.6 gives a clear view of the kesterite crystal structures.
Schäfer and Nitsche in 1974 synthesized, studied, and showed that the CZTS had a
sphalerite-like crystal structure with c/a (ratio of lattice parameter) being close to
2 (a= 5.43 Å, c= 10.83 Å), used frequently to determine CZTS phase in the literature
[18]. Study, computation, and simulation of disorders and defects of the quaternary
compounds are quite difficult. A consequence of the many components of the material is
an increase in the number of possible lattice defects, with concern for cation
disorder [19].

During the deposition of CZTS, vacancies – VCu, VZn, VSn, and VS; antisite
defects – CuZn, ZnCu, CuSn, SnCu, ZnSn, and tin-zinc (SnZn); and intrinsic defects –
Cui, Zni, and Sni – are possible. Kesterite copper zinc tin sulfide (Cu2ZnSnS4)
semiconductor is the p-type due to the copper atoms occupies the locations of zinc
atoms, which are from the CuZn antisite defect. The computational mapping of
disordered CZTS using first principles quantum mechanics joint with Monte Carlo
simulations of Cu and Zn chemical potentials by Yu et al. [20, 21]. Singh et al.
studied the shape-controlled transformation from meta-stable wurtzite copper zinc
tin sulfide selenium (CZTSSe) nanocrystals into highly stable zincblende phases
which was achieved through a solution treatment, while conversion from wurtzite
nanocrystals into kesterite grains was accomplished by direct annealing [22]. Single-
phase CZTS crystals can be formed in a very restricted region in the equilibrium
diagram of Cu2S-ZnS-SnS2 system shown in Fig. 6.7 [23]. In the other regions of the

Fig. 6.6 The stannite and
kesterite crystal structures
single crystal [18]. (Copy@
Elsevier 2019)
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same diagram, the secondary phases, like binary, ternary, and quaternary for copper /
tin sulfides with or without zinc such as Cu2S, CuS2, SnS, SnS2, Sn2S3, CuxSny,
Cu2SnS3, Cu2ZnSn3S8 [24–31]. Malebra et al. investigated the blistering of the
CZTS thin films synthesized via co-sputtering by sputtering parameters [32]. The
delimitation occurred at the CZTS/substrate interface after the annealing as shown in
Fig. 6.8.

The blistering occurred mainly due to the relief of compressive stressor on the
formation of over-pressurized trapped gas bubbles. The analysis shows that increas-
ing the sputtering pressure decreases both compressive stress in precursors and
blistering extent in the CZTS film. A theoretically determined optical band gap of
stoichiometric kesterite structured CZTS is 1.50 eV [33]. Experimentally, the band
gap of CZTS varies from 1.4 to 1.5 eV by deposition parameters and method to
method [34–37].

Absorption coefficient is a very important parameter of the solar cell, and absorption
coefficient of CZTS is more than 104 cm�1 [38–40].Wei et al. experimentally controlled
the band gap of CZTS nanocrystals’ incorporation of selenium, and it is also theoret-
ically proved [41] revealing a parabolic nature as shown in Fig. 6.9.

The band gap initially decreased with the increase in Se/(S + Se) ratio up to 0.55
(eV) and then increased with the increase in Se/(S + Se) ratio. They found a band gap
of CZTS nanocrystal.

6.5 Topical Research and Development in the CZTS Thin Film
in the Application of Solar Cells

Every year, scanty research papers are published on the CZTS material, and several
techniques are used to synthesize CZTS thin films such as chemical vapor deposition,
chemical bath deposition, chemical spray pyrolysis, electrochemical deposition,

Fig. 6.7 Equilibrium
diagram of Cu2S-ZnS-SnS2
[23]. (Copy@ Elsevier 2019)

6 The Recent Research and Growth in Energy Efficiency in. . . 145



10
0 0

–1
00

–2
00

–3
00

–4
00

2x
10

–3
4x

10
–3

6x
10

–3
8x

10
–3

sp
ut

te
rin

g 
pr

es
su

re
 (m

ba
r)

on
 S

i

compressivetensile

on
 M

o/
Si

on
 S

LG

R
es

id
ua

l s
tr

es
s 

in
 C

u-
Sn

-Z
n-

S
co

-s
pu

tte
re

d 
pr

ec
ur

so
r

Ex
te

nt
 o

f b
lis

te
rin

g
in

 C
u 2Z

nS
nS

4

B
lis

te
rin

g 
an

al
ys

is

residual stress (σ) (MPa)

1x
10

–2
1x

10
–2

Incre
as

ing
 

Fi
g
.6

.8
T
he

de
la
m
in
at
io
n
oc
cu
rr
ed

at
th
e
C
Z
T
S
/s
ub

st
ra
te
in
te
rf
ac
e
af
te
r
th
e
an
ne
al
in
g
[3
2]
.(
C
op

y@
E
ls
ev
ie
r
20

19
)

146 R. J. Deokate



hydrothermal, spin coating, solvothermal, hot injection, solution route, doctor blading,
combustion, deep coating, sol-gel, successive ionic layer adsorption and reaction
(SILAR), sputtering, co-evaporation, pulsed laser deposition, vacuum thermal evapora-
tion, etc. [42–57]. Each technique has a specialty in grain size growth, adhesion,
porosity, stoichiometry, thickness sustainability, purity, etc. In a solar cell, the output
current is associated with the period of the movement of charge carriers through the bulk
material. They can reach the depletion region only if life expectancy is long enough to
complete the journey [58]. Here, we review some of the best articles published in recent
years on the Cu2ZnSnS4 thin film as an absorber material for solar cell. Some basic and
applied concepts related to material synthesis, structure, and processing and their use in
the application are important to study. By keeping the enhancement of conversion
efficiency in mind, efforts have been made in different ways. Typical and beneficial
ways to improve the efficiency of CZTS thin film–based solar cells are as follows:
(i) preprocessing and synthesis, (2) crystal defect study and its purity, (3) post-processing
– annealing and sulfurization/selenization, and (4) buffer layer and interfaces. These four
application parameters play important roles in the enhancement of the efficiency of
CZTS solar cell. The continuing works on these application parameters are discussed
below in brief. Fan et al. also suggested a three-step process for the crystal quality of the
absorber layer [59].

6.5.1 Pretreatment and Synthesis

Yang et al. used a facile water-based approach to fabricate CZTSSe solar cells; the
crystalline quality of the CZTSSe thin film was improved by the sodium (Na) doping
and the highest power conversion efficiency (PCE) of 6.96% was obtained at 4%
Na-doping concentration as shown in Fig. 6.10 [60]. Also, 6.0% conversion effi-
ciency was recorded by Na doping and tin sulfide (SnS) powder incorporation in the
sulfurization process [61–65]. To achieve better efficiency, Na was incorporated on

Fig. 6.9 Theoretical (a) and practical (b) band gap variation of Cu2ZnSnS4xSe4(1�x) nanocrystals
by the variation of Se/(S + Se) ratio [41]. (Copy@ Elsevier 2019)
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the surface of CZTS thin film by sodium sulfide (Na2S), but Na2S reduces the
cadmium sulfide (CdS)-buffer layer grain growth.

To overcome deficiency of Sulphur, two routes were discovered: first is the
oxidation of Na2S by annealing the CZTS film to form sodium sulfite (Na2SO3)
and sodium sulfate (Na2SO4) and the second is using water deep process instead of
potassium cyanide (KCN) etching and achieves 6.5% efficiency. The hydrogen
peroxide (H2O2) processing on the CZTS thin films was studied [66, 67]. While
co-doping antimony (Sb) and Na in the solution based chemical route deposited
CZTS thin films, 5.7% cell efficiency was observed by simulating under AM 1.5
illumination [68, 69]. Ritscher et al. successfully synthesized kesterite copper zinc tin
sulfide (CZTS) nanoparticles by mechanochemical route method. Average neutron
scattering length method was used to analyze cation distribution and revealed a partial
disorder of copper and zinc on the (2c) and (2d) sites [70]. Li et al. prepared copper
zinc tin sulfide selenide (CZTSSe) by co-sputtering on molybdenum (Mo)-coated
substrates based on three-layer precursors with Cu-poor and Zn-rich in the top and
bottom layer while stoichiometric in middle layer [71]. The improvement in conver-
sion efficiency of CZTSSe solar cell was from 0.97% to 4.51% with the utilization of a
three-layer precursor. Physics of ordered defects and grain boundary in CZTS were

Fig. 6.10 (a) The comparison of J-V curves for the CZTSSe device and Na-doped CZTSSe device.
(b) X-ray powder diffraction (XRD) patterns of CZTSSe thin film and Na-doped CZTSSe thin film
under the identical selenization condition. (c) The top-view scanning electron microscope (SEM)
image of Na-doped CZTSSe thin film. (d) The cross-sectional SEM image of Na-doped CZTSSe
device [60]. (Copy@ Elsevier 2019)
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studied by Samji et al. [72]. They studied X-ray photoelectron spectroscopy (XPS) of
CZTS to define the position of valence band edge and reported the development of
ordered vacancy compounds along with absorption studies.

A quantum dot (QD)-sensitized solar cell (QDSC) of the quaternary Cu2ZnSnS4
(CZTS) quantum dots synthesized via hydrolysis approach by capping these QDs
with 3-mercaptopropionic acid (MPA) results in 4.70% conversion efficiency by the
water-soluble treatment of CZTS/CdSe cell shown in Fig. 6.11 [73]. The defect on
the grain growth and the defect passivation of the sodium diffusion from soda lime
glass at high-temperature annealing of chalcogenide/kesterite solar cells were
reported by Singh et al. [74]. They concluded the improvement in the grain growth
and declination in the optical band gap with sodium diffusion.

A partial replacement of zinc (Zn+2) cation by cadmium (Cd+2) cation into the
host lattice of CZTSSe can affect the band gap, crystal growth, space-charge density,
depletion width, and photoelectric conversion efficiency of CZCTSSe cells. Simi-
larly, the effect of Li in substitution with copper (Cu) in CZTS was experimentally
and theoretically investigated [76]. The device efficiency of 7.2% was achieved by
partial incorporation of silver in partial replacement of copper by solution process-
able method. A very small amount of silver (< 7 mol % of Cu content) enhances
grain size and depletion width and reduces antisite defect concentration states
[77]. Using heat-up method, CZTS nanocrystals were synthesized in a novel form-
amide solvent, and the effect of different sulfide precursors was studied and the study
reported that the sulfide precursors affect the nucleation and growth characteristics of
the nanocrystals and not the transformation of the phase [78]. Williams et al. studied
the occurrence of carbon [79] and examined whether the carbon exhibits a more
complex and significant role in enhancing the grain growth abnormally during
annealing. The dithiocarbamate [CH2NS2]-based copper zinc tin sulfide
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(Cu2ZnSnS4, CZTS) precursor solutions were prepared using various amino groups,
such as methylamine [H3CNH2], ethylamine [C2H7N], propylamine [C3H9N],
butylamine [C4H11N], amylamine [C5H13N], hexylamine [C6H15N], octylamine
[C8H19N], and ethanolamine [C2H7NO], and spin coated followed by annealing to
fabricate CZTS thin films. The ethanoldithiocarbamate [C5H10NS2

�]-based
Cu2ZnSn (S,Se)4 solar cell achieved the best power conversion efficiency of
7.66% under 1.5 AM illumination [80–82].

The effects of cadmium (Cd) alloying and mechanism supporting the perfor-
mance enhancement have been investigated. The introduction of Cd can consider-
ably decrease the band tailing subject, which is confirmed by the drop in the
distinction between the photoluminescence peak and optical band gap (Eg), as well
as decrease the Urbach energy, and an 11% efficiency was achieved by Cd-alloyed
zinc tin sulfide (CZTS) solar cell. Figure 6.12a and b gives the current density-
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Fig. 6.12 (a) Current density-voltage (J � V) curves and (b) external quantum efficiency (EQE)
curves of copper zinc tin sulfide (CZTS) and champion copper zinc cadmium tin sulfide (CZCTS)
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selenide (CZTSSe) solar cell and the simulated data for the device with and without the added series
resistance [91]. (Copy@ Elsevier 2019)
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voltage (J-V) curve and external quantum efficiency for zinc tin sulfide (CZTS) and
kesterite material copper zinc cadmium tin sulfide (CZCTS) device. The device
characteristics are given in Table 6.1 [83].

The tin sulfide (SnS) and zinc sulfide (ZnS) as a secondary phase tend to
segregate at both the surface and the back side of annealed CZTS films with copper
(Cu)-poor and zinc (Zn)-rich composition. When tin sulfide (SnS) segregates on the
CZTS rear, it is beneficial to the solar cell but harmful when on the surface of
the CZTS.

6.5.2 Crystal Defect Study

Highly ordered layers of CZTS nanorods are synthesized in three dimension (3D) using
either discrete one-dimensional (1D) rods or two-dimensional (2D) monolayer super
crystals rods as the building blocks. The assembly approaches are dependent on tunable
properties of the rods such as charge (ligand state) and dipole moment (composition and
aspect ratio); the approach is generally applicable across any nanorod system. The
intermediate self-assembly step can be eliminated by carrying out a judicious ligand
exchange, allowing selectivity for dimensional control of layer formation from nanorod
building blocks in one, two, and three dimensions [84, 89]. A successful increase in the
conversion efficiency from 5.41 to 8.11% was achieved by introducing the additional
element in the copper zinc tin sulfide selenide (CZTSSe) [85, 90]. To overcome this
problem, the lack of in-depth understanding of the kinetics of the dynamic phase
formation process at the time of annealing treatment, the in situ Raman monitored-
annealing was applied to study the phase formation kinetics of nano-crystalline
kesterite from a precursor deposited on titania (TiO2) mesoscopic scaffold [86,
91]. The nucleation of primary kesterite crystallites starts at a temperature (~170 �C)
significantly lower than previous ex situ study [87, 92]. The real-time temperature
dependence of Raman peak intensity improvement shifts and broadening for CZTS
provides a valuable reference in CZTS research. Wang et al. synthesized the crack-free
and high-quality CZTSSe films having good crystallinity using novel nontoxic hybrid
ink method for solar cell application with 6.39% conversion efficiency [88, 93]. The
photovoltaic conversion efficiencies varied from about 4% in the case of more ordered
materials up to nearly 8% after the disordering treatment [89, 94].

Coupled optical and electrical modeling and simulations of different CZTS solar
cell nanostructures are studied for taking full advantage of the absorption, carrier
generation, carrier collection, and efficiency in CZTS solar cells [90, 91, 95, 96].

Table 6.1 Device characteristics of the CZTS and CZCTS solar cells [83]

Absorber
Voc

(mV)
Jsc
(mA/cm2)

FF
(%)

Eff.
(%)

Eg/q-
Voc

(mV)

RS, L

(Ω
cm2)

GS, L

(mS/cm2) A J0 (A/cm
2)

CZTS 683 20.7 62.5 8.8 847 0.96 0.67 3.3 8.1 � 10�6

CZCTS 650 26.7 66.1 11.5 730 0.45 1.0 2.5 1.2 � 10�6
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Figure 6.12c and d gives the simulated and experimental data having good corre-
spondence over the complete wavelength range and whole current-voltage (I-V)
curve for the simulated data with an additional resistance (Rs) of 0.9 Ωcm2 for the
experimentally measured I-V curve. The projected data showed that the nanotube
CZTS/CdS provided the highest generation rate of charge carriers as well as the
highest efficiency (7.91%). Modeling achieved good agreement compared to previ-
ous reports.

Xiao et al. theoretically investigated the density-functional theory to determine
atom structures and electronic structures for the CdS/CZTS heterointerfaces in the
CZTS-based solar cells [92]. The cadmium sulfide (CdS) favors to epitaxially grow
on the copper-zinc (Cu-Zn) plane of copper zinc tin sulfide (CZTS) along the
direction of (100); hence, the effect of wrong bonds at the interfaces can be reduced
and charge carrier recombination barrier enhanced. The studies of zinc
(Zn) segregation at the buffer/absorber interface conclude that the Zn segregation
enhances the stabilization of heterointerfaces but wrongly affects the solar cell
property. The temperature dependence of the order/disorder behavior of Cu/Zn-
sites was investigated by neutron powder diffraction measurement technique on
the CZTS samples annealed at 200–350 �C temperature range [93, 94]. In the
whole temperature range, Cu completely occupies the 2a and Sn the 2b position.
For Zn and the remaining Cu on sites 2d and 2c, a clear change from ordered to
disordered kesterite structure was found. Secondary phase’s tin sulfide (SnS), zinc
sulfide (ZnS), and copper tin sulfide (Cu2SnS3) are observed and considered an
important role in high efficiency [95]. Spin-coated copper (Cu), zinc (Zn), tin (Sn),
and sulfur (S) precursors on molybdenum (Mo)-coated glass substrates followed by
selenization formed CZTSSe films. The device consisting of aluminum/aluminum-
doped zinc oxide/zinc oxide/cadmium sulfide/copper zinc tin sulfide selenide/
molybdenum [Al/AZO/ZnO/CdS/CZTSSe/Mo]-glass and studied under AM1.5G
illumination gives 9.08% conversion efficiency [96]. The spatial grain growth and
composition evolution during the sulfurization of wurtzite nanocrystal coatings were
systematically investigated by classifying samples into temperature and time series
[97]. The reversible migration of Cu and Zn species on the surface results in the
continuous growth of kesterite CZTS. At higher temperature, the phase transforma-
tion from wurtzite to kesterite was observed away from the surface. The cell of pure-
sulfide Cu2ZnSnS4 absorber from wurtzite nanocrystal-based coatings shows 6.0%
efficiency without an antireflection coating.

6.5.3 Post-Sulfurization/Selenization

Ma et al. studied comparatively the properties of CZTS and CZTSSe synthesized
nano-crystalline ink of CZTS by a solid-phase reaction, doctor-bladed on Mo-coated
substrates followed by selenization [98]. The study of X-ray powder diffraction
(XRD), Raman spectroscopy, X-ray photoelectron spectroscopy (XPS), field emission
scanning electron microscopy (FESEM), ultraviolet (UV-vis) spectroscopy, and
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electrochemical of copper sulfide (CuS), zinc (Zn), and tin (Sn) targets followed by a
rapid annealing process.

The band gap found from Tauc plots was Eg= 1.57� 0.02 eV, and the absorption
coefficients were found to be a few 104 cm�1. The sub-band-gap k-value was found
to be k~0.05 or less, considerably moderate band tail was present. The annealing
effect on Cu2ZnSn (SSe)4 was studied by Li et al. [99], and 2.8% and 5.3% device
efficiency were observed for the samples having thickness 500 and 800 nm, respec-
tively, also the photoluminescence behavior was observed [100–105]. After CZTS
nano-crystalline annealing treatment, field emission scanning electron microscopy
(FESEM) images (Fig. 6.13a and b) show a packed patty structure with middle
structures of CuO, also observed by Inamdar et al. [106]. As shown in Fig. 6.13c,
for thin film solar cell application, both CZTS nano-crystalline and selenized
CZTSSe film demonstrated suitable properties and also 7.48% efficiency was
found by selenizing the CZTSSe films [107]. Li et al. synthesized CZTS films on
soda-lime glass (SLG) substrates and molybdenum (Mo)-coated SLG by direct
current (DC) magnetron co-sputtering in argon (Ar) and hydrogen sulfide (H2S)
atmosphere of copper sulfide (CuS), zinc (Zn), and tin (Sn) targets followed by a
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Fig. 6.13 Plane-view field emission scanning electron microscopy (FESEM) images of (a) the
annealed CZTS nano-crystalline covered with needle structure of copper oxide (CuO), (b) an
enlarged view of the needle structure, and (c) photocurrent-time (j-t) responses of CZTS and
CZTSSe absorber films on Mo-coated substrates in a 0.25 M sodium sulfide/sodium sulfite
(Na2S/0.35 M Na2SO3) solution under AM1.5G irradiation [106]. (Copy@ Elsevier 2019)
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rapid annealing process. The spectroscopic ellipsometry analysis were exploited to
build a multilayer stack optical model and to develop the dielectric functions with
refractive indices.

To investigate the distribution of zinc sulfide (ZnS) in CZTS films prepared at
different annealing temperatures, Nam et al. carried out depth-resolved Raman
spectroscopy. A strong relationship between solar cell efficiency and the distribution
of ZnS was observed, and the highest conversion efficiency of 7.5% for 570 �C
sulfurization temperature was reported [108]. Dimitrievska et al. studied the Raman
spectroscopy and first principle analysis of kesterite CZTS [109]. Rana et al. depos-
ited CZTS thin films using chemical bath deposition (CBD) method by stacking the
layers of CuS, ZnS, and SnS on soda-lime glass (SLG) and by post-sulfurization
[110]. The problem of the peeling-off films was resolved while stacking the layers by
adjusting the pH of the solution. Kesterite structure, large grain size, and optical band
gap energy in the range from 1.48 to 1.51 eV were observed after sulfurization,
which is mandatory for the solar cell application. Li et al. reported the results on the
CZTS by chemical bath deposition-annealing route by stacking the layers and
compared Cu sources as Cu and CuS in the fabrication of Cu2ZnSnS4 thin films
and solar cells with stacked layers of SnS/Cu(S)/ZnS. The stacking layer of SnS/Cu/
ZnS is more suitable for the high performance of Cu2ZnSnS4 thin film solar cells
with a high-quality morphology and phase purity. The improved conversion effi-
ciency of 3.79% was recorded using the stacking layer SnS/Cu/ZnS rather than
SnS/CuS/ZnS stacking layer. Rawat et al. synthesized CZTS nanoparticles by a wet
chemical method and studied the effect of assistance of polyethylene glycol (PEG)
on CZTS nanoparticle film [111]. Copper zinc tin sulfide (CZTS) nanoparticles
showed tetragonal kesterite structure with a crystallite size of 2.33 nm. A result of
PEG changes the morphology from spherical to nanoflake and nanorod. Huang et al.
prepared CZTS thin films on fluorine-doped tin oxide (FTO) substrates by a
solvothermal method using PEG and found p-type CZTS nanoworm film with the
band gap of 1.62 eV [112].

The effects of the deposition parameters such as the annealing temperature, the
annealing time, and the ratios of Cu/(Zn + Sn) and Zn/Sn on structural and optical
properties are studied using the Taguchi L9 (34) orthogonal array for the
Cu2ZnSnS4 (CZTS) thin films without sulfurization synthesized using the
sol-gel method associated to spin coating [113]. The signal to noise (S/N) ratio
and analysis of variance (ANOVA) results from statistical analysis show that the
near finest combination of factor levels leads to the optimal band gap of 1.5 eV.
The Zn/Sn ratio and the annealing temperature were observed as the dominant
parameters of the CZTS thin films. Espindola-Rodriguez et al. deposited
Cu2ZnSnS4 thin films under an argon atmosphere by pneumatic spray pyrolysis
technique by a selenization process with the variation of annealing temperature
and selenium weight, finding that the films results to be Se-rich but not S-free with
efficiencies up to 2.1% [114, 119].

The high conversion efficiency was achieved for the CZTSSe films synthesized
by the novel-aqueous-ink method and analyzed by various techniques to investigate
phase, crystallinity and composition, Fig. 6.14 [115–117].
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A comparative study of dynamic-annealing and static-annealing processes of the
sulfurization on CZTS thin films was prepared by spin-coating of sol-gel precursor
[118]. The conversion efficiency 6.68% was observed for the thin films sulfurized
with a static-annealing approach by etching ZnS from the surface using hydrochloric
acid. Synthesis of wurtzite CZTS nanocrystals using top-down strategy was done by
green hydrothermal method without any organic ligands [119]. In dye-sensitized
solar cells, using CZTS/carbon cloth composite structure as a flexible counter
electrode based on a facile electrodeposition method and mild solvothermal treat-
ment shows power conversion efficiency of 7.53% with long-operation life perfor-
mance, high catalytic activity, good conductive framework, effective photo-
generated electron migration, and high iodide species diffusion rate of the composite
CE [120]. Copper zinc tin sulfide (Cu2ZnSnS4) nanoparticles sensitized metal-
organic frameworks (MOFs) derived mesoporous TiO2 photoanodes synthesized
by a facile hot injection and hydrothermal method [Copper zinc tin sulfide (CZTS)/
metal-organic frameworks (MOFs)-derived (titania) TiO2 photoanodes] can achieve
the conversion performance of 8.10% [121]. Improvement in the conversion effi-
ciency from 2.1 to 7.5% of copper zinc tin (CZT) alloy in CZTSSe thin films is
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Fig. 6.14 (a) Scanning electron microscope (SEM) images of the surface, (b) cross-section of a
CZTSSe film on molybdenum (Mo)-coated glass, (c) transmission electron microscope (TEM)
image of champion completed device film with (d) corresponding energy-dispersive X-ray spec-
troscopy (EDX) scan taken along the dotted line [117]. (Copy@ Elsevier 2019)
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carried out by sulfurization-after selenization (SAS) in hydrogen sulfide (H2S) and
hydrogen selenide (H2Se) atmosphere synthesized by direct current (DC)-magne-
tron sputtering [122].

6.5.4 Buffer Layer and Interfaces

The complete design of the CZTS/CZTSSe solar cell is shown in Fig. 6.15. The
CZTS-based absorber exhibits lower current characteristics than the copper indium
gallium selenium (CIGSe) and copper indium gallium sulfur selenium (CIGSSe)
absorber layer [123, 124] in terms of the band gap alignment and electron-hole
recombination at the cadmium sulfide (CdS)-absorber interface [125, 130]. The
conduction band offset between CdS and CZTS/CZTSSe does not imply any
major limitation on device performance [126–128]. The effects of the self-
constituent buffer layer (CuS, SnS, and ZnS) on the CZTS thin films material
properties and phase purity, crystallinity, and elementary distribution were studied
by Chen et al. [129]. Chen et al. deposited 20 nm thick layers of metallic Cu, Sn, and
Zn individually on the Mo substrates by sputtering, and these samples were sulfu-
rized at 300 �C, 300 �C, and 250 �C temperatures respectively for 1 h to become
CuS, SnS, and ZnS as a buffer layer.

On these buffer layers, sequentially Cu-Sn-Zn (CZT) metal precursors were
sputtered and sulfurized in a tube furnace for 2 h at 550 �C to form CZTS. The
samples Mo/CZTS, Mo/ZnS/CZTS, Mo/SnS/CZTS, and Mo/CuS/CZTS were tested
for phase purity, crystallinity, and stoichiometry. A comparative study concluded
that the sample having an insertion of SnS buffer layer shows defectless, secondary
phaseless and stoichiometric CZTS. To study the solar cell property of the CZTS
absorber layer in the presence of different buffer layers, Yan et al. synthesized CZTS
layer by co-sputtering Cu/ZnS/SnS precursors on Mo-coated soda lime glass and
buffer layers of In2S3 and/or CdS on top of the CZTS layer by CBD [130]. In the best
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devices, it has been shown that the back contact with Mo is Ohmic in nature [131]. A
considerable improvement in the Voc, or decrease in the Voc debit, can be accom-
plished using In2S3 and In2S3/CdS hybrid buffers. When a hybrid In2S3/CdS buffer
is utilized, higher efficiency (6.6%) pure sulfide CZTS solar cells can be achieved.
Rapid post-heat treatment to the Cd-free buffer layer of In2S3 stacked with electro-
deposited Cu2ZnSnS4 layer gives conversion efficiency of 6.9% due to an increase in
acceptor density of CZTS layer close to the In2S3-CZTS heterointerface
[132–135]. The energy difference between the conduction band minimum of In2S3
and that of Cu2ZnSnS4 at the In2S3/Cu2ZnSnS4 heterointerface was determined to be
a slightly positive value of 0.11 eV, indicating the formation of a “notch-type”
conduction band offset for efficient suppression of the interface recombination.

The Cu2ZnSnS4 (CZTS) films were prepared on n-type GaN substrate by an
e-beam evaporation technique. The Au/CZTS/n-GaN heterojunction
(HJ) demonstrated an exceptional rectifying property with low-leakage current
(3.033 � 10�8 A) and high barrier height (0.82 eV) compared to the Schottky
junction (SJ) (3.575 � 10�6 A and 0.69 eV). The extracted interface state density
(NSS) was found to be less for the HJ compared with the SJ. These results confirmed
that the occurrence of CZTS interlayer is effective in modifying the potential barrier
and interface state of SJ [136]. Ren et al. demonstrated that the sulfur partial pressure
PS2 can be monitored by investigating the Sn-S phase transformation. They showed
that sulfur partial pressure PS2 drops considerably over the annealing time, causing
gradual alterations in CZTS: (i) a change in defect type; (ii) evolution of ZnS and
SnxSy phases. Solar cells with nonoptimal CdS buffer can be repeatedly achieved
when CZTS is prepared under sufficiently high PS2 [137].

6.6 Conclusion

The present understanding of the research and development in the Cu2ZnSnS4 thin
film for the application of high-efficiency solar cells, presented the world’s energy
economics, energy resources (renewable and nonrenewable) and energy consump-
tion. The vital energy source, the sun, and energy collection types are discussed in
brief, and the solar cell technology development from the first-generation silicon
solar cell to the emerging fourth generation “inorganics-in-organic” solar cell is
presented. A number of research articles on the absorber layer CZTS, its structure,
phases, defects and minimization, different morphologies using different synthesis
techniques, buffer layers and interface mechanism, impurities due to doping and
effect on the efficiency and device performances are presented here for the maximum
efficiency.
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Abstract
Perovskite solar cells (PSCs) are arising as strong candidates for the next gener-
ation of thin-film photovoltaic techniques due to their high efficiency, low-cost,
and simple manufacture process. A PSC usually is consisted of several compo-
nents including in conductive bottom substrate, electron or hole transport layer,
perovskite layer, and a counter electrode. However, PSCs are facing issues such
as inaccurate evaluation of power conversion efficiency due to hysteresis, poor
long-term stability, an inability for continuous manufacturing large area cells, and
the use of noble metal as counter electrodes. In fact, a counter electrode is one of
the key factors that govern the charge collection, long-term stability, and total cost
of PSCs. Despite its importance, less attention has been paid to the exploration of
counter electrode materials for PSCs. Here, we provided a summary of the recent
development of counter electrode for PSCs, including metal thin-film electrode,
super-thin metal thin-film electrode, nanostructured metal electrode, graphene
electrode, carbon nanotube electrode, carbon black/graphite electrode, conduc-
tive oxide electrode, and polymer electrode. We highlighted findings of novel
counter electrode materials towards low cost and stable PSCs as well as some
drawbacks with an aim to provide readers a concise overview of the field for
developing new counter electrode materials.

7.1 Introduction

7.1.1 Overview

With the rapid development of the global economy, the demand for energy is
increased dramatically. The limited fossil energy resource leads scientists to explore
novel clean energy technology, such as solar energy, wind power, tidal energy,
geothermal energy, and biomass energy to fulfill the energy demand of human
being. Among those, converting solar energy to thermal energy, chemical energy,
or electric energy is one of the effective ways to provide clean energy to a human
being. Specifically, the conversion of solar energy to electricity is foreseen as an
effective way of utilization of solar energy. In fact, since the first practical solar cell
demonstrated in 1954 at Bell Laboratories, several generations of solar cells have
been developed to realize this process. The first generation of solar cells is based on
single- and multi-crystal silicon, whose efficiencies have reached 25.3% and 21.9%,
respectively. These types of solar cells show good performance as well as high
stability and dominate the current photovoltaic market. However, they are rigid,
bulky, and require a lot of energy in production, especially in the process of high-
purity silicon wafers. The second-generation solar cells are based on amorphous
silicon (a-Si), cadmium tellurium (CdTe), and copper indium gallium selenide
(CIGS), whose efficiencies have reached 14.0%, 22.1%, and 22.6%, respectively
[1]. However, the energy consumption of second-generation solar cells is still large
due to the use of vacuum processes and high-temperature treatments. Furthermore,
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the scarce and toxic elements used in the cells are another adverse factor against
mass production. The third-generation solar cells are based on nanomaterials or
organic materials. They are solutions that are processable, cost- and energy-effective,
suitable for flexible substrates, and can be easily integrated. These cells include
organic solar cells, dye-sensitized solar cells, quantum dot solar cells, and perovskite
solar cells (PSCs). The newly developing photovoltaics are based on perovskites.
The cells are quite efficient; however, there are some major concerns for practical
applications including expensive counter electrode materials. In this chapter, the
emerging counter electrode materials for PSCs will be discussed.

7.1.2 Perovskite Solar Cells

Perovskite material has a structural formula of ABX3, where the A can be an organic
ion such as methylammonium (CH3NH3

+, MA+), formamidinium (CH3(NH2)2
+,

FA+), or an inorganic cation such as cesium; B is a divalent metal cation (e.g., Pb2+,
Sn2+, Ge2+); and X is a halide anion (e.g., Cl�, Br�, I�). Perovskite was used in 2009
by Kojima et al. [2] as a light absorber in dye-sensitized solar cells for the first time
with power conversion efficiency (PCE) of 3.8%. In 2012, Kim et al. [3] developed
all-solid-state solar cells by replacing the liquid electrolyte with N2, N2, N20, N20, N7,
N7, N70, N70-octakis(4-methoxyphenyl)-9,90-spirobi[9H-fluorene]-2,20,7,70-tetramine
(spiro-OMeTAD) as hole transport material with an impressive PCE of 9.7%. The
perovskite used has a composition of methylammonium lead halide (CH3NH3PbI3)
and its crystal structure is shown in Fig. 7.1a. The thin layer of this material on the
mesoporous titania (TiO2) surface is shown in Fig. 7.1b. The cell has a mesoscopic
configuration with only several micrometers to 0.6 μm thick as shown in Fig. 7.1c.
Further study by Heo et al. [4] for a mesoscopic PSC with a configuration
of fluorine-doped tin oxide/compact titanium dioxide/mesoporous titanium
dioxide (methylammonium lead iodide)/poly (triarylamine)/gold [FTO/c-TiO2/
m-TiO2(CH3NH3PbI3)/PTAA/Au] pushed the efficiency up to 12.0%. The seminal
work by Lee et al. in 2012 revealed the ambipolar nature of perovskite
[5]. They reported the PCE of 10.9% in an all-solid-state device with a configuration
of fluorine-doped tin oxide/compact TiO2/mesoporous Al2O3 (methylammonium
lead iodide)/poly(triarylamine)/spiro-OMeTAD/gold [FTO/c-TiO2/m-Al2O3(CH3-
NH3PbI3(Cl))/spiro-OMeTAD/Au]. The findings indicated that both electrons and
holes can transport within the perovskite film with a long charge diffusion length [6,
7]. In 2013, Liu et al. [8] reported a planar device structure with a configuration of
FTO/c-TiO2/CH3NH3PbI3(Cl))/spiro-OMeTAD/Au. The device produced a PCE
over 15%. Excellent ambipolar nature of perovskite enables efficient charge transfer
process. Hole transport material free PSCs with Au [9, 10] or carbon [11] as a
counter electrode were also developed, which highlighted the excellent charge
transport properties of perovskite. Various perovskite deposition methods including
one [3, 5] or two [12] step solution process, low-temperature vapor-assisted solution
process [13], and vacuum-evaporation deposition [8] were also developed. In 2014,
Jeon et al. [14] reported a certified PCE of 16.2% for a CH3NH3PbI3 (MAPbI3)
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based normal structure (n-i-p) mesoscopic device. In 2017, the same group pushed
the efficiency of PSCs up to 22.1% by careful control of the perovskite film
quality.

7.1.3 Challenges Facing PSCs

PSCs have gained high efficiency comparable with commercialized silicon solar
cells; however, this novel PV technology still faces challenges towards commer-
cialization [15, 16]. Firstly, it is still quite challenging to fabricate PSCs with long
lifetimes (>25 years) for out-door application [17–27]. The CH3NH3PbI3, a key
component of the PSC, degrades into lead iodide (PbI2) and methylammonium
Iodide (CH3NH3I) due to the moisture, which significantly affects the stability of
PSCs [28–32]. Meanwhile, the existence of oxygen also affects the stability of
CH3NH3PbI3 [33, 34, 35–38]. Recently, it was found that CH3NH3PbI3 also
degrades under continuous light illumination [39], especially when the ultravio-
let (UV) light are not filtered [40]. Secondly, the hysteresis is problematic.

a

c d

b
Ammonium ion

Halogen ion

Lead ion

Glass
active
area

Fig. 7.1 (a) Crystal structures of perovskite compounds. (b) Scanning electron microscopy (SEM)
image of particles of nanocrystalline CH3NH3PbBr3 deposited on the TiO2 surface in sensitized
solar cells. The arrow indicates a particle, and the scale bar shows 10 nm. (Reproduced with
permission from Ref. [2]. Copyright (2009) American Chemical Society). (c) Schematic of device
architecture of solid-state perovskite-based solar cells. (d) A cross-sectional structure of the device
and cross-sectional SEM image of the device and the active layer-underlayer-FTO interfacial
junction structure. (Reproduced with permission from Ref. [3]. Copyright (2012) Nature Publishing
Group)
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Hysteresis phenomena observed in current density-voltage measurements, where
the measured PCE highly depends on scan rate/direction and preconditions
[41]. The origin of hysteretic effects is still unclear [42, 43], ferroelectric polar-
ization of perovskites [44, 45], ion migration within perovskites [46–52], charge
trapping and de-trapping of charge carriers [57, 58], capacitive effects [53, 54]
could be the cause of this phenomena. Several strategies including immobilizing
ion transport and/or reducing interfacial traps [55, 56], surface passivation of
perovskite films [57, 58], and interface modification of charge transport layers
[57] have been investigated to alleviate hysteresis. Thirdly, the use of lead (Pb) is
of great concern. The lead is quite toxic to the environment [58]. Even though
strict encapsulation can decrease the risk of releasing toxic compounds into the
environment [59], it is desirable to develop lead-free PSCs [58, 60, 61]. Fourthly,
upscaling is quite challenging. The current champion cells are made in a
very small cell (~ 0.09 cm2). For practical applications, it is imperative to
develop technology for large scale, energy-efficient, high-throughput, low-cost
manufacturing commercialized perovskite photovoltaics (PV) using doctors
blade [62–76], inkjet printing [77–80], slot-die printing [81–85], screen printing
[11], spray coating [75, 86–95], roll to roll [81, 96–99], etc. Lastly, the most used
noble metal counter electrode materials and their deposition cost take up a large
part of the cost of PSCs. The use of the noble metal counter electrode in large
scale PSCs will largely increase the cost. The noble metal thin-film electrodes
also suffer from long-term stability concern. In addition, metal thin-film elec-
trodes usually require high vacuum thermal evaporation system, which is highly
energy consuming and complicated, thereby limiting its mass production for
large-scale PSCs. Therefore, it is urgent to develop low-cost and stable counter
electrode materials, such as metal nanostructured materials, carbon materials
electrode, and conductive polymer electrode, etc., to replace expensive noble
metal thin-film electrode.

7.1.4 Counter Electrode for Perovskite Solar Cells

Although the PSCs are evolved from dye-sensitized solar cells, the catalytic
activity for electrolyte regeneration is no longer required for counter electrode
materials. Ideally, a counter electrode in PSCs should possess high conductivity,
good mechanical properties, robust physical and chemical stability, easy deposi-
tion, low cost, and eco-friendly qualities. Besides the high efficiency, PSCs are
also appealing for the constructing of tandem solar cells to overcome the Shock-
ley-Queisser limit of single junction solar cells. In addition, PSCs are promising
for building integrated photovoltaics, especially if made semitransparent and
used as solar windows. For tandem or transparent solar cells, incident light is
required to penetrate through the counter electrode before reaching the absorber
in transparent solar cells or tandem solar cells, a good optical transmittance is
also a critical property for counter electrode.
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7.1.5 Metal Electrodes

In PSC, metal electrodes are the most common materials for counter electrode due to
their high conductivity, good reflectivity, and also easy integration process. Although
different metals have different work function, it has been demonstrated that the
device performance of PSCs is mainly determined by an intrinsic quasi-Fermi level
splitting of perovskite and the interaction with electron and hole transport materials.
The work function of the bottom and top conductive electrode may be not that much
essential [62]. This is due to the fact that perovskite exhibits low exciton binding
energy and superior carrier conductivity, the anode-cathode work function difference
appears not that important for the separation and collection of photogenerated
carriers [62]. Thus, different metals can be employed as counter electrode materials
in PSCs.

7.1.6 Metal Thin-Film Electrodes

Metal thin film is usually deposited through vacuum thermal evaporation, in which
metal source is heated at high temperature to form evaporated metal vapor in a
vacuum with a typical pressure of 10�4~10�5 Pa and the vapor travel directly to the
target substrate (PSCs without electrode) and condense to a solid thin film using a
shadow mask to pattern the electrodes. Sometimes, the metal thin-film electrode can
be also etched via simple scrape or laser etching to form the desired pattern such as
interconnections for modules. However, noble metal thin-film electrode is not an
ideal counter electrode for commercialization of PSCs due to the high cost of the
high purity metal source, high vacuum requirement during electrode deposition, and
also the low production efficiency of electrode disposition. Besides, the reaction of
the metal thin films with the ambient environment and also the bottom active layers
raise a long-term stability concern regarding the metal thin-film electrode for com-
mercialization of PSCs.

Gold (Au) is one of the most common counter electrode materials in PSCs
because of its resistance to corrosion, electrical conductivity (4.5 � 107 S/m),
excellent ductility, and lack of toxicity. To date, most of the high efficiency normal
structured PSCs were equipped with vacuum evaporated gold thin-film (80~100 nm)
as a counter electrode to collect charge carriers, including the PSCs with record
PCEs of 22.1% [100]. Gold electrodes also have some drawbacks. It has been
demonstrated that the diffusion of Au across the hole transport layer after storage
can lead to degradation of device performance, which will be discussed in the
following part. In addition, Au is an expensive metal (Price is 39.78 US dollar/g
from London Gold Fix, 2017, July) that closely related with global economics,
which hampers its large-scale applications as an electrode in solar cells.

Alternatively, silver (Ag) has also been used as a counter electrode in both normal
[101, 102] and inverted [103–105] structured high-efficiency PSCs. The electrical
conductivity of silver is the greatest of all metals (6.2 � 107 S/m). The price of Ag is
0.52 dollar/g from London Gold Fix (2017, July) much cheaper than that of
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Au. However, Ag is very active in the existence of halide, resulting in corrosion or
contamination of the Ag electrode. It has been reported that the Ag electrode-based
PSCs degrade after being kept under humidity air.

Aluminum (Al) is the most widely used nonferrous metal in human activity; its
production exceeded that of any other metal except iron. Al is much cheaper than
Ag, but it exhibits high conductivity (3.5 � 107 S/m). In inverted structured PSCs,
Al is commonly employed as a top electrode [106, 107]. In particular, Shao et al.
[108] reported high efficiency of 19.4% for inverted structured planar PSCs with Al
counter electrode. However, Al has been reported to be associated with issues such
as air-exposure-induced oxidation and interdiffusion of Al atoms into the organic
layer, which hampers its application in PSCs [109].

Copper (Cu) is used mostly as a pure metal, which has been widely used in
electrical wire, roofing and plumbing, and industrial machinery. Cu is also a cheap
metal, but it exhibits comparable conductivity (5.96 � 107 S/m) to Al. However, Cu
has been rarely used as the top electrode in PSCs. When Cu was first used as a top
electrode in flexible inverted structured planar PSCs with additional chromium(III)
oxide/chromium (Cr2O3/Cr) interlayer, increased device stability under ambient
conditions was observed [110]. Huang’s group first demonstrated the employment
of pure Cu thin film as a top electrode in inverted structured planar PSCs and
highlight the good stability of Cu electrode [62, 111, 112]. They used vacuum
thermal evaporated Cu, Al, and Au as counter electrode in planar inverted PSCs
with doctor-blade coated mixed cation perovskite (FAxMA1�xPbI3), and
methylammonium lead iodide (MAPbI3) as light absorber and the devices with Cu
cathode gave champion PCE of 18.3% (FAxMA1�xPbI3), which is higher than that
of Al and Au due to less reaction of perovskite with Cu than Al [62]. Recently, the
same group reported a certified PCE of 20.59% for Cu electrode-based inverted
structured planar PSCs via defects passivation [112]. This group also demonstrated
the employment of commercial conductive Cu tape as a counter electrode of planar
inverted PSCs, obtaining PCE of 12.7% and good stability. The Cu tape was
transferred on the charge transport layer via a vacuum-free low-temperature lamina-
tion technique, which significantly reduces the cost of device fabrication [113]. Their
work suggested that Cu may be a better choice for the counter electrode material in
PSCs than other widely used electrode materials, and also Cu ink or pate might be
potential for scalable manufacturing of PSCs [111].

Chromium (Cr) is usually used in the form of metal alloys in the chemical,
refractory, and foundry industries. Pure Cr exhibits relatively high conductivity
(7.9 � 106 S/m). So far, Cr has been rarely used as the top electrode in PSCs.
When used in PSCs, Cr2O3 were observed at the charge transport layer/Cr interface,
which can act as a protective layer and improve the long term stability [110, 114].

Nickel (Ni) has a work function of�5.04 eV, very close to that of gold (�5.1 eV),
but with a unit price less than 0.03% of that of gold. A sputtering-coated nickel film
was first used as the counter electrode in a normal-structured mesoscopic PSCs and
obtained PCE of 10.4% [115]. Later, a sputter deposited nickel oxide/nickel [NiOx/Ni]
double layer was also reported as a hole transport material (HTM)/contact couple
in normal architecture of PSC with PCE of 7.28% [116]. Without using vacuum

7 Counter Electrode Materials for Organic-Inorganic Perovskite Solar Cells 171



thermal or electron-beam evaporation, Ku et al. [117] used a printable mesoporous
nickel film as the counter electrode in printable PSCs, giving a PCE of 13.6%. Their
printable Ni electrode has a thickness of 2 μm with favorable conductivity, which can
offer robust protection of underlayer to improve the device’s long-term stability. This
low-cost, printable Ni electrode is promising for low-cost, fully-printable solar cells
with high efficiency and long service life. Moreover, they demonstrated a reuse
process of the mesoporous Ni electrode-based PSCs by washing and reloading
perovskite for fresh devices and obtained an efficiency of 12.1% for reused devices.
The reusable mesoporous metal-cathode based PSC provides a promising approach
towards low-cost PSC with a long service life [117].

Molybdenum (Mo) is also one of the metals possessing a high work function and
also high electrical conductivity, enabling this metal to be a candidate material for
low-cost and highly efficient PSCs. In addition, Mo is chemically more stable
against reactions with halides and oxidation in the air compared to Ag and Al,
respectively. Jeong et al. [118] first employed a thermal evaporated Mo as a counter
electrode of PSCs. By optimizing the thickness of Mo electrode and combination
with high-quality perovskite layer, their PSCs exhibited the best PCE of 15.06%
with small hysteresis. Moreover, the Mo electrode was demonstrated to have supe-
rior resistance and restoration capability against external scratch or deformation
compared to the Au electrode.

Super thin-film metal electrodes with a thickness of several nanometers can be
also used as a counter electrode, especially in semitransparent PSCs. Such devices
are promising for application in building integrated photovoltaics such as solar
window due to their decent efficiency and good transparency. However, because of
the trade-off of the conductivity and transparency of the semitransparent electrode,
it is important to optimize the electrode to achieve both high conductivity and high
transparency. Eperon et al. [119] used a thin (�10 nm) layer of gold as the counter
electrode in semi-transparent PSCs featuring configuration of FTO/TiO2/
CH3NH3PbI3–xClx/spiro-OMeTAD/Au, as shown in Fig. 7.2. The devices are
reasonably transparent; however, the gold electrode is a major source of transmit-
tance loss. Their devices with PCE about 8% showed average visible transmittance
(AVT) of 7%. Such low PCE and AVT is attributed to the large electrode resistance
and low transparency, respectively. Thus, more transparent electrodes as well as
with high conductivity are necessary, specifically the counter electrode, for fully
optimized semitransparent PSCs [119]. A semitransparent PSCs based on Au thin
(�40 nm) layer and perovskite grid also demonstrate 20–70% transparency with a
PCE of 5% at 20% transparency [120]. A pure Ag thin (�20 nm) layer was also
used as transparency electrode for PSCs featuring configuration of indium tin
oxide/copper(I) thiocyanate/methylammonium lead iodide/[6,6]-phenyl C61
butyric acid methyl ester/silver [ITO/CuSCN/CH3NH3PbI3/PC61BM/Ag],
realizing a PCE of 10% and AVT of 25% [121]. A thinner Ag (�10 nm) layer
was also used as transparency electrode for PSCs featuring configuration
of indium tin oxide/(poly(3,4-ethylenedioxythiophene) polystyrene sulfonate)/
methylammonium lead iodide/[6,6]-Phenyl C71 butyric acid methyl ester/fuller-
ene/11-amino-1-undecanethiol hydrochloride/silver [ITO/PEDOT:PSS/CH3NH3PbI3/
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PC71BM/C60/AUH/Ag], realizing a PCE of 8.2% and AVTof 34% [122]. Besides the
top transparent electrode, a super thin metal electrode can be also acting as series
connection transparent layer in a tandem solar cell. Liu et al. [123] demonstrated a
series connection of a � 90 nm thick perovskite front sub-cell and a � 100 nm thick
polymer: fullerene blend back sub-cell that benefits from an efficient graded recombi-
nation layer containing a zwitterionic fullerene, Ag, and molybdenum trioxide (MoO3).
The resultant tandem perovskite/polymer solar cell gave a PCE of 16.0%, with low
hysteresis.

The transparency of super-thin metal film can be enhanced by applying a
protective layer due to the anti-reflective and optical interference. Roldán-Carmona
et al. [124] used super thin Au layer as a transparent counter electrode in a PSCs
featuring configuration of fluorine-doped tin oxide/(poly(3,4-ethylenedioxythiophene)
polystyrene sulfonate)/methylammonium lead iodide/[6,6]-Phenyl-C61-butyric acid
methyl ester/gold/lithium fluoride [FTO/PEDOT:PSS/CH3NH3PbI3/PCBM/Au/LiF]
as shown in Fig. 7.3a. They reduced the thickness of Au layer to 6 nm, and another
LiF capping layer with a thickness of 100 nm was used to protect the Au layer and
reduce the energy lost by the specular reflection of the device while enabling more
transparency and keeping a high short-circuit current density (Jsc). As shown
in Fig. 7.3b, their semitransparent PSCs with PCE of 6.4% showed an AVT
of 30%. An electrode consists of a thin Ag top layer (10 nm) capped with MoO3

(20 nm) layer was also used as a top electrode in inverted PSCs; the resultant
device showed PCEs of 11.0 and 8.7% for the front and back incidence,
respectively [125].
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Fig. 7.2 Diagram showing the architecture of the semitransparent PSC, (b) tilted cross-sectional
SEM image of a full semitransparent solar cell, (c) Average current density-voltage (J–V) charac-
teristics for the cells, and (d) power conversion efficiency plotted as a function of active layer AVT.
(Reproduced with permission from Ref. [119]. Copyright (2014) American Chemical Society)
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Different from the above transparent electrode with single super thin-film metal
layer, a dielectric–metal–dielectric (DMD) multilayer relying on interference effects
provided by the two dielectric layers, exhibits good light transmission and also
decent conductivity [126]. DMD electrode has been widely adopted as visible-
transparent and infrared (IR)-reflective coatings [126, 127], and as transparent
electrode for various optoelectronic devices, including organic solar cells
[128–131], organic light emitting diodes [132–135], and transparent field effect
transistors [136]. A critical factor to their success as semi-transparent windows is
the precise selection and thickness optimization of the individual dielectric and metal
films, where the metal layer stacking in-between the dielectric materials determines
the trade-off between the transparency and the conductivity of the entire top
electrode [137].

Gaspera et al. [137] first employed DMD transparent electrode composed of a
MoO3–Au (10 nm)–MoO3 stack in PSCs as shown in Fig. 7.4, where MoO3 enable
efficient hole injection properties and a good nucleation surface for Au deposition
(Fig. 7.4e and f); Au provide good conductivity and stability towards air oxidation.

Fig. 7.3 (a) Diagram showing the architecture of the semitransparent PSC and chemical structures
of the organic hole and electron transport materials. (b) Photograph of the semitransparent PSC with
an AVT � 30% and a PCE of 6.4%. (Reproduced with permission from Ref. [124]. Copyright
(2014), Royal Society of Chemistry)
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By combining gas-quenching deposited thin CH3NH3PbI3 layer, their device with
PCEs between 5.5% and 13.6% delivered AVT values of 31% and 7%, respectively.

A DMD of MoOx/Ag (12, 18, 24 nm)/zinc sulfide (ZnS) electrode was also
designed to achieve excellent thermal-mirror functionality for a semi-transparent
PSCs [138]. By selectively maximizing electrode transmission at visible and reflec-
tance at NIR region, heat-blocking and “cool-to-touch” operation with near-infrared
surface-enhanced Raman spectroscopy (near infra-red surface enhanced resonance,
NIR-SER) as high as 85.5% was demonstrated with no sacrifice in average visible-
light transmittance and luminous transmittance using an electrode structure that
incorporates a thick Ag layer in conjunction with ZnS as a high-index capping
layer. They demonstrated efficient semitransparent solar cells with ideal heat man-
agement capability, which can greatly enhance the viability in various practical
applications of PSCs. An efficient DMD electrode of polyethylenimine (PEIE)
silver/ Molybdenum n-oxide [PEIE/Ag/MoOx] was also developed for planar
inverted PSCs [139].

Fig. 7.4 (a) Schematic illustration (not to scale) of the PSC. (b) Cross-sectional SEM image of
PSC. (c) An enlarged view of the multilayer top electrode and schematic of the DMD structure. (d)
Simulations (shaded dashed lines) and experimental data (solid lines) showing the transmittance of
Au (black), b-MoO3/Au (red), and b-MoO3/Au/t-MoO3 (blue). (e) SEM image of Au film. (f) SEM
image of b-MoO3/Au film. The insets show photos of the two samples. Reproduced with permission
from Ref. [137]. (Copyright (2015) Elsevier)
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The high transparency of the DMD electrode also enables the tandem solar cells.
Yang et al. [140] constructed a four terminal tandem solar cell employing solution
processed CIGS and PSCs integrated with a DMD top electrode. For the DMD
electrode, they introduced an ultrathin gold seed layer (�1 nm) beneath a silver film
to improve the adhesion. It was found that the seed layer induced continuous film
formation [141]. As shown in Fig. 7.5a–c, the silver film without a gold seed layer is
not continuous at 11 nm, presenting isolated metal islands, and the film is highly

Fig. 7.5 The film morphology of pristine silver (a), gold seeded silver (b), and pristine gold (c)
layer with same metal thickness. (d) The transparency and conductivity of pristine silver, gold
seeded silver, and pristine gold film. (e) The transparency of the multilayer electrode with different
MoOx topping layer thickness. (f) The optimized parameters for the DMD transparent electrode. (g)
The schematic and SEM cross-sectional image of the semitransparent PSC. (h) The J–V curves of
top illuminated PSC, CIGS, and CIGS cell under the PSC. (Reproduced with permission from Ref.
[140]. Copyright (2015) American Chemical Society)
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resistive. With the same metal film thickness, the silver film with 1 nm gold seed
layer becomes continuous across the entire film as shown in Fig. 7.5b. As a result,
the conductivity of the corresponding silver film improves several orders of magni-
tude from 20 KΩ sq�1 (11 nm Ag) to around 16 Ω sq�1 (1 nm Au + 10 nm Ag). In
terms of conductivity and transparency, the gold-seeded silver film (1 nmAu + 10 nm
Ag) shown in Fig. 7.5f is also superior to pure gold film, where the same thickness of
gold is very resistive and exhibits low transmittance in the visible region due to the
strong plasmonic scattering effect of the gold nano-domains. With improved con-
ductivity and transparency, their semitransparent PSCs illuminated from DMD top
electrode gave a PCE of 11.5%, and the resultant tandem cell gave a PCE of 15.5%
(Fig. 7.5h) [140]. Device modeling has shown that the optical spectrum matching of
the top sub-cell and bottom sub-cell is critical to realize high-efficiency tandem solar
cell. The excellent bandgap tunability of perovskites provides a platform for opti-
mizing both wide bandgap top sub-cell (1.7–1.9 eV) or low bandgap bottom sub-cell
(0.9–1.2 eV) [142, 143]. Zhao et al. [144] demonstrated an efficient low-bandgap
(�1.25 eV) with the composition of (FASnI3)0.6(MAPbI3)0.4 and achieved a maxi-
mum PCE of 17.6% and a certified efficiency of 17.01% by optimizing perovskite
thin-film thickness and film quality. When mechanically stacked with a 1.58 eV,
bandgap perovskite top cell featuring a configuration of glass/FTO/(SnO2/C60-
SAM/FA0.3MA0.7PbI3/Spiro-OMeTAD/MoOx (10 nm)/Au (8.5 nm)/MoOx(10 nm),
their all-perovskite four-terminal tandem cell delivered a steady-state efficiency of
21%. These results highlight that DMD electrode is promising for the transparent
counter electrode in PSC-based tandem solar cells.

Super thin metal electrode has been used as a bottom transparent electrode for a
flexible solar cell. An electrode with photoresist containing an average of eight
epoxy units per polymeric unit SU-8/MoO3/Au structure was developed for inverted
planar PSCs with vapor-deposited perovskite film, giving PCE of 9.05% [145]. The
PCE maintained 74% of the initial value after 2000 bending cycles with a bending
radius of 3.5 mm. An ITO-free semitransparent inverted PSC with a super thin Au
film as a bottom electrode and DMD multilayer with structure of MoO3 (3 nm)/Au
(1 nm)/Ag (7 nm)/MoO3 (5 nm)/tris-8-hydroxyquinoline aluminum (Alq3) (50 nm)
as the top electrode was also reported [146]. The PSC achieved a PCE of 8.67% with
AVT of 15.94%. Moreover, the flexible device maintains 88% of its initial PCE after
1000 bending cycles with a bending radius of 3.9 mm. The authors further intro-
duced another MoO3 layer between Norland Optical Adhesive 63 (NOA63) and Au
[147]. The resultant PSC achieved a PCE of 6.96% with AVT of 18.16%. Moreover,
the flexible device maintains 71% of its initial PCE after 1000 bending cycles with a
bending radius of 4 mm.

PSCs with metal thin-film counter electrode still suffer from issues. In PSCs, a
metal thin film was deposited on the top of the device, the stability issues related to
the counter electrode may rely on the contact interface between the metal contact
electrode and charge transporting layer under the ambient condition. Zafer et al.
[148] observed the presence of pinholes in a spiro-OMeTAD layer with an average
diameter of�135 nm and a density of�3.72 holes/μm2 by atomic force microscopy
and large pinholes with diameters in the range of 1–20 μm and a density of
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�289 holes/mm2 by optical microscopy and Fourier transform infrared microscopy.
Such pinholes increase the possibility of contact between perovskite and metal
electrode. These pinholes provide a quick migration pathway for the outward
diffusion of the halide compounds towards metal electrode and facilitate the poten-
tial inward migration of metal to the perovskite layer. It has been observed that PSCs
operating devices employing a spiro-OMeTAD and Au electrode at temperatures
exceeding 70 �C causes irreversible performance loss [149]. This is speculated to be
due to the migration of Au across the spiro-OMeTAD into the perovskite layer,
which has been confirmed by time of flight secondary ion mass spectroscopy
elemental depth profiling and inductively coupled plasma mass spectrometry
[149]. The formation of gold precipitates at the interface between spiro-OMeTAD
and perovskite and of bigger clusters within the perovskite active layer and the
mesoporous TiO2 layer was also observed that further suggest the migration of Au
[150]. Au diffusing inside the perovskite can produce shunts across the device and
create deep trap states causing nonradiative recombination and consequentially
results in device performance deterioration. Continuous light illumination was also
observed to cause photo-induced degradation of PSCs, correlated with the chemical
contact breaking and inefficient charge collection at hole transport material/Au
electrode interface [151]. Different from the instability of perovskite under humidity
condition, even strict encapsulation cannot avoid the migration of Au and the
degradation at hole transport material/Au electrode interface under light illumina-
tion. Ag is much more active than Au, which makes Ag easily react with halide
compound resulting degradation. However, Ag can become corroded when it is in
contact with the perovskite or the halide compounds origin from perovskite degra-
dation [40, 152, 153]. Kato et al. [109] proposed as a mechanism that the
CH3NH3PbI3 layer first decomposes into mobile methylammonium iodide
(CH3NH3I) and hydrogen iodide (HI), which is accelerated with the presence of
water or oxygen in ambient conditions. These iodide compounds then migrate
through spiro-OMeTAD layer towards Ag electrode, aided by pinholes. For Al
electrode, air-exposure can induce fast oxidation of the electrode and the interdiffu-
sion of Al atoms into the organic layer. Thus, Al is considered as an unstable
electrode for PSCs. Furthermore, it is reported that Al can rapidly reduce Pb2+ to
Pb0, converting CH3NH3PbI3 first to (CH3NH3)4PbI6�2H2O and then to
CH3NH3I [154].

An interlayer has been introduced into PSCs to block the interaction of electrode
and bottom vivacious chemical source. In general, oxide and organic materials are
the most common interlayer materials used in PSCs. For example, the employment
of titanium-niobium n-oxide (TiNbOx) as an interlayer beneath Ag can significantly
enhance device stability by inhibiting Ag migration into the bottom layer and
penetration of humidity [104]. An efficient zinc oxide (ZnO) electron transport
layer also exhibited the outstanding capability of inhibiting Al migration superior
to PCBM, the resultant devices showed good stability [155]. Sanehira et al. [156]
found that devices with MoOx/Al electrodes are more stable than devices with more
conventional, and more costly, Au and Ag electrodes, when they investigated the
stability of unencapsulated PSCs with Au, Ag, MoOx/Au, MoOx/Ag, and MoOx/Al
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electrode under constant illumination and constant load conditions. Other kinds of
interlayers have also been reported. For example, stable Cr metal interlayer was
deposited between the hole transport layer (HTL) and a gold electrode to reduce
high-temperature-induced irreversible long-term losses [149]. In addition, graphene
was also demonstrated to be a useful buffer layer that blocks the diffusion of air and
Au into the perovskite layer [157]. A thiol-functionalized cationic surfactant
(11-mercapto undecyl)trimethylammonium bromide (MUTAB) has also been used
as interlayer to exert multi-positive effects for the enhancement of Ag stability,
including decrease of contact resistance between the active layer and Ag electrode,
improvement of ambient and thermal stability, and reduction of the percolation
threshold of ultrathin Ag film [158]. Apart from the penetration of the metal across
charge transport layer towards perovskite, the mobile iodide compound come from
the perovskite may also diffuse outward to corrode the metal contact. Kwanghee Lee
et al. [159] introduced an amine-mediated titanium suboxide as a chemical inhibition
layer between the PCBM and Ag contact electrode to inhibit the corrosion of Ag by
halide compounds (Fig. 7.6). The relevant PSCs maintained almost 80% of their
initial PCEs after 1 year (9000 h) storage in nitrogen and 80% of the initial PCEs
after 200 h in ambient conditions without any encapsulation.

Another promising strategy to solve the issues regarding the noble metal elec-
trode is to replace them with other low cost and stable metal electrode materials, such
as Cu [62, 111, 112], Cr [114], Mo [118], Ni [115, 117], or carbon [11, 160], etc.
Taking Cu, for example, Huang et al. [111] have reported that Cu is stable even in
direct contact with MAPbI3 in the encapsulated device, and it is predicted to be

Fig. 7.6 Schematic diagram and J–V characteristics with fast degradation by ionic defects in PSC.
(a–c) The reference structure of p–i–n planar PSC and the counter electrode degradation process
with J–V characteristics and absorption spectra (inset). (d–f) The p–i–n devices with a CIL buffer
layer and the counter electrode protection process with J–V characteristics and absorption spectra
(inset). (Reproduced with permission from Ref. [159]. Copyright (2016), Royal Society of
Chemistry)
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stable for almost 170 years at room temperatures and 22 years under operation at
40 �C. Their devices with a Cu electrode exhibited a PCE above 20% and retained
98% of the initial efficiency after 816 h storage in an ambient environment without
encapsulation. Mo is also chemically more stable against reaction with halides,
ambient condition, and also superior mechanical and scratch-resistance properties,
which enable this material to be a promising candidate for a stable counter electrode
for PSCs [118]. In addition, the metal alloy is also a promising candidate for a noble
metal electrode. For example, silver aluminum (AgAl) alloy electrode has been
demonstrated to be more stable than Ag and Al, which is due to the formation of
alumina n-oxide (AlOx), acting as an interlayer layer to inhibit not only the diffusion
of Ag atoms into bottom layer but also the penetration of moisture encroachment
[161, 162].

Fabrication of metal thin-film electrode is challenging. The expensive raw elec-
trode materials and the complicate vacuum deposition system for metal thin-film
electrode largely increase the cost of manufacturing PSCs. They are not applicable
for large-scale production due to the limitation of vacuum thermal evaporation. The
high vacuum thermal evaporation process is also highly energy consuming and
complicated, thereby limiting its mass production. Therefore, it is desirable to
exploit substitution of these metal electrodes to improve stability, simplify the cost
of device fabrication, and recognize large-scale fabrication for scalable PSCs
(cf. Table 7.1).

7.1.7 Metal Nano-Structured Electrode

Metal nanostructures in the form of nanogrids, nanowires, or continuous nanofibers
as efficient transparent and conductive electrodes are promising candidates of
counter electrode materials in PSCs due to their low-cost, high conductivity, easy
deposition, solution processability, excellent transparency, and flexibility. In general,
these metal nanostructures possess larger thickness than that of the metal thin film,
which makes their conductivity is close to the metal thin film. Moreover, the metal
nanostructures can form conductive networks that enable high conductivity. In
addition, the interspace of the metal nanostructures can provide excellent light
transmittance, which makes metal nanostructures to be a promising candidate as
an efficient transparent conductive electrode in semitransparent PSCs. Besides,
metal nanostructures such as nanowires can be easily dispersed in a solvent or
mixed with the polymer to form a paste, which makes it possible to deposit these
materials via simple processing methods, such as spin coating, spray coating, screen
printing or roll to roll printing, etc.

Metal nanowires (NWs) are one-dimension metallic nanomaterials, with widths
of a few tens of nanometers and lengths on the micrometer scale, which are widely
used as a conductive electrode. Avariety of metal including Ag, Cu, Au, and Ni have
been explored with quite diverse photovoltaic performance in the PSC as summa-
rized in Table 7.2 [163–167]. NWs usually are solution processable and can be
deposited via different processing methods, such as spin coating, doctor blading,
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spray coating, and lamination, which allows easy translating from lab-scale to
industrial-scale fabrication [168]. In general, metal NWs electrodes exhibit
high conductivity, excellent transparency, and robust flexibility, making them a
promising candidate to replace not only metal thin-film electrode for the top
counter electrode but also the traditional indium tin oxide bottom electrode as the
next-generation transparent and flexible electrode [168]. Guo et al. [169] used
silver nanowires (AgNWs) as top electrodes in inverted structured planar PSCs
featuring configuration of ITO/PEDOT:PSS/CH3NH3PbI3�xClx/PCBM/ZnO/
AgNWs by spraying isopropanol diluted AgNWs on the top of PCBM/ZnO
layer, where zinc oxide nanoparticles is introduced between the AgNWs and
PCBM to ensure Ohmic contact and protect underlying perovskite as shown in
Fig. 7.7. As a result, their device gave a fill factor (FF) of 66.8%, open circuit
voltage (Voc) = 0.964 V, Jsc = 13.18 mA cm�2, and PCE of 8.49% with a
transmittance of 28.4%. The high transmittance is attributed to the excellent
transmittance of the AgNWs and also the inverted structure of the device without
using transmittance regressive charge transport materials. The device

Fig. 7.7 (a) Schematic structure of PSC with solution-processed AgNWs as a counter electrode.
(b) Energy diagram of the devices with a ZnO layer between PC60BM and Ag (or AgNWs). (c)
Transmittance spectra of the PSC without and with AgNW top electrodes, which were measured
before and after AgNWs deposition. The inset shows the photo of a complete semitransparent PSC.
(d) Optical constants (n and k) of the CH3NH3PbI3�xClx thin film as determined from reflection and
transmission measurements. (Reproduced with permission from Ref. [169]. Copyright (2014),
Royal Society of Chemistry)
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performance can also be improved by the introduction of a robust ZnO layer [158,
170]. Interestingly, when the AgNWs counter electrode-based PSCs were com-
bined with dielectric mirrors to tailor the device appearance to almost any desired
color and simultaneously offers additional light harvesting for the solar cell, a
PCE of 4.2% and an AVT of 31% were demonstrated for cells showing a colored
aesthetic appeal [171]. Copper nanowires (CuNWs) has also been reported as a
top electrode in PSCs, yielding a PCE of 9.88% with much better stability [172].

One unique property of metal NWs as an electrode is their ability to make
flexible PSCs. Compared to commonly used indium tin oxide (ITO) or fluorine-
doped tin oxide (FTO) glass, the metal nanowires exhibited excellent flexibility.
Lee et al. [173] recently reported a flexible normal structured PSC using Ti
substrate as a bottom conductive electrode and spray-coated AgNWs as a top
conductive electrode. As the Ti substrate is opaque, in their devices, the incident
light is penetrated into the device through the AgNWs electrode. By carefully
control of the AgNWs deposition, their device showed a PCE of 7.45%, with Voc of
0.918 V, Jsc of 16.48 mA cm�2, and FF of 49%. The PCE of the device remained
97.4% of the initial value after 100 bending cycles with a bending radius of 10 mm,
which supports the high potential of AgNWs as materials for top electrodes in
flexible perovskite devices. Metal NWs also shows application potential in fiber-
like PSCs. For example, Li et al. [174] reported a fiber-like PSCs featuring
configuration of CNT/[mesoporous titania] m-TiO2/CH3NH3PbI3–xCl3/P3HT-
SWNT [poly(3-hexylthiophene-2,5-diyl)-modified single-walled nanotubes]/
AgNWs from the inner core to the outer surface. The best PCE of 3.03% was
obtained for the twisted PSCs with Voc of 0.615 V, Jsc of 8.75 mA cm�2, FF of
56.4%, and the PCE remained 89% of initial value after a 1000 cycles bending test
after in ambient conditions.

Nanogrids have also been used for PSCs [175]. It was found that nanogrid can be
easily controlled by varying the grid width, spacing, and thickness, which are
beneficial to the manufacturer [167, 175]. These grids can be used as a conductive
electrode as both bottom [176] and top [177–180] conductive electrode. For exam-
ple, a Ni grid/conductive polymer combined electrode as shown in Fig. 7.8 was used
as a top conductive electrode for semitransparent PSCs via lamination fabrication
method [177]. In this combined electrode, a metal grid embedded in a polymer film
provides x–y conduction with large area lateral conductivity of ca 1.2 Ω sq.�1 and
the organic conductor, i.e., PEDOT: PSS, provides z conduction to the grid. An
average PCE of 13.3% was obtained for the transparent PSCs with Voc of 0.95 V, Jsc
of 20.7 mA cm�2, and FF of 63.6% when illuminated from FTO side, and an average
PCE of 9.8% was obtained with Voc of 0.93 V, Jsc of 13.9 mA cm�2, and FF of 67.7%
when illuminated from metal grids side. These results suggest that metal grids
electrode is a promising alternative of electrode materials for PSCs.

It should be mentioned that metal nanoparticles could also be an option for acting
as a metal electrode for PSC due to their compatibility with high conductivity and
low-temperature processing technique as observed in numerous printed electronics
[181]. Schmidt et al. [81] first employed screen printed Ag electrode in a fully
printable PSCs. However, a given ink can adversely affect underlying layers and if
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the ink contains incompatible solvent. Thus, it is challenging to find a suitable ink
system for stable perovskite.

Metal nanostructures-based electrodes also suffer from several drawbacks,
which block their practical application in PSCs. One drawback of metal nano-
structures is poor stability due to degradation. AgNWs was found to be covered
with nodules, which were iodine-containing compound further confirmed by
energy-dispersive X-ray spectroscopy (EDX) data when directly deposited on the
top of the perovskite/HTM active layer as a top electrode in PSCs as shown in
Fig. 7.9 [182]. The degradation mechanism is same as above described decompo-
sition of Ag thin film, in which the mobile halide source, such as CH3NH3I and HI
from decomposed perovskite, migrate through the pinhole of the HTM layer and
encounter Ag electrode results in the formation of silver iodide (AgI) [109]. To
improve the stability, an interlayer, such as oxide [169] and inert metal [182], were
usually introduced between the HTM and AgNWs electrode acting as a protective
layer to block the interaction of electrode and bottom vivacious chemical source.
Another drawback is the strong polar solvent in the metal nanostructures disper-
sion ink, which may dissolve the bottom active layer and consequentially destroy
the device. Besides, a thermal treatment of deposited nanostructured metal elec-
trodes can significantly enhance their conductivity. However, the active layer,
especially the perovskite layer, is sensitive to high temperature. A high-
temperature treatment may lead to decomposition of perovskite. Given this

PET / Embedded grid

PEDOT:PSS / TCA
(29 mm)A D10.5 ×250 300 mm Ni Mesh

SpiroMeTad
(250 nm)

AI2O3 and infiltrated
Perovskite (350nm)

FTO (600nm)

Glass

Tio2 (50nm)

Perovskite capping
Layer (300 nm)

PEDOT:PSS
Interlayer (50nm)

a b

Fig. 7.8 (a) SEM micrograph of transparent conducting adhesive applied to an embedded Ni grid
on PET substrate (top) and a photo of the TCA-Laminate transparent counter electrode incorporat-
ing the metal mesh (bottom). (b) Schematic of PSC with Ni mesh counter electrode. (Reproduced
with permission from Ref. [177]. Copyright (2014), Wiley)
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problem, a pre-high temperature treatment and a followed transfer method is an
effective strategy to resolve this issue. In addition, a plasmonic welding method is
also a potential strategy [183].

7.2 Carbon Materials-Based Electrodes

Earth-abundant carbon materials such as graphene, carbon nanotubes, and carbon
black/graphite electrode have been used as counter electrode materials due to their
good conductivity, chemical inertness, excellent stability, and low cost. These elec-
trodes unlock the enormous potential for low-cost, easy fabrication, and stable PSCs.

7.2.1 Graphene Electrodes

Graphene is a monolayer of sp2-hybridized carbon atoms that arranged in a honey-
comb structure, which enable charge carriers to behave as Dirac fermions within this

a

c

h i

d e f g

b

200 nm

200 nm

iodine-containing compound
oxidated AgNWs UTA

decomposition

spiro-OMeTAD

AgNWs

perovskite

H2O

Ag-K Ag-L I-K I-L O-K

Fig. 7.9 (a) TEM image (b) schematic illustration of the degrading mechanism of Ag and
elemental mapping of (c) Ag–K, (d) Ag–L, (e) I–K, (f) I–L, and (g) O–K. Mechanism of halide
migration (h) without ultrathin transparent Au layer (i) with ultrathin transparent Au layer.
(Reproduced with permission from Ref. [182]. Copyright (2016) American Chemical Society)
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semimetal material [184]. This unique material possesses outstanding properties,
such as high conductivity, excellent optical transmittance, good thermal and chem-
ical stability, and remarkable mechanical properties, which make graphene useful in
applications ranging from electronic devices to energy storage devices [185]. Its
large π conjugated chemical structure make graphene exhibit ultrahigh carrier
mobility, which is predicted to be 106 cm2 V�1�s accompanied with an intrinsic
charge carrier concentration of 1012 cm�2 [186]. Consequently, graphene seems to
be a suitable candidate as a conductive electrode in devices such as organic light-
emitting diode [187], solar cells [188–190], and an electronic device. Peng et al.
[191] first employed chemical vapor deposited graphene transparent electrodes as a
counter electrode for semitransparent perovskite solar cells via lamination method.
An intrinsic single-layer graphene film normally has a high sheet resistance of about
1050 � 150 Ω sq�1. By introducing another PEDOT: PSS layer, the sheet resistance
can be reduced to 260 � 40 Ω sq�1. The sheet resistance can be further reduced
when multilayer graphene and d-sorbitol modified PEDOT: PSS were used. Their
devices with double-layer graphene electrodes show the maximum PCEs of
12.02% � 0.32% and 11.65% � 0.35% from the FTO and graphene sides, respec-
tively. The good transparency of graphene also enabled their application as a
transparent electrode for tandem solar cells. Lang et al. [192] used large-area
graphene grown by chemical vapor deposition (CVD) as a highly transparent
electrode in PSCs and achieved a PCE of 13.2% for a four-terminal tandem solar
cell with [amorphous silica] a-Si: H/[crystalline silica] c-Si solar cell as bottom cell
and graphene-based semitransparent PSC as a top cell (cf. Table 7.3).

Graphene can be also directly deposited on the glass as a bottom conductive
semitransparent electrode for PSCs. Sun et al. [193] used a chemical vapor deposited
graphene transparent as a bottom conductive electrode for inverted PSCs. By adding
a MoO3 layer, wettability and work function of the graphene electrode were tuned to
enable a PCE of 17.1%. Consider the excellent flexibility of graphene, they also
fabricated flexible inverted PSCs with graphene/polyethylene naphthalate (PEN)
substrate, giving a PCE of 16.8% [194]. In addition, their flexible devices maintain
85% of their initial PCE even after bending 5000 times at a bending radius of 2 mm.
A flexible polyethylene terephthalate (PET)/graphene as a bottom electrode for PSCs
has also been demonstrated, achieving a PCE of 11.5%, high bending durability, and
power output per weight (specific weight) of about 5 W/g [195].

However, the massive use of graphene electrode still faces major problems for
scale-up production, quality issues, and inconveniences transfer stage [196]. In
general, most of the high-quality graphene films are produced by CVD. While
CVD is not suitable to obtain abundant high-quality graphene [196]. In addition,
graphene usually is deposited on an insulator substrate, which makes it complicated
to transfer graphene for actual application [196]. Batmunkh et al. [197] used
solution-processed graphene as a bottom conductive electrode for PSCs. However,
due to the poor quality of the graphene, a PCE of 0.62% was obtained. Thus, it still
appealing for developing low cost and simple high-quality graphene production
method and application method [198]. For example, Yan et al. [199] employed
chemically cleaved, multilayered graphene oxide as a counter electrode in an
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HTM-free PSCs. They demonstrated that multilayered graphene is a better hole
extraction material for PSC, due to the as-formed Schottky barrier. Their graphene
electrode-based device gave a PCE of 11.5% (cf. Table 7.3).

7.2.2 Carbon Nanotube Electrode

Carbon nanotubes (CNTs) are allotropes of carbon with a cylindrical nanostructure.
Due to their unique π-electron system, CNTs possess excellent conductivity along
the tubular axis. Due to their high length-to-diameter ratio (1.32 � 108:1), CNTs can
be considered as conducting nanowires. The high carrier mobility, great chemical
stability, unique nanostructure makes CNTs to be promising carbon materials for a
conductive electrode [200]. In addition, CNTs exhibit excellent flexibility and
optical transparency. Moreover, CNTs can be also used as hole transport materials
in PSCs due to the inherent p-type nature with a work function in the range of
4.7–5.1 eV [200, 201]. In general, CNTs are synthesized by arc discharge, laser
ablation, CVD, and high-pressure carbon monoxide disproportionation, which usu-
ally require a vacuum or process with gases. However, the repeatability is a major
problem with CVD growth due to the batch by batch process. In addition, the
tendency to agglomerate, high cost, and low production yield of CNTs make it
difficult to process for mass applications.

Carbon nanotubes have been successfully used in PSCs in various applications.
Li et al. [202] first used CNTs network as both HTMs and counter electrode in PSCs
via lamination technique. Their HTM-free device with the configuration of
FTO/[compact]c-TiO2/[mesoporous] m-TiO2/CH3NH3PbI3/CNTs gave a PCE of
6.87%. The comparatively low efficiency may be due to the relatively high resis-
tance of the CNT film and a lack of charge-selectivity. By adding spiro-OMeTAD
beneath the CNTs network, the PCE of the devices were improved to 9.90% due to
the enhanced hole extraction and reduced recombination in solar cells. The good
transparency of the CNTs network also allows the device to be illuminated from both
sides, as shown in Fig. 7.10, which makes the solar cells promising in building
integrated photovoltaic applications, such as solar cell windows.

Wei et al. [203] compared three types of HTM-free mesoscopic devices with
multi-walled CNTs, carbon black, and graphite as a counter electrode as shown in
Fig. 7.11. They demonstrated that CNTs-based devices have high FF and hysteresis-
free performance, which was attributed to two major factors: one is better electric
contact and a suitable Schottky junction enable efficient charge transfer from
CH3NH3PbI3 to CNTs, and the other one is higher conductivity enable faster charge
transport in CNTs electrode. After optimization, their CNTs-based devices gave a
PCE of 12.67%.

Qiu et al. [204] also attached an aligned CNT sheet on the top of perovskite as a
counter electrode in flexible PSCs and achieved PCE of 9.49%. Their flexible PSCs
maintained 93% of initial PCE after bending for 500 cycles at a bending curvature
radius of 7.5 mm. Luo et al. [205] used cross-stacked super-aligned CNTs with
excellent conductivity, porosity, and flexibility as a low-cost counter electrode for
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HTM-free mesoscopic PSCs with the configuration of FTO/c-TiO2/m-TiO2/Al2O3/
CNT(CH3NH3PbI3). In the device, the CNTs electrode was transferred on to Al2O3

before depositing perovskite, and perovskite was filled in all of the mesoporous
layers. By doping the CNTs with iodine to enhance electrode conductivity and
optimizing the thickness of CNTs electrode to increase grain size and improve
crystallinity of perovskite, the efficiency of their device can be increased to
10.54% due to the significant improvement in the FF and Jsc. Additionally, their
PSCs encapsulated with PMMA show outstanding stability in the dark and pro-
longed light soaking. A solid-state, flexible PSC with Ti foil as the bottom electrode
and laminated CNTs film as the top transparent electrode was also been demon-
strated [206]. In the device, incident light was illuminated from the transparent
conductive CNT network. The flexible device gave a PCE of 8.31% and show little
performance deterioration after 100 mechanical bending cycles. These results
suggested that both Ti foil and carbon nanotube have great potential for applications
in PSCs. CNTs can be also mixed with other materials to modify the electrode. For
example, Zheng et al. [207] used poly(3-hexylthiophene) (P3HT) modified CNTs as
counter electrode in HTM-free PSCs. The thin P3HT modifier acted as an electron
blocker to inhibit electron transfer from perovskite to CNTs and also as a binder to
tightly cross-link the CNTs to enhance the conductivity of the electrode and stability
of the device, giving a PCE of 13.43%. Recently, the same authors modified CNTs
by boron doping for the counter electrode in HTM-free PSCs [208]. The boron

Fig. 7.10 (a) Photo of freestanding CNT film lifting by tweezers to transfer onto other substrates.
(b) Schematic of CH3NH3PbI3 PSC with laminated CNT counter electrode. (c) Top view SEM
images of CH3NH3PbI3 perovskite substrate before and (d) after CNT transfer. (e) Tilted SEM
image of CH3NH3PbI3 perovskite substrate (blue) partly covered by CNT film (purple).
(Reproduced with permission from Ref. [202]. Copyright (2014) American Chemical Society)
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doping was demonstrated to enable enhanced hole extraction and transport by
increasing work function, carrier concentration, and conductivity of CNTs, improv-
ing the PCE from 10.70% to 14.60%. By further introducing a thin layer of
insulating Al2O3 on the mesoporous TiO2 film as a physical barrier to substantially
reduce the charge losses, the PCE was further pushed to 15.23%, and the resultant
device also showed good long-term stability.

Carbon nanotubes can also made to paste ink, which can be deposited with a
printing technique to avoid energy-consuming vacuum deposition. Gopi et al. [209]
first employed a doctor blading coated CNTs electrode as a counter electrode for
HTM-free mesoscopic normal structured PSCs. By optimizing the processing
method to improve the charge collection, their devices gave a PCE of 7.83%.
Their high-vacuum-free deposition process in air simplifies the processing and
lowers the threshold of both scientific research and industrial production of PSCs.
Besides, CNTs can be also used as a counter electrode in a flexible fiber structure
PSCs. For example, Qiu et al. [210] fabricated flexible fiber structured PSCs by
continuously winding an aligned multi-walled CNTs sheet electrode onto a fiber

Fig. 7.11 Schematic diagram of device architecture and the hole extraction process of three
carbon-based PSCs fabricated with different carbon materials: (a) carbon black, (d) MWCNT,
and (g) graphite flake (the green and solid arrows indicate effective and fast transport, while the
green and dashed arrows denote poor pathways). (b, e, and h) Top view and (c, f, and i) cross-
sectional SEM images of the carbon black, MWCNT, and graphite-based PSC. The dashed lines in
c, f, and i represent the interface of FTO/TiO2 and CH3NH3PbI3/C, respectively. (Reproduced with
permission from Ref. [203]. Copyright (2015), Royal Society of Chemistry)
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electrode and obtained PCE of 3.3%. Their fiber-like PSCs remained 95% of initial
PCE after 50 cycles bending. By controlling perovskite deposition and optimizing
charge transport layer, they further improved the PCE of fiber-like PSCs to 7.1%
[211]. They also demonstrated PSCs fibers and fabrics twisted in three dimensions
without obvious damage to the structure [212]. Their results indicated that fiber-like
PSCs may be woven into electronic textiles for large-scale application by well-
developed textile technologies (cf. Table 7.4).

7.2.3 Conductive Carbon Electrode

Carbon black can be easily obtained by burning carbonaceous materials such as coal,
natural gas, and petroleum oil. Graphite can be obtained from natural graphite.
Comparing with graphene CNTs, carbon black and graphite are abundantly avail-
able, very low-cost electrode materials. In general, carbon black is existed in the
form of nanoparticles with large surface area, enabling good electrochemical prop-
erties. In graphite, the layered planar structure with honeycomb lattice is bonded in
sp2 configuration with only three of the four potential binding sites of each carbon
atom. The fourth electron is free to migrate in the plane, making graphite electrically
conductive. In general, carbon black and graphite are mixed together with polymer
or other additives to form conductive paste or ink, in which the graphite, typically
tens of microns in length, provides excellent lateral conductivity, the carbon black
particles with side of a few tens of nanometers act as conducting bridges between
graphite, and the polymer or additive are used as bonder. This carbon black/graphite
composite provides an excellent conductive matrix for high conductivity and excel-
lent electric-chemical properties. Moreover, this kind of electrode can be deposited
by a simple printing method, including doctor blading, screen printing, and roll to
roll printing, which makes it possible to fabricate fully printable PSCs. In addition,
chemical inertness, excellent stability, and hydrophobicity of carbon black and
graphite make this kind of electrode to be promising for stable PSCs.

In 1996, Kay et al. [213, 214] firstly reported a new monolithic dye-sensitized
solar cells based on cheap graphite/carbon black electrode, in which graphite was
used to increase the lateral conductivity and carbon black was used to enhance the
electrolyte regeneration and electric contact, and sometimes little amount of oxide,
such as ZrO2, a binder to enhance the mechanical property of the electrode. Such
electrode usually requires high-temperature annealing (400~500 �C) to remove the
organic compounds, such as hydroxypropyl cellulose, and create mesoporous pores
for the filling of an absorber. Here we denote such a carbon electrode as a high-
temperature carbon electrode. Based on the above monolithic structure, Ku et al. [11]
first reported printable carbon black/graphite electrode-based PSCs with configura-
tion of FTO/c-TiO2/-TiO2/m-ZrO2/m-carbon (CH3NH3PbI3), where triple meso-
porous layers were deposited by screen printing method, and the perovskite were
filled in the mesoporous scaffold by drop casting perovskite precursor on the top of
carbon layer. In this HTM-free device, the insulated ZrO2 layer cannot transport
charge and acted as a spacer to separate TiO2 and carbon to prevent short circuit, and
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Table 7.4 Summary of the device performance of perovskite solar cells with carbon nanotubes
counter electrode

Perovskites
Bottom
electrode

Counter
electrode Structure

VOC

(V)
JSC
(mA/cm2) FF

PCE
(%) Ref

MAPb
(I1�xClx)3

FTO CNTs Normal
mesoscopic
(TiO2) HTM-
free

0.86 16.7 0.44 6.29 [202]

Normal
mesoscopic
(TiO2)

1.00 18.1 0.55 9.90

MAPbI3 FTO CNTs Normal
mesoscopic
(TiO2)
HTM-free

0.88 18.80 0.80 12.67 [203]

MAPbI3 PEN/
ITO

CNTs Normal
mesoscopic
(TiO2)
HTM-free

0.91 15.9 0.656 9.49 [204]

MAPbI3 FTO CNTs Normal
mesoscopic
(TiO2/Al2O3)
HTM-free

0.849 14.91 0.67 8.65 [205]

Iodine
modified
CNTs

0.853 17.22 0.71 10.54

MAPbI3 Ti CNTs+spiro-
OMeTAD

Normal
mesoscopic
(TiO2 nano
tubes)

0.99 14.36 0.68 8.31a [206]

MAPbI3 FTO CNTs Normal
mesoscopic
(TiO2),
HTM-free

0.82 20.49 0.63 10.59 [207]

CNTs@P3HT Normal
mesoscopic
(TiO2)

0.91 22.70 0.65 13.43

MAPbI3 FTO CNTs Normal
mesoscopic
(TiO2),
HTM-free

0.84 17.94 0.71 10.70 [208]

MAPbI3 FTO Boron doping
CNTs

Normal
mesoscopic
(TiO2),
HTM-free

0.90 21.35 0.76 14.60

MAPbI3 FTO Noron doping
CNTs

Normal
mesoscopic

0.92 21.50 0.77 15.23

(TiO2)

MAPbI3 FTO CNTs Normal 0.703 18.54 0.600 7.83 [209]

(continued)
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perovskite itself in the mesoporous pores acted as conductor to transport photo-
generated charge, the carbon with a work function of 5.0 eV can exact holes from
perovskite as shown in Fig. 7.12. They compared two carbon electrodes with carbon
black/flaky graphite and carbon black/spheroidal graphite composites, respectively.
Since the carbon counter electrode is the pathway for the infiltration of perovskite
precursors, its structure plays an important role in the device performance in such
carbon electrode-based PSCs. The loose structure and better conductivity of

Table 7.4 (continued)

Perovskites
Bottom
electrode

Counter
electrode Structure

VOC

(V)
JSC
(mA/cm2) FF

PCE
(%) Ref

Mesoscopic

(TiO2)

MAPbI3 Stainless CNTs sheet Normal 0.644 10.2 0.487 3.3 [210]

Steel Mesoscopic
(TiO2), fiber-
like cell

MAPbI3 Titanium CNTs Normal 0.874 14.5 0.56 7.1 [211]

Wire Sheet/silver Mesoscopic
(TiO2), fiber-
like cell

aIlluminated from top counter electrode side

Fig. 7.12 (a) Energy levels and (b) schematic structure of printable carbon electrode-based
HTM-free PSC. (c) Spheroidal graphite and (d) flaky graphite-based printable carbon electrode-
based HTM-free PSC. (e) Long-term stability at room temperature in the dark printable carbon
electrode-based HTM-free PSC. Inset: the changing characters of the device in 840 h after been
fabricated. (Reproduced with permission from Ref. [11]. Copyright (2013) Nature Publishing
Group)

196 Z. Liu and H. He



spheroidal graphite is favor of pore-filling of perovskite in the mesoporous layers. A
better device performance (PCE of 6.64%) was obtained for the carbon black/
spheroidal graphite device. Most encouragingly, this kind of device maintained
PCE of 6.5% after 840 h storage in dry air at room temperature without encapsula-
tion, which suggests the superior stability of carbon electrode PSCs. The same group
also reported the employment of highly ordered mesoporous carbon with well-
connected frameworks as a counter electrode in such HTM-free PSCs [215]. With
lower charge resistance, the highly ordered mesoporous carbon-based device
obtained a PCE of 7.02%. Besides, the thickness of mesoporous carbon electrode
will affect the crystallization of perovskite; an over-thick carbon layer will restrict
the diffusion perovskite precursor from the top carbon layer to the bottom layers,
resulting in incomplete pore filling, while an over-thin carbon layer will decrease the
FF of the device owing to the decrease of conductivity [216]. By optimizing the
thickness of carbon electrode, device with an about 9 μm carbon layer gave the
highest PCE of 11.64% [216]. The authors also investigated the influence of graphite
diameters on device performance and found that 8 μm graphite-based carbon layer
had a larger average pore size, a smaller square resistance, and a higher PCE
[216]. Later, ultrathin graphite was also being incorporated into the high-temperature
carbon electrode to increase the specific surface area of the carbon layer without
sacrificing the conductivity [217]. The large specific surface area facilitated the hole
collection from the perovskite to carbon layer, as well as the penetration of perov-
skite precursor solution in the carbon layer, resulting in improvement PCE from
12.63% to 14.07%. The charge collection at the counter electrode interface of the
HTM-free device can significantly affect final device performance. Li et al. [218]
found that the charge lifetime at the counter electrode interface is in the range of
microsecond, which is much faster than that of titania/methylammonium lead iodide
(TiO2/CH3NH3PbI3) interface with recombination lifetime at millisecond scale for
the counter electrode-based HTM-free PSCs. Thus, the counter electrode interface
dominates the charge recombination in such a device. By introducing single-walled
carbon nanotube to tune the work function of the carbon layer, the charge collection
was significantly enhanced, and charge recombination was suppressed, delivering a
promising PCE of 14.7% [218]. In addition, the binder also plays an important role
in such high-temperature electrode. Xu et al. [219] used TiO2 nanoparticles as
binders in a highly conductive carbon electrode for HTM-free PSCs. They found
that carbon films were condensed by a dehydration reaction between surface
hydroxyls from both TiO2 nanoparticles and carbon particles, which is beneficial
for adhesion ability and conductivity of carbon film, and the formation and filling
properties of perovskite. The sheet resistance can be reduced from 10 to 2.74Ω sq.�1

when annealed at a relatively lower temperature of 350 �C, resulting in an improve-
ment of averaged PCEs from 5.40 (� 1.32) % to 9.21(� 1.04) % and 11.07%
(champion).

Apart from optimizing the counter electrode, the device performance of the
high-temperature carbon electrode-based HTM-free PSCs can be also optimized
by tuning TiO2 layer [220–223] or spacer layer [224, 225], TiO2/perovskite
interfacial engineering [226], solvent engineering to improve perovskite quality
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[227, 228], and composition engineering to enhance device performance [224,
229–233], respectively. An impressive breakthrough in device stability for the
counter electrode-based HTM-free PSCs was achieved by incorporating
5-ammoniumvaleric acid (5-AVA) into methylammonium lead iodide
(CH3NH3PbI3), which significantly improved pore-filling and perovskite quality
[234]. Such device achieved a certified PCE of 12.8% with over 1000 h stability in
ambient air under full sunlight [234] and also excellent stability in the hot desert
climate and indoor long-term light soaking as well as heat exposure during
three months at 80–85 �C [235]. Besides of the excellent stability and compatibil-
ity of a fully printable method of such carbon electrode-based HTM-free PSCs, the
demonstration of automation perovskite deposition method [78, 236] and solar
modules [237, 238] suggest the promising potential for commercializing of such
devices.

The carbon electrode usually does not exhibit good charge selectivity, the TiO2/
methylammonium lead iodide (TiO2/CH3NH3PbI3) heterojunction is the only efficient
charge separation interface in HTM-free PSCs, the inefficient charge collection at the
counter electrode interface leads to serious charge recombination. To solve this
problem, Liu et al. introduced a nickel(II) oxide (NiO) layer as hole transport materials
into high temperature carbon electrode-based PSCs and exploited two device struc-
tures with configuration of fluorine-doped tin oxide/compact-TiO2/mesoporous TiO2/
mesoporous nickel(II) oxide/mesoporous carbon methylammonium lead iodide
[FTO/c-TiO2/m-TiO2/m-NiO/m-carbon(CH3NH3PbI3)] ([n-type/p-type] n/p structure,
as shown in Fig. 7.13c) [239] and fluorine-doped tin oxide/compact-TiO2/mesoporous
TiO2/mesoporous zirconium/nickel(II) oxide/mesoporous carbon methylammonium
lead iodide [FTO/c-TiO2/m-TiO2/m-ZrO2/m-NiO/m-carbon(CH3NH3PbI3)] [240,
241] ([n-type/undoped intrinsic/p-type semiconductor] n/i/p structure, as shown in
Fig. 7.13d). They proved that the introduction of NiO can facilitate hole extraction at
the counter electrode interface and prolong the charge recombination time, obtained
much improved Voc and a PCE of 11% for n/p device [239]. With an additional
zirconium(IV) oxide (ZrO2) layer between the TiO2 layer and NiO layer, the charge
recombination can be further suppressed, leading to much-improved PCE to 14.9%
[240]. Similarly, carbon electrode-based [negative-type/positive-type semiconductor]
n/p and [n-type/undoped intrinsic semiconductor/p-type semiconductor] n/i/p PSCs
also exhibited good stability due to the thick active layer and also the hydrophobicity
of carbon electrode as above HTM-free device.

Although high-temperature carbon electrode-based PSCs have shown excellent
device stability and promising device performance, all the mesoporous layers
require high energy consuming high-temperature annealing, which may signifi-
cantly increase the energy pay-back time of the PSCs and also make this kind of
device not compatible with the flexible substrate. To solve this problem, a high-
temperature carbon electrode can be replaced by a low-temperature carbon elec-
trode, while the processing is different from the high-temperature device. Similar
to regular PSCs, carbon electrode can be also deposited as top counter electrode
after formation of perovskite. In this case, the high temperature is no longer
needed, and the carbon used is denoted as low-temperature carbon.
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Zhang et al. [242] and Zhou et al. [243] reported doctor blading coated
low-temperature commercial carbon as a counter electrode for HTM-free PSCs
with the configuration of FTO/c-TiO2/m-TiO2/CH3NH3PbI3/carbon as shown in
Fig. 7.14 and achieved PCE of 8.31% and 9.08%, respectively. In their device,
perovskite was deposited on the TiO2 layer and carbon was deposited after the
formation of perovskite. High-temperature annealing of the carbon is no longer
needed, but the carbon ink should not contain a component that can destroy the
perovskite layer. Thus, Zhou et al. [243] removed the solvent in the commercial
carbon ink and used chlorobenzene as a dispersing agent to enable the coating
process. Besides, the perovskite layer should be compact enough to act as a spacer
layer to separate the carbon layer and TiO2 layer to avoid short circuit.

As shown in Fig. 7.15, Wei et al. [244] used candle soot as a carbon source to
fabricated carbon electrode for HTM-free PSCs. In their devices, a predeposited PbI2
layer acted as a spacer layer to separate the TiO2 and the carbon layer and the PbI2
layer transformed to the perovskite layer at a later stage via a two-step method. They
found that the candle soot-based carbon electrode exhibited good hole extraction and
electron blocking properties by forming a Schottky junction as shown in Fig. 7.15c.

Fig. 7.13 (a) Energy levels, (b) cross-sectional SEM image, and (c) schematic structure of the
TiO2/NiO/carbon(CH3NH3PbI3) PSC. (d) Schematic structure of the TiO2/ZrO2/NiO/carbon
(CH3NH3PbI3) PSC. (Reproduced with permission from Ref. [239]. Copyright (2014), Royal
Society of Chemistry)
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By optimizing the fabrication process, the interface contact of CH3NH3PbI3/carbon
can be significantly enhanced as shown in Fig. 7.15d and e. As a result, their roll
coated carbon electrode-based HTM-free PSCs gave a PCE of 11.02%. Also,
optimizing carbon electrode to improve charge transport in the carbon and tuning
the perovskite/carbon interface to improve charge extraction from perovskite to
carbon were carried out to further improve device performance.

Yang et al. [245] reported an all-carbon flexible counter electrode consisting of a
mesoscopic carbon layer and another highly conductive industrial flexible graphite
sheet as a second extraction layer for HTM-free PSCs. By optimizing the size and
morphology of carbon materials to enable good electrical contact at the
CH3NH3PbI3/carbon interface, their devices gave a PCE of 10.2%. Wei et al.
[77] demonstrated an inkjet-printed carbon electrode-based planar PSC. To
achieve a good electric contact at the CH3NH3PbI3/carbon interface, they devel-
oped an inkjet printing technique to deposit carbon black + CH3NH3I ink on the
top of predeposited lead (II) iodide (PbI2) to transform PbI2 to methylammonium
lead iodide (CH3NH3PbI3) in situ and created an interpenetrating interface between
CH3NH3PbI3 and carbon electrode to suppress charge recombination and enhance

Carbon

Perovskite + TiO2

TiO2 compact layer

FTO glass

E
 (
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) –4.4 eV

FTO TiO2 CH3NH3PbI3 Carbon
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e¯
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Fig. 7.14 (a) Device architecture and (b) energy level diagram of low-temperature carbon
electrode-based HTM-free PSC. (c) and (d) Cross-section image of the whole device. (Reproduced
with permission from Ref. [242]. Copyright (2014) American Chemical Society)
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charge collection. The waterproof properties of the counter electrode are beneficial
for the long-term stability of PSCs. Wei et al. [246] also reported an HTM-free PSC
based on a carbon + epoxy/Ag electrode and obtained a PCE of 10.99%. In their
device, the epoxy was introduced into a commercialized carbon ink to achieve
better waterproof properties and interface electrical contact. An additional hydro-
phobic silver (Ag) paste layer was deposited on the top blade coated carbon layer
via brush coating to further enhance the waterproof property and conductivity of
the counter electrode. As a result, their device can be directly immersed in water
and no performance degradation occurred at the first 80 min. Moreover, nearly no
device performance degradation was observed under high humidity and 50 �C
thermal stressing condition for 250 h. Yue et al. [247] also optimized the ratio of
carbon black particles and graphite flakes in low-temperature carbon electrode to
modulate the connection of carbon black and graphite flakes, and also the contact
between the counter electrode and perovskite layer, achieving a PCE of 7.29%. Liu
et al. [248] also reported a low-temperature carbon electrode to consist of graphite
flakes, carbon black powder, and nano-graphite powder for HTM-free PSCs. The
size and ration of carbon material also were found to affect the conductivity of the
carbon electrode and electric contact at the CH3NH3PbI3/carbon interface. Their
relevant devices gave a PCE of 6.88% and excellent stability. Chen et al. [249]
used boron and phosphorus co-doped carbon with different work function and

Fig. 7.15 (a) A digital photograph portraying the flame deposition of candle soot. (b) Cross-
sectional SEM image of the sponge-like candle soot film. (c) Energy band diagram of candle shoot
electrode-based HTM-free PSC. Schematic structure of the counter electrode with poor (d) and
improved (e) interface contact of carbon and CH3NH3PbI3. (f) J–V curves of FTO/Carbon/FTO,
FTO/CH3NH3PbI3/FTO, and FTO/Carbon/CH3NH3PbI3/FTO clamping devices (the inset is a
schematic equilibrium energy diagram of the Schottky junction of Carbon/CH3NH3PbI3).
(Reproduced with permission from Ref. [244]. Copyright (2014), Royal Society of Chemistry)
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conductivity as the counter electrode in HTM-free PSCs, delivering a PCE of
6.78%, which is higher than those of pristine carbon (3.72%), phosphorus-doped
carbon (5.39%), and boron-doped carbon (5.20%)-based PSCs. Cheng et al. [250]
introduced multi-walled CNTs into the perovskite layer to enhance the electric
contact of perovskite and carbon electrode in carbon electrode based HTM-free
PSCs. They proved that CNTs can act as charge transport high way between
individual perovskite nanoparticles and facilitate charge collection at the counter
electrode interface, leading to a �15% improvement of averaged PCE (11.6%). Yu
et al. [251] reported a bi-layer back contact consisting of a carbon/CH3NH3I
composite layer and a compact hydrophobic carbon layer as a counter electrode
for HTM-free PSCs. The cell showed a final PCE of 13.6% from an initial PCE of
11.3% after thermal stress, and the encapsulated cell retained 90% of the initial
PCE after water exposure and under thermal stress at 150 �C for half an hour.

Besides above described low-temperature carbon electrode processed with blade
coating or other printing methods, low-temperature carbon electrode can be also
processed with a transfer method. A free-standing thermoplastic carbon film with
good flexibility and conductivity was also being developed and hot pressed onto the
perovskite layer as a counter electrode for HTM-free PSCs [252]. By optimizing the
composition of carbon films and hot-pressing pressure, a PCE of 13.53% was
achieved. Low-cost carbon cloth was applied in PSCs with a configuration of
FTO/c-TiO2/m-TiO2/perovskite/spiro-OMeTAD/carbon, giving champion stabilized
PCE of 14.8% (PCE of 15.29% from J-V curve) and good stability [253]. Apart from
optimizing the counter electrode, the device performance and stability of
low-temperature carbon electrode-based PSCs can be also optimized by tuning
TiO2 layer [254–258], improving perovskite quality [259–263], and composition
engineering [264–266], respectively. Furthermore, the introduction of a hole trans-
port layer between perovskite and carbon electrode can also improve the device
performance and enhance device stability of low-temperature carbon electrode-
based PSCs [267–269].

The carbon materials electrode-based PSCs has attracted much attention due to
their outstanding advantages such as low-cost, vacuum-free, long-term stablility,
easy fabrication process, compatibility, etc. However, some issues are still associated
with carbon materials electrode-based PSCs. The first issue is their lower efficiency
when compared with high-efficiency metal thin-film electrode-based PSC. This is
because of that most of the carbon electrode-based PSCs adopt a HTM-free device
structure, which leads to different working mechanism from a regular p-i-n structure.
In PSCs, the Voc is determined by the difference of electron quasi-Fermi levels (Efn)
and the hole quasi-Fermi levels (Efp) [160]. In the p-i-n device, Efn is determined by
the interaction of electron transport medium (ETM) and perovskite, and Efp is
determined by the interaction of HTM [160]. Both perovskite/ETM interface and
the perovskite/HTM interface exhibit good charge selectivity for efficient charge
separation, which leads to Voc range from 1.0 to1.2 V. However, in HTM-free device,
the absence of HTM leads to inefficient charge separation at the counter electrode
interface, resulting in fast charge recombination at this interface with nearly three
orders of magnitude reduction in charge recombination lifetime [218], and lower Voc
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range from 0.8 to1.0 V [160]. In terms of counter electrode, the inferior electric
contact at the counter electrode interface in carbon electrode PSCs can also result in
serious charge recombination and low Voc. Thus, it is necessary to modulate the
counter electrode interface of carbon electrode-based PSCs to improve the Voc

aiming at high efficiency. So far, several strategies have been made to improve the
Voc of carbon electrode-based PSCs, including in developing p-i-n like structure
device by introducing another HTM layer [239, 241, 269], using carbon material
with lower Fermi level [218, 270], optimizing the electric contact at the counter
electrode interface [250]. In terms of the JSC, regular PSCs device with metal
electrode usually gave a Jsc at the range of 21–23 mA/cm2. However, the Jsc of
carbon electrode-based PSCs is at the range 17–20 mA/cm2. This is due to the fact
that the mirror-like metal electrode can reflect the light enable a secondary absorp-
tion of the light by perovskite with a thickness of 400–600 nm [271]. While the
carbon electrode cannot reflect light, a thicker perovskite with thickness over 1 μm is
required for complete light absorption [160]. Thus, it requires efficient charge
transportation and collection within the carbon-based PSCs with such thick perov-
skite layer. Furthermore, the relative lower conductivity of the carbon electrode and
inferior electric contact at the counter electrode interface result in lower FF at range
from 0.6 to 0.7, when compared with metal electrode PSCs possessing FF at range
from 0.75 to 0.8. When comes to large area PSCs module, the conductivity of the
electrode significantly affects the total sheet resistance (cf. Table 7.5). Therefore, it is
desirable to develop a carbon electrode with higher conductivity combining good
electric contact with the bottom layer to improve FF.

In view of processing, high-temperature carbon electrode-based PSCs require
high energy consuming high-temperature annealing, which may significantly
increase the energy pay-back time of the PSCs and also make this kind of device
not compatible with the flexible substrate. For low-temperature carbon electrode
PSCs, the low-temperature carbon ink may damage the bottom layer during the
deposition process. Thus, a polar solvent in commercial carbon ink should be
removed before the deposition [243], and binder and additive should also be
carefully selected to avoid the possibility of damaging the bottom layer.

7.2.4 Conductive Metal Oxides Electrode

Transparent conducting oxides (TCOs) are the most commonly used materials for a
bottom transparent conductive electrode in an electronic device and photovoltaic
device due to their excellent transparency and conductivity. TCOs materials can be
also used as a top counter electrode, especially in transparent solar cells or tandem
solar cell. When used as a top electrode, the TCOs such as indium tin oxide (ITO) is
usually deposited by magnetron sputtering. However, the high-energy sputtered
particles and high temperatures during deposition and post-annealing may damage
the perovskite layer and the organic charge transport layers. To solve this problem,
Löper et al. [272] first reported a four-terminal crystalline silicon (c-Si)/PSC tandem
solar cells with molybdenum n-oxide/ indium tin oxide (MoOx/ITO) electrode
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Table 7.5 Summary of the device performance of perovskite solar cells with conductive carbon
counter electrode

Perovskites
Bottom
electrode

Counter
electrode Structure

VOC

(V)
JSC
(mA/cm2) FF

PCE
(%) Ref.

MAPbI3 FTO High-
temperature
carbon
black/
graphite

Normal
mesoscopic
(TiO2/ZrO2/
carbon
HTM-free)

0.878 12.4 0.61 6.64 [11]

MAPbI3 FTO High-
temperature
carbon
black/
graphite/
carbon nano
tube

Normal
mesoscopic
(TiO2/
Al2O3/
carbon
HTM-free)

1.01 21.26 0.69 14.70 [218]

(5-
AVA)x(MA)1�xPbI3

FTO High-
temperature
carbon
black/
graphite

Normal
mesoscopic
(TiO2/ZrO2/
carbon
HTM-free)

0.858 22.8 0.66 12.84� [234]

MAPbI3 FTO High-
temperature
carbon
black/
graphite

Normal
mesoscopic
(TiO2/ZrO2/
carbon
HTM-free)

0.818 16.4 0.60 8.2 [239]

Normal
mesoscopic
(TiO2/NiO/
carbon p/n)

0.890 18.2 0.71 11.4

MAPbI3 FTO High-
temperature
carbon
black/
graphite

Normal
mesoscopic
(TiO2/ZrO2/
NiO/carbon
p/i/n)

0.917 21.36 0.76 14.9 [240]

MAPbI3 FTO Low-
temperature
carbon

Normal
mesoscopic
(TiO2,
HTM-free)

0.90 16.78 0.55 8.31 [242]

MAPbI3 FTO Low-
temperature
carbon

Normal
mesoscopic
(TiO2,
HTM-free)

0.80 21.02 0.54 9.08 [243]

MAPbI3 FTO Sponge-like
candle soot

Normal
mesoscopic
(TiO2,
HTM-free)

0.88 17.00 0.72 11.02 [244]

MAPbI3 FTO Low-
temperature
carbon

Normal
mesoscopic
(TiO2,
HTM-free)

0.9107 18.15 0.649 10.73 [245]

MAPbI3 FTO Low-
temperature
carbon
+MAI

Normal
mesoscopic
(TiO2,
HTM-free)

0.95 17.20 0.71 11.60 [77]

(continued)
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possessing a series resistance of 19.6 Ω sq.�1 as top transparent electrode for the
normal structured mesoscopic PSCs top cell as shown in Fig. 7.16a, where the MoOx

layer not only acted as a buffer layer to protect the bottom spiro-OMeTAD layer but
also a hole extraction layer to help the hole collection at the counter electrode
interface. Their top PSCs with ITO counter electrode gave a PCE of 6.2%, and the
final tandem solar cells gave a PCE of 13.4%.

Several studies on metal oxide as an electrode for PSCs have been reported. Bush
et al. [273] demonstrated the use of solution-processed aluminum-doped zinc oxide
(AZO) nanoparticles as a buffer layer with both efficient hole-blocking properties and
bottom PCBM protective capability beneath the sputtered ITO layer for transparent
inverted planar PSC. Their ITO layer with a thickness of 500 nm on the top of the AZO
films achieved a sheet resistance of 9.9 Ω sq�1 after annealing at 100 �C. Their four-
terminal [crystalline] c-Si//PSC tandem solar cells achieved PCE of 18.0%. An ITO
counter electrode-based semitransparent PSC with an efficiency of 12% and near-
infrared transmittance of >80% was demonstrated by Duong et al. [274] Their four-
terminal perovskite/silicon tandem solar cells have an efficiency of 20.1%. Another
promising conductive electrode is indium zinc oxide (IZO). An IZO top transparent
electrode-based four-terminal c-Si/PSC tandem solar cells with or without MoOx buffer
layer as shown in Figs. 7.16b and c exhibited nearly identical efficiency approaching
18.2% [275]. To minimize damage to the underlying layers during the TCO deposition,
a soft zinc oxide/aluminum (ZnO: Al) sputter process was developed by Kranz et al.
[276] for copper indium gallium selenide (CIGS)/perovskite solar cell (PSC) four
terminal tandem solar cells. The semitransparent PSCs achieved PCE of 12.1% and
an AVT of 71% at a wavelength range from 800 and 1000 nm and the CIGS/PSC four
terminal tandem solar cells achieved PCE of 19.5% [142]. McMeekin et al. [277]
developed a wide band gap perovskite formamidinium (FA) cesium-methyl ammonium
mixed-cation lead iodide/bromide [FA0.83Cs0.17Pb(I0.6Br0.4)3] (~1.74 eV) with the
solution-processed indium tin oxide (ITO) nanoparticles as a buffer between the spiro-
OMeTAD and the ITO. A PCE of 15.1% and a stabilized PCE of 12.5% were obtained.
Yang et al. [278] used a MAPbI3-based cell with configuration of indium tin oxide/
nickel(II) oxide/methylammonium lead iodide [6,6]-Phenyl-C61-butyric acid methyl

Table 7.5 (continued)

Perovskites
Bottom
electrode

Counter
electrode Structure

VOC

(V)
JSC
(mA/cm2) FF

PCE
(%) Ref.

MAPbI3 FTO Low-
temperature
carbon
+epoxy/Ag

Normal
mesoscopic
(TiO2,
HTM-free)

0.97 19.20 0.59 10.99 [246]

MAPbI3 FTO Free-
standing
carbon + Al
foil

Normal
mesoscopic
(TiO2,
HTM-free)

1.002 21.30 0.634 13.53 [252]

Cs0.05(MA0.17F
A0.83)0.95Pb(I0.83
Br0.17)3

FTO Carbon
cloth

Normal
mesoscopic
(TiO2)

1.12 20.42 0.670 15.29 [253]

aCertified efficiency
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ester/fullerene/indium tin oxide [ITO/NiOx/MAPbI3/PCBM/C60/ITO] as top cell
and a low-bandgap (1.33 eV) methylammonium /formamidinium/lead /tin
iodide [MA0.5FA0.5Pb0.75Sn0.25I3]-based cell with configuration of indium tin oxide/
poly(3,4-ethylenedioxythiophene)/polystyrene sulfonate/methylammonium/formamid-
inium/lead/tin iodide/[6,6]-Phenyl-C61-butyric acid methyl ester/fullerene/silver
[ITO/PEDOT:PSS/MA0.5FA0.5Pb0.75Sn0.25I3/PCBM/C60/Ag] as bottom cell. Their
resultant four-terminal all-perovskite tandem solar cell achieved efficiency of 19.08%.
By carefully light-harvesting management, Eperon et al. [279] also stacked an infrared-
absorbing FA0.75Cs0.25Sn0.5Pb0.5I3 perovskite (1.2 eV)-based cell with configuration
of ITO/PEDOT:PSS/perovskite/C60/[2,9-dimethyl-4,7-diphenyl-1,10-phenanthroline]
BCP/Ag and a wider–band gap FA0.83Cs0.17Pb(I0.83Br0.17)3 perovskite (1.6 eV)-based
semitransparent cell with configuration of ITO/NiOx/perovskite/PCBM/SnO2/ZnO/ITO
to form a four terminal perovskite/perovskite tandem solar cell, and achieved stabilized
efficiency of 20.3%. Fan et al. [280] deposited an hydrogen-doped indium oxide (In2O3:
H) layer with a thickness of 149 nm via a room-temperature radio-frequency magnetron
sputtering; the resultant electrode without post-annealing can deliver a reasonably high
mobility of 51.3 cm2 V�1 s�1 and a sheet resistance of 25.7 Ω sq.�1. When used as
transparent electrodes for a semitransparent PSC featuring, configuration of FTO/ZnO/
PCBM/CH3NH3PbI3/spiro-OMeTAD/MoO3/In2O3: H, the relevant device gave a
steady-state efficiency of 14.2% along with 72% AVT in the near-infrared region.
Moreover, they stacked the semitransparent PSC with a low-bandgap CIGS cell to
construct a four-terminal tandem solar cell and demonstrated an efficiency of 20.5%.

Transparent conducting oxides (TCOs) are widely used as the top transparent
electrode in monolithic, two-terminal tandem solar cells. Albrecht et al. [281]
reported a two-terminal silicon/perovskite tandem solar cell with a planar perovskite
top cell and a (p,i)a-Si:H/(n)c-Si heterojunction bottom cell, featuring a configura-
tion of LiF/ITO/MoO3/spiro-OMeTAD/perovskite/SnO2/ITO/a-Si:H(p

+)/a-Si:H(i)/
c-Si/a-Si:H(i)/a-Si:H(n+)/AZO/Ag as shown in Figs. 7.17a and b. “The incident”
light was illuminated from the top ITO side, achieving a backward scanned PCE of
19.9%, backward scanned PCE of 19.1%, and a stabilized PCE of 18.1%. Werner

Au contact

FTO
c-TiO2

Spiro-MeOTAD
m-TiO2/CH3NH3PbI3

IZO, rear side

Spiro-MeOTAD

c-TiO2
FTO, front side

Glass substrate

m-TiO2/CH3NH3PbI3

MoO× buffer

MoO×

ITO
AirAg grid

Glass

ITO
Ag

a-Si:H(p)
a-Si:H(i)

a-Si:H(n)

Fig. 7.16 (a) Schematic of the mechanically stacked four-terminal tandem consist of an a-Si: H/c-
Si bottom cell and a PSC top cell with a metal-free MoOx/ITO transparent electrode. (Reproduced
with permission from Ref. [272]. Copyright (2014), Royal Society of Chemistry). (b) SEM cross-
sectional image (scale bar is 250 nm) and (c) schematic illustration of a PSC with an IZO-based
transparent counter electrode and Au contact. (Reproduced with permission from Ref. [275]. Copy-
right (2015), Elsevier)
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et al. [282] also reported a two-terminal silicon/perovskite tandem solar cell with a
planar perovskite top cell and a (p,i)a-Si:H/(n)c-Si heterojunction bottom cell,
featuring a configuration of ITO/[hydrogen-doped iodide oxide] IO:H/MoOx/spiro-
OMeTAD/perovskite/PCBM/PEIE/IZO/a-Si:H(p+)/a-Si:H(i)/c-Si/a-Si:H(i)/a-Si:H
(n+)/AZO/Ag as shown in Fig. 7.17c.

Their tandem cells gave stabilized efficiencies of up to 19.2% with an active size of
1.22 cm2 and of up to 21.2% on smaller cells with an active size of 0.17 cm2. Perovskite/
perovskite tandem solar cells can be also fabricated in a two-terminal tandem cell form.
Different from an above-described device fabricated with layer by layer process, Heo
et al. [283] laminated an FTO/[thick dense blocking] bl-TiO2/MAPbBr3/wet [poly
(3-hexylthiophene-2,5-diyl)] P3HT or [poly(triarylamine)] PTAA sub-cell and the
PCBM/MAPbI3/PEDOT: PSS/ITO sub-cell by pressurizing with double clip and sub-
sequent drying. By optimizing the tunnel junction, their tandem solar cells gave a PCE
of 10.4%. In the work of Eperon et al. [279] described above, they also fabricated a two
terminal perovskite/perovskite tandem solar cell featuring a configuration of ITO/NiOx/
FA0.75Cs0.25Sn0.5Pb0.5I3/PCBM/SnO2/ZnO/ITO/PEDOT: PSS/FA0.75Cs0.25Sn0.5Pb0.5I3/
C60/BCP/Ag with FA0.75Cs0.25Sn0.5Pb0.5I3 perovskite (1.2 eV) and
FA0.75Cs0.25Sn0.5Pb0.5I3 perovskite (1.8 eV), and achieved efficiency of 17.0% with a
Voc of 1.65 V.

Although TCOs-based PSC or tandem solar cell gained remarkable achievement,
they are also facing some challenges for future large-scale use. Taking ITO for
example, the limitation of global indium resources and the high cost of indium is one
of the greatest concerns for the boosted demand of ITO for PV device. The high
vacuum-based deposition techniques and low ITO resource utilization rate also add
to the cost of ITO. In addition, the high-temperature deposition process and the
brittle nature of ITO hamper its applications in a flexible device. Aside from the high
cost of raw materials and deposition processes, the high-energy processing condition
also damages the underlying organic materials without a buffer. Although the

Fig. 7.17 (a) Schematic of the two terminal Si/PSC tandem solar cell with MoOx/ITO top
electrode. The red dashed line indicates the active area. (b) Cross-sectional SEM image of a
Si/PSC tandem solar cell with MoOx/ITO top electrode. (Reproduced with permission from Ref.
[281]. Copyright (2015), Royal Society of Chemistry). (c) Schematic and cross-sectional SEM
image of the Si/PSC heterojunction tandem solar cell with ITO/IO: H/MoOx top electrode.
(Reproduced with permission from Ref. [282]. Copyright (2016) American Chemical Society)
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employment of buffer can relieve the damage of underlying organic materials, this
can increase the complexity of the processing and cost of the process. Thus, it is
desirable to develop an alternative for conductive metal oxides (cf. Table 7.6).

7.2.5 Conductive Polymers Electrode

Conductive polymers are organic polymers that conduct electricity through a large
number of delocalized π system. The conductivity and absorption of the polymers
can be tuned by modifying their chemical structure, which makes it possible to
achieve good conductivity and suitable optical bandgap. When the bandgap is large
enough, the conductive polymer is a good candidate for a transparent electrode. The
organic nature of the conductive polymer also makes this kind of materials to be of
low cost. In addition, conductive polymers can be dispersed in a solvent, which
makes them processable with a simple deposition method, such as spin coating,
spray coating, etc. PEDOT is one of the most used conductive polymers for a
transparent conductive layer in the form of PEDOT: PSS dispersions. Furthermore,
PEDOT:PSS also showed very good flexibility, which is suitable for a flexible
device. PEDOT: PSS have been used for both the bottom conductive electrode and
the top counter electrode. Sun et al. [284] deposited PEDOT: PSS films on rigid glass
or flexible PET substrate as a conductive electrode for inverted planar PSCs, and
achieved efficiency of 11% for the rigid PSCs and efficiency of 8.6% for the flexible
PSCs. Transparent top PEDOT: PSS electrode could be a good candidate for the
above-described metal thin film or TCOs counter electrode due to their easy fabri-
cation, high transmittance, and high conductivity and low cost.

Conducting polymers have been used as a counter electrode for PSCs. Jiang et al.
[285] first reported PEDOT: PSS as the top electrode of PSCs with the structure of
FTO/c-TiO2/m-TiO2/CH3NH3PbI3/spiro-OMeTAD/PEDOT:PSS via a transfer-
lamination technique. Their device fabricated in gave a PCE of 11.29%, which
suggested their method was a simple method to lowers the threshold of both scientific
research and industrial production of PSCs. Bu et al. [286] deposited a PEDOT: PSS on
commercial plastic wrap to form a thin film to avoid using PDMS substrate, and then the
PEDOT; PSS electrode was laminated on the top of hole transport layer as the
transparent counter electrode as shown in Fig. 7.18. Their semitransparent PSCs gave
a PCE of 10.1% with an active area of 0.06 cm2, 2.9% with an active area of 1 cm2, and
AVT of 7.3%. By replacing the Ag electrode with the PEDOT: PSS transparent
electrode, Xiao et al. [287] also reported a PCE of 8.21% with AVT of 23% at a
wavelength range from 390 to 700 nm. The good transmittance of semi-transparent
PEDOT: PSS enables the use as light penetration side electrode for an opaque bottom
substrate-based PSCS. Xiao et al. [288] employed PEDOT: PSS as a counter electrode
for a Ti foil-based PSCs. Another ITO/PEN laminated on the top of PEDOT: PSS was
used to improve the charge separation and transportation. As a result, the Ti foil-based
PSC achieved efficiency of 13.07% with an active area of 1.00 cm2. Their promising
results highlighted the potential application of the PEDOT and Ti foil in cost-effective,
large-area, and flexible PSCs [288].
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Although, the employment of PEDOT:PSS as counter electrode have been success-
fully demonstrated. PEDOT:PSS also suffer from some drawbacks which hamper their
application in PSCs. One major disadvantage is the acidic and aqueous nature of
PEDOT:PSS, which causes cell degradation when used in PSCs. In general, some
additives were used to modify the PEDOT:PSS to increase the conductivity. However,
PEDOT:PSS film prepared from the dispersion also showed relatively low conductivity
than that of metal or ITO, whichmay increase the sheet resistance of the device. Besides,
the poor stability of the conductive polymer itself is another concern for the application
in PSCs. Thus, it is desirable to develop stable conductive polymer materials for the
conductive electrode application (cf. Table 7.7).

7.3 Perspectives

In this chapter, we have reviewed recent progress on the counter electrode materials
for PSCs, including metal thin-film electrode, super-thin metal thin-film electrode,
nanostructured metal electrode, graphene electrode, carbon nanotube electrode,

Fig. 7.18 Pictures of the semitransparent PSCs with a configuration of (FTO/c-TiO2/m-TiO2/
CH3NH3PbI3/HTM/PEDOT: PSS): (a) the cell with 240 nm m-TiO2 thickness (cell A), (b) the cell
with 140 nm m-TiO2 (cell B). (c) The transmittance of the two semitransparent solar cells. (d) The
device structure of semitransparent PSCs with PEDOT: PSS counter electrode. (Reproduced with
permission from Ref. [286]. Copyright (2015) American Chemical Society)
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carbon black/graphite electrode, conductive oxide electrode, and polymer electrode.
Although there are a variety of electrode materials and electrode structures suitable
for counter electrode of PSCs, to find a suitable counter electrode for PSCs, several
important factors such as the function of the counter electrode, the cost of the
materials, and relevant deposition technique should be carefully considered to
achieve efficient charge collection and expected photovoltaic application. Further-
more, the counter electrode also plays an important role in the long-term stability of
the PSCs. Thus, it is appealing to develop novel electrode materials and also suitable
integrating process for counter electrode in PSCs towards future commercialized
photovoltaic.
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Abstract
Perovskite solar cells (PSCs) have attracted more attention recently due to their high
efficiency, low cost, and long charge carrier diffusion length. Generally, PSCs
consist of three layers: the electron transport layer (ETL), the absorber layer
(perovskite), and the hole transfer layer (HTL). To improve the device efficiency
and enhance the cell stability of PSCs, great efforts toward developing novel and
efficient electron and hole-transporting materials are needed. Due to its unique
properties such as high efficiency, simple process and low-cost organic-inorganic
halide perovskite solar cells (PSCs) provide great potential for the photovoltaics
industry. Particularly, efficient interfacial layers are very important to enhance PSCs,
as charge carriers need to have smooth transport pathway, and this can be achieved
by manipulating the interfacial layers and by choosing suitable interfacial layers.

8.1 Introduction

Perovskite solar cells (PSCs) were regarded as the most promising photovoltaic
technology due to its low production cost, easy fabrication, and high power conver-
sion efficiency (PCE). The PCE leaping from 3.8% to a certified 22.7% in just a few
years and the stability of the devices from seconds to thousand hours have been
improved [1–6]. The typical device structure of PSCs consists of transparent con-
ductive electrode (fluorine-doped tin oxide (FTO) or indium tin oxide (ITO))/
electron transport layer (ETL)/perovskite absorption layer/hole-transport layer
(HTL)/metal electrode. For the mesoporous structure, the ETL includes the condense
layer and mesoporous layer. To remove the organic material in titania (TiO2) paste
and enhance TiO2 crystallinity in TiO2 mesoporous layer, high-temperature sintering
is required. The mesoporous part can be removed in the planar structure of PSCs and
only the condense layer was needed as ETL. Furthermore, all the layers in the planar
structure of PSCs can be processed at low temperature. Planar structure is further
divided into an n-i-p (regular) structure and p-i-n (inverted) structure based on the
bottom charge transport layer near the conductive layer [7].

ETL and HTL should meet the following criteria in order to obtain efficient PSCs:
(1) suitable energy-level alignment for efficient charge transfer and hole blocking,
(2) high electron mobility to ensure fast electron transport within the ETL, (3) high
transmittance to minimize the optical energy loss, (4) have high stability, and
(5) easy processing and low cost [8–11]. In general, the interfacial layer materials
can be classified as organic and inorganic ETL/HTLs. Graphene, fullerene, and their
derivatives have been widely used as ETLs in PSCs [12]. Organic ETLs have some
advantages such as solution process can be done easily and the devices display good
performance, but at the same time have some drawbacks such as their environmen-
tal, thermal, and photostability is a great concern for the long-term stability of the
devices. The most widely used inorganic metal oxide materials as ETL is TiO2.
When the device with TiO2 was illuminated by ultraviolet light, the oxygen could be
absorbed and perovskite material could be decomposed [13]. In addition, the bulk
electron mobility (<1 cm2 V�1 s�1) is low, which makes the mobility of the TiO2

film pretty low (10�5 cm2 V�1 s�1) [14]. For achieving efficient charge transport
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layer and developing suitable and reliable ETL, many attempts have been made to
replace TiO2 in ETLs. Many other low-temperature processed semiconductor metal
oxides have been investigated as potential candidates to replace TiO2 such as zinc
oxide (ZnO) [7, 15]; ternary metal oxides (Zn2SO4 [16, 17], BaSnO3 [18, 19],
SrTiO4 [20]); metal sulfide (CdS) [21]; and metal selenide (CdSe) [22].

In this chapter, we have critically summarized about the materials used so far in
ETL and HTL for PSCs applications. Methods for enhancing ETL performance such
as deposition methods and metal-doping are also discussed in detail. This review
aims to give insights into the current state-of-the-art of ETLs and HTLs in perovskite
solar cells applications.

8.2 Electron Transport Layer (ETLs) in Perovskite Solar Cells

One of the most important components in the PSCs for highly efficient performance
which plays an essential role in extracting and transporting photogenerated electrons
is the electron-transport layer (ETL). Electron transport layers serve as a hole-
blocking layer to suppress carrier recombination. Figure 8.1 shows the schematic
illustration of ETL roles in PSCs. The major characteristics which determine the
device behavior and photovoltaic performance of PSCs are carrier mobility, energy
band alignment, morphology, trap states, and related interfacial properties [4, 23]. To
efficiently transport and collect electrons, relatively high electron mobility materials
are needed, which increase short-circuit current density (Isc) and fill factor
(FF) [24–26]. Moreover, trap states in the ETLs play important roles in charge
transport; hence, improving interface contact between ETLs and the perovskite
layer is an efficient method to increase device performance and enhance charge
transport [27].

In order to achieve better device performance, morphology of the ETL is mod-
ified to enhance its contact with the perovskite layer. Most frequently TiO2 is used as
ETLs in PSCs. The rate of electron injection between the TiO2 ETLs and perovskite
absorber is very fast, at the same time there is a probability of electron recombination

Fig. 8.1 A schematic illustration of ETL roles in perovskite solar cells
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due to the low electron mobility and transport properties [28]. In addition, to get
high-quality mesoscopic TiO2 layer, a high-temperature process is required [4, 29,
30]. Therefore, to develop low-cost perovskite solar cells on various flexible sub-
strates, the material characteristics may act as impediments to improve device
performance and their application [31, 32]. In addition, a different type of zinc
oxide (ZnO) morphologies has been found such as thin film, single-crystal, nano-
wire, and nanorod at low-temperature solution processes [33]. Additionally, ZnO has
a similar energy level as TiO2 but better electron mobility (bulk mobility:
200–300 cm2/V.s [33–35]) than TiO2, which makes it an ideal candidate for a
low-temperature processed electron-selective contact for transparent electrodes,
organic solar cell, thin-film transistors, light-emitting diodes, and perovskite solar
cell. Liu and Kelly (2014) first used low-temperature processed thin compact ZnO
layer to fabricate efficient planar PSC at room temperature and achieve efficiency up
to 15.7% [15]. However, it was observed that the ZnO could easily react with
perovskite if thermal annealing (>100 �C) is carried out, which leads to the poor
longtime stability of the devices [36]. To improve the device stability ZnO was
combined with phenyl-C61-butric acid methyl ester (PCBM) to form PCBM/ZnO
bilayer ETL, in which PCBM layer acts in charge extraction and the ZnO layer acts
as a protecting layer to exclude oxygen and moisture, and also avoiding the metal
electrode from diffusion [37]. To avoid a chemical reaction, zinc stannate (Zn2SnO4)
with a good bulk electron mobility of 10–30 cm2 V�1 s�1 was investigated. Shin
et al. used a quite tedious hydrothermal solution process (<100 �C) to synthesize the
ternary Zn2SnO4 as ETL for methylammonium iodide (MAPbI3) perovskite solar
cells (PSC), yielding a power conversion efficiency (PCE) of 15.3% [17]. Dai and
coworkers first used lanthanum (La)-doped barium stannate (BaSnO3, LBSO) as
ETL in PSCs and got device PCE of 15.1% [18]. Seok and coworkers prepared
LBSO electrode below 300 �C by using a superoxide colloidal solution route,
combined with MAPbI3 as perovskite layer, the device showed a stable output
PCE of 21.2% and showed good long-time full-sun illumination stability [19]. In
addition to metal oxide, several sulfides/selenides were also regarded as a replace-
ment for TiO2. Mitzi and coworkers used chemical bath deposition (CBD) to deposit
cadmium sulfide (CdS) and 15% stabilized efficiency were achieved. Somehow, the
devices using this sulfide suffer from current losses in the ultraviolet (UV) range due
to parasitic absorption caused by the rather low band gap of CdS film (Eg = 2.4 eV)
[21, 22]. Cadmium sulfide has been used as ETL because of its high bulk electron
mobility of 450–900 cm2 V�1 s�1 and it is easily obtained in low temperature. Using
low-temperature solution processed CdSe nanocrystals have been prepared and a
PCE of 12% have been achieved [38]. But the concern is the high toxicity of
cadmium, which makes it necessary and critical to handle the liquid waste of
cadmium-containing solutions. Although huge signs of progress have been obtained
by replacing titania (TiO2), as mentioned above, there are still some problems such
as low device efficiency, poor chemical stability, or high-temperature processing.
Recently, tin oxide (SnO2) has attracted great attention as ETL for PSCs, and it is
regarded as the most promising alternative to TiO2 due to the following reasons:
(a) SnO2 owns good energy level and deep conduction band [39]. The excellent band
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energy enhances electron extraction and hole blocking at ETL/perovskite interface.
(b) Potentially it can improve the electron transport efficiency and reduce the
recombination loss due to its high bulk electron mobility of up to 240 cm2 V�1 s�1

and high conductivity. (c) Due to its wide optical band gap (3.6–4.0 eV) and high
transmittance over the whole visible spectra, SnO2 will guarantee that most of light
can come through and can be absorbed by the perovskite layer. (d) It is easily
processed by low-temperature methods (<200 �C), which is compatible with flex-
ible solar cells, tandem solar cells, and large-scale commercialization. (e) In com-
parison with TiO2 or other ETLs, SnO2 shows excellent chemical stability,
ultraviolet (UV) resistance properties, and less photocatalytic activity which is
helpful for overall device stability [40, 41].

8.2.1 Titanium Oxide (TiO2) as ETLs

Titanium oxide is considered as the most used electron transport layer in perovskite
solar cell as it owns proper electron mobility, high transparency, long electron
lifetime, and favorable energy [42–44]. Generally, wide band gap of TiO2

(> 3.0 eV) can provide sufficient solar energy passing through it and maximize
the absorption ability of perovskite active layer to light. The TiO2 band gap associ-
ated with that of the perovskite layer should be compatible in order to produce
superior electron transfer effect and hole blocking effect [45–49]. However, most of
the TiO2 ETLs are formed via high-temperature sintering (> 450 �C) with high
crystallinity, which hampers the commercialization of flexible PSCs [50, 51]. This
makes a number of researchers to focus more on the low-temperature PSCs that
possess a simple device structure and low fabrication costs such as atomic layer
deposition, electrodeposition, and chemical bath deposition method (CBD) [52–58].

Generally, it is observed that the band gap and trap states of metal oxide could be
modified by doping with suitable metal elements into the lattice. Previous studies on
TiO2 doping as ETLs in PSCs are summarized in Table 8.1. Several elements have
been inserted into TiO2 such as magnesium, ruthenium, niobium, tantalum, yttrium,

Table 8.1 Doping effect on the power conversion efficiency of perovskite solar cell

Dopants PCE (%) References

Magnesium 12.8% [59]

Ruthenium 15.7% [60]

Niobium 16.3% [61]

Tantalum 9.94% [62]

Yttrium 16.5% [8]

Lithium 17.1% [63]

Indium 19.3% [64]

Lanthanum 15.42% [65]

Iron (III) 18.60% [66]

Zinc 15.25% [67]
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lithium, lanthanum, iron (III), zinc, and indium in order to enhance the efficiency and
stability of the corresponding devices [8, 59–67]. These results show that the
semiconductive properties of TiO2 modifying the TiO2 conduction band minimum
(CBM) and valence band maximum (VBM) level to increase the short-circuit current
density (Isc) or the open-circuit voltage (Voc) of PSCs can be improved by elemental
doping [61, 63–65, 68, 69]. However, the doping methods have some drawbacks
including the complexity of the preparation procedure, high-temperature
manufacturing, limited control of large-area spin-coating film quality, and expensive
Ti/dopant organometal precursor; hence, investigating an efficient low-temperature
method to obtain metal-doped TiO2 layer is imminent. Introducing zinc ions into the
compact TiO2 lattice can result in better interfacial carrier extraction between ETL
and perovskite. The experimental result shows that Zn doping can enhance carrier
concentration of TiO2 layer and passivate trap-state sites within TiO2, resulting in
less carrier recombination and in turn improve the carrier transportation [70].

8.2.2 Zinc Oxide (ZnO) as ETLs

Zinc oxide (ZnO) is a II–VI semiconductor material with a band gap of 3.37 eVand a
60 meV exciton binding energy at room temperature [71, 72]. In comparison with
TiO2, ZnO-based PSCs have some attractive advantages. For instance, ZnO is a wide
band gap semiconductor; its band gap is similar to that of TiO2. Additionally, ZnO
electron mobility is higher than TiO2, which makes it an ideal choice to replace TiO2

[73, 74]. Furthermore, high crystalline ZnO can be achieved without sintering
processes, which means that the ZnO thin films could give sufficient conductivity
without a higher temperature sintering process [12, 75].

Studies found that deposition methods and morphological properties of ETLs are
important factors in manipulating the performance of PSCs. Planar heterojunction
devices have been fabricated by two-step deposition procedures, and the highest
PCE of 15.7% was attained on rigid substrates [76]. In 2013, Kumar et al. used ZnO
as ETL of PSCs; PCE of 8.90% were attained on rigid substrates [77]. In the same
year, Bi et al. applied well-aligned ZnO nanorod arrays as ETLs; their results showed
that the ZnO nanorod-based PSCs had good long-term stability of PSCs [78]. It was
found that the ZnO nanorod length has a certain effect on electron transport time and
lifetime. At the end of 2013, Liu and Kelly used thin compact ZnO ETL prepared by
a co-precipitation method without any sintering steps to fabricate a highly efficient
planar perovskite solar cell with a champion efficiency of 15.7% and an average
efficiency of 13.7%, and the flexible ones yielded 10.2% [15]. Besides, solution-
based co-precipitation ZnO ETLs prepared by Kim et al. in 2014 reported a sol-gel
solution process to synthesize ZnO ETLs [79]. Moreover, for high-efficiency, PSCs’
ZnO ETL has been prepared using vacuum process such as an atomic layer depo-
sition (ALD) [80] or sputtering method [81].

On the other hand, the electrical characteristics of ZnO can be improved by
extrinsically doping a small amount of aluminum [82, 83]. In the lattice point,
aluminum (Al3+) can replace zinc (Zn2+) which acts as a donor and increase the
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conductivity of ZnO [84, 85]; Al-doped ZnO thin film inhibits charge recombination
at the ZnO/perovskite interface, resulting in better efficiency than pure ZnO devices
[86]. Magnesium also can be used to suppress the charge recombination of
ZnO-based device which refers to the conduction band offset at the interface
between ZnO ETL and perovskite layer [87]. In addition, the electron extraction
by the ETL in a perovskite cell depends on the work function of the ETL. An energy
barrier mismatch (a Schottky barrier) between the work function of the ETL and the
lowest unoccupied molecular orbital (LUMO) of perovskite absorber could lead to
inefficient electron extraction, so matching the work function of ETL with the
absorber could reduce a Schottky barrier or form an Ohmic contact to facilitate the
electron injection or collection [88–90]. Another way to modify the ZnO ETL is the
use of 3-aminopropanol acid [C3H9NO] monolayer which can enhance the interfa-
cial energy level alignment by forming permanent dipole moments, which decrease
the work function of ZnO from 4.17 to 3.52 eV, and hence obtain highly crystalline
perovskite layer with reduced pin-hole and trap-state density [91]. The presence of
oxygen vacancy of the lattice has a certain effect on the surface conductivity of ZnO.
Zinc oxide film with more oxygen vacancies has higher surface conductivity.
Furthermore, ZnO using pure Ar deposition has a lower work function of 4.33 eV
than that using argon/oxygen (Ar/O2) mixed gas deposition of 4.48 eV. Therefore,
ZnO using pure argon (Ar) deposition lower conduction band level shift down than
that using Ar/O2 mixed gas deposition to increase the driven force of electron
injection from ZnO/perovskite interface and lower valance edge can block the hole
more efficiently [92]. In 2015, Yang et al. observed the thermal instability of PSCs
prepared using ZnO as the ETLs [36]. Moreover, they showed that the basic nature
of the ZnO surface leads to proton-transfer reactions at the zinc oxide/
methylammonium lead halide (ZnO/CH3NH3PbI3) interface, which results in
decomposition of the perovskite film. Cheng et al. introduced a buffer layer between
the zinc oxide nanoparticles (ZnO-NPs) and perovskite layers to minimize the
decomposition. They found that [6, 6]-phenyl-C61-butyric acid methyl ester can
reduce it but not avoid completely. Furthermore, a polymeric buffer layer such as
poly ethylenimine can effectively use to separate the ZnO-NPs and perovskite,
which allows larger crystal formation with thermal annealing [93].

8.2.3 Tin Oxide (SnO2) as ETLs

Recently, SnO2 has attracted great attention as ETL for PSCs, and it is considered as
the most promising alternative to TiO2 due to following reasons: (1) SnO2 owns deep
conduction band and good energy level [39]. The excellent band energy at
ETL/perovskite interface will enhance electron extraction and hole blocking.
(2) SnO2 owns high bulk electron mobility of up to 240 cm2.V�1.s�1 and high
conductivity, which can potentially improve the electron transport efficiency and
reduce the recombination loss. (3) SnO2 has wide optical band gap (3.6–4.0 eV) and
high transmittance over the whole visible spectra, which will guarantee that most of
light can come through and can be absorbed by the perovskite layer. (4) SnO2 is
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easily processed by low-temperature methods (<200 �C), which is compatible with
flexible solar cells, tandem solar cells, and large-scale commercialization. (5) SnO2

showed excellent chemical stability, UV-resistance properties, and less photo-
catalytic activity in comparison with TiO2 or other ETLs, which is helpful for overall
device stability [40, 41]. In 2015, several groups apart from each other applied SnO2

in PSCs. Dai et al. using mesoporous SnO2 nanoparticle films as ETL got an
efficiency of 10.18% [94]. Ma et al. used SnO2 combined with TiO2 mesoporous
layer as ETL and attained PCE of 7.43% [95]. Then, Kuang et al. prepared SnO2

nanocolloidal film treated with titanium chloride (TiCl4) as ETL and a PCE of
14.69% was achieved [96]. Although these considerable signs of progress in
SnO2-based perovskite solar cells have been achieved, the performance of the device
is still lower than the devices using TiO2 as ETL. This could be referred to the
existence of a large number of charge traps or recombination centers such as oxygen
vacancies in the SnO2 layer at high-temperature annealing. Low-temperature pro-
cessed SnO2 has been developed in order to prevent the defects induced by high-
temperature processing. Tian et al. used SnO2 thin films annealed at 200 �C and a
PCE of 13% was achieved [97]. Subsequently, Hagfeldt et al. prepared SnO2 ETL
using atomic layer deposition (ALD) process and a PCE of more than 18% was
achieved [98]. The device’s performance is still falling behind TiO2 counterpart. You
et al. reported high-quality SnO2 nanocrystal colloidal as ETL, which annealed
under moderate temperature and a PCE of 19.9% have been attained [14]. At the
same time, Hagfeldt et al. using the chemical bath deposition (CBD) method
prepared a double layer SnO2 and a PCE of 20.7% was achieved [99].

8.3 Hole Transport Layers (HTLs) in Perovskite Solar Cells

The perovskite cell absorber layer is sandwiched between electron and hole transport
layers (ETL and HTL). When the device is illuminated by the sun, the light is excited
in the absorber layer when the excitons are extracted by the electron/hole trans-
porting carrier layer, and finally, the charges are collected at the appropriate elec-
trodes [100]. The basic function of the HTL is to transfer an electron from the HTL to
the oxidized perovskite, but the holes should quickly move away from the interface
to prevent the recombination of electrons from the metal oxide layer. The highest
occupied molecular orbital (HOMO) of the HTL must lie above the highest occupied
molecular orbital (HOMO) of the perovskite to provide a driving force for hole
injection. Furthermore, the HTL must have good p-type conductivity and be com-
patible with the perovskite [101]. In order to achieve high performance in perovskite
cells, HTLs have to possess: (1) suitable highest occupied molecular orbital
(HOMO) energy levels for matching with the valence band energy (VBE) of
perovskite materials, together with ensuring holes injection and transporting at
each interfaces; (2) high hole mobility and photochemical stability; (3) suitable
solubility in organic solvents and good film-forming ability for processing and
device fabrication; (4) suitable light absorption in visible and near-IR region of the
solar spectrum for high photocurrent [101, 102].
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The stability and performance depend on the transporting layers used in the
device architecture as they serve the various aspects in perovskite cells such as the
following: (i) acting as a physical/energetic barrier between ETL and perovskite
layer by blocking the electron transfer; (ii) improving the hole transporting efficiency
due to its high hole mobility and its matching energy level with those of ETL/HTLs
and electrode, (iii) avoiding the degradation and corrosion which can take place in
the absence of an HTL at the metal-perovskite interface; (iv) suppressing charge
recombination by fully separating the top contact from the bottom transport or
contact layer leading to improved performance. Though we have a wide variety of
device architectures available for achieving both stability and performance, the light-
to-electricity conversion in PSCs can be further improved by using suitable HTMs
with well-established device architecture [100, 103].

Insertion of suitable HTLs between perovskite layer and metal electrode can promote
the separation of electrons and holes in the functional layer interface, and thus reduce
charge recombination and improve the performance of solar cells. The HTLs with stable
thermodynamic and optical properties would help to improve the stability of PSCs as
well. Perovskite crystal can be easily decomposed in humid environments. Therefore,
the quality of perovskite films can be mostly decided by the hydrophobicity of the hole-
transporting layer. Those hydrophobic hole-transporting layers can protect perovskite
materials from moisture and thus ensure perovskite materials to sustain crystals with
larger grain size and fewer grain boundaries [102]. In general, HTLs can be classified as
inorganic, organic, and carbonaceous HTLs.

8.3.1 Organic HTLs

Organic HTLs include long polymer-based HTLs and small molecule-based HTLs. The
prominent ones used are 2,20, 7,70-Tetrakis (N,N-di-p-methoxyphenylamino)-9,9-
0-spirobifluorene (spiro-OMeTAD, C73H52N4), poly(3,4-ethylenedioxythiophene):
polystyrene sulfonate [(C6H4O2S)n:(C8H8O3S)n] (PEDOT:PSS), polytri-arylamine
(PTAA, [C6H4N(C6H2(CH3)3)C6H4]n), poly(3-hexylthiophene-2,5-diyl) (P3HT,
[(C10H14S)n]), crosslinked polymers, and other derivatives of smaller molecules like
pyrene [C16H10] derivatives, thiophene [C4H4S] derivatives, porphyrin [C34H34N4O]
derivatives, and carbazole [C12H9N] derivatives. Figure 8.2 shows the molecular
structures of organic HTLs. Till now a large number of reports on various organic
HTLs such as spiro-OMeTAD, PEDOT:PSS, PTAA, and P3HT are available which
have been used to provide higher open circuit voltage and achieve higher efficiencies,
yet the industrial development and market potential of PSCs is restricted due to their
high cost and instability in water, heat, and light [100–105].

8.3.2 Inorganic HTLs

Inorganic HTLs commonly used in perovskite solar cell can be classified into three
namely: Nickel (Ni) and copper (Cu) based, a [positive] p-typed semiconductor
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based, and transition metal oxide based. Nickel oxide (NiO), copper iodide (CuI),
cupric oxide (CuO), cuprous oxide (Cu2O), copper chromium oxide (CuCrO2), and
copper gallium oxide (CuGaO2) are the examples of nickel- and copper-based HTLs
used in perovskite, while copper(II) phthalocyanine (CuPc) and copper
(I) thiocyanate (CuSCN) are the examples of p-typed semiconductor used. Likewise,
molybdenum trioxide (MoO3), vanadium(x) oxide (VOx), and tungsten(x) oxide
(WOx) are the examples of transition metal oxide-based HTLs used in perovskite
solar cell. To overcome the drawbacks of organic HTLs, alternate HTLs must be
identified which are inexpensive and stable under all ambient conditions. This has
led to the identification of effective inorganic hole transporters such as an interlayer
which are inexpensive, abundant, nontoxic, and energy nonintensive. Many
researchers have reported about the efficiency and stability of PSCs fabricated
using various metal oxide HTLs. They have given an overview of both organic
and inorganic HTLs and concluded that inorganic HTLs are better market compet-
itors than organic HTLs [100, 101, 103, 105, 106]. Table 8.2 summarizes the
examples of inorganic HTLs used in PSCs and its PCE.

8.3.2.1 Nickel Oxide
Nickel oxide (NiO) is one of the most promising HTLs with expected stability as it
has good optical transparency, prevents electron leakage, and has appropriate energy
levels. Nickel oxide (NiO) layer has a wide band gap and acts as a [positive] p-type
transporting layer and acts as an electron blocking layer suppressing charge
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Fig. 8.2 Molecular structures of organic HTLs. (a) 2,20, 7,70-Tetrakis (N,N-di-p-methoxyphe-
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rene sulfonate (PEDOT:PSS). (c) Polytri-arylamine(PTAA). (d) Poly [3-hexylthiophene] (P3HT)
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recombination and enhances the hole extraction in solar cells since the performance
of the solid-state PSC device mainly depends on the charge transport. Nickel oxide
(NiO) as HTL also has the favorable deep-lying HOMO (valence band edge value)
with work function from 5 eV to 5.6 eV. Nickel oxide (NiO) acts as a potential HTL
with methylammonium lead iodide perovskite and exhibits good hole transfer
characteristics and this leads to improved device performance. The inertness of
NiO makes it noncorrosive toward ITO substrates, and its work function makes
NiO a good HTL for PSCs. NiO is marked as a promising material for p-type or
inverted PSCs. When Snaith’s group used NiO layer as HTL, they found a photo-
conversion efficiency of <0.1%, due to poor adhesion between perovskite and the
NiO layer [100, 103, 108]. Docampo and his coworkers first reported a thin NiO
layer as HTL using methyl ammonium lead iodide doped chloride
[CH3NH3PbI3�xClx] PSCs and noticed that a low coverage of perovskite surface
leads to direct contact between the HTL (NiO) and the ETL (PCBM) resulting in low
device performance PCE~0.1%. However, when mesoporous NiO is used as HTL in
mesoscopic architecture compact layered-nickel oxide/nanoparticulate nickel oxide/
methylammonium lead triiodate/phenyl-C61-butyric acid methyl ester/aluminum
[CL-NiO/NP-NiO/CH3NH3PbI3/PCBM/Al], they got a significant increase in PCE
(~1.5%) by controlling the thickness of the bilayer nickel oxide (BL-NiO) and
nanoparticulate nickel oxide (NP-NiO) to be 80 and 120 nm, respectively [103,
108, 114]. Similarly, Anand S. Subbiah et al. reported planar, inverse
CH3NH3PbI3 � xClx-based cells with inorganic hole conductors, using electro-
deposited NiO as hole conductor, in which they are able to achieve a power
conversion efficiency of 7.3% [107]. Likewise, Jong H. Kim et al. fabricated high-
efficiency planar heterojunction perovskite solar cells based on solution-processed
copper (Cu)-doped NiOx(Cu:NiOx) with impressive PCEs up to 15.40% and decent
environmental stability; the doping significantly improved the performance [109].

8.3.2.2 Copper Iodide
Copper iodide (CuI) is a highly efficient, inexpensive, stable, wide band gap
semiconductor with high conductivity and good material to use as an HTL in
PSCs [108]. The first inorganic hole transport material which has been used in
PSCs is CuI that resulted in a moderate PCE~6% with photovoltaic
(PV) parameters ([saturation current density] JSC ~17.8 mA cm�2, [open circuit
voltage] VOC~0.55 V, [form factor] FF~0.62%) comparable to a spiro-OMeTAD
based PSC (JSC~16.1 mA cm�2, VOC~0.79 V, FF~0.61% yielding a PCE~7.9%).
However, a lowering of ~300 mV in VOC in CuI based PSCs was attributed to the

Table 8.2 Examples of inorganic HTLs and its efficiency obtained so far

HTM Thickness (nm) PCE (%) Ref.

Nickel oxide (NiO) 80–120 1.5–7.3 [107, 108]

Doped nickel oxide (NiO) n/a 15.4 [109]

Copper iodide (CuI) 40–43 6.0–13.6 [110, 111]

Cuprous oxide (Cu2O) and cupric oxide (CuO) 50–300 8.93–13.35 [112, 113]
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high recombination rate in CuI due to free iodine that could act as valence band trap
and work as a recombination channel, as reported for solid state dye sensitized solar
cells (s-DSSC) [110, 115]. High hole mobility of CuI which is five orders of
magnitude greater than that of Spiro-OMeTAD still encourages its use in mesoscopic
PSCs. Similarly, Chen et al. demonstrated that CuI as HTL in inverted planar PSCs
showed PCE~13.6%, VOC 1.04 Vowing to its high transmittance and deep valance
band (~5.1 eV), and JSC 21.06 mA cm�2 [111].

8.3.2.3 Copper Oxide and Cuprous Oxide
Cuprous oxide and cupric oxide are a typical p-type semiconductors with low
valence band energy that can match very well with the perovskite (CH3NH3PbI3),
as well as they have high hole mobility of about 100 cm2.v-1.s-1 and 0.129 cm2.v-1.
s-1, respectively and hence the good possibility for HTLs in PSCs [108]. CuOx-
based solar cells were previously studied by creating a [positive-negative] p–n
junction device structure. Cuprous oxide, with a band gap of 2.2–2.8 eV, is a
promising and environmental friendly HTL for p–n junction solar. Moreover, very
large hole mobility and charge diffusion length are reported for Cu2O [113]. Con-
sidering the broad absorption of Cu2O, as well as its close energy level alignment
with the perovskite material, it could be an appropriate HTL candidate to boost the
efficiency by extracting generated holes from the perovskite layer, and consequently
reducing the production cost of perovskite solar cells with respect to cells employing
Spiro-OMeTAD. It was shown through simulation that Cu2O may be a strong HTL
candidate in perovskite solar cells possibly reaching up to 13% efficiency conver-
sion; however, the experimental fabrication of the proposed architecture was difficult
owing to a large number of limitations related to the processing conditions [113].

Bahram Abdollahi Nejand et al. proposed a successful technique for the physical
deposition for Cu2O as a novel HTLs in perovskite solar cells. In the study, they
introduced inorganic sandwiched perovskite solar cells with PCE values of up to
8.93%. Owing to the high sensitivity of Cu2O to perovskite precursor solutions,
reactive magnetron sputtering was used to deposit the Cu2O on to the perovskite
layer. The technique was used to achieve good coverage of the underlying perovskite
layer and provide an effective junction between the perovskite and Cu2O [113].

Similarly, there is a facile low-temperature method to prepare Cu2O and CuO
films and use them as HTMs in perovskite solar cells in which Cu2O film was
prepared via in situ conversion of CuI film in aqueous NaOH solution. CuO film was
made by heating Cu2O film in air. Compared with the cells using PEDOT:PSS,
perovskite solar cells using Cu2O and CuO as HTMs show significantly enhanced
open-circuit voltage (Voc), short-circuit current (Jsc), and PCE. PCEs of 13.35% and
12.16% were achieved for Cu2O and CuO cells, respectively, which are close to the
highest PCE of perovskite solar cells using inorganic HTMs. Furthermore, Cu2O
cells present improved stability.

Yan Wang et al. performed a device modeling study on planar perovskite solar
cells with cuprous oxide (Cu2O) hole transporting layers (HTLs) by using a solar cell
simulation program, wxAMPS. The performance of a Cu2O/perovskite solar cell
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was correlated to the material properties of the Cu2O HTL, such as thickness, carrier
mobility, mid-gap defect, and doping concentrations. They also investigated the
effect of interfacial defect densities on the solar cell performance. The simulation
indicates that, with an optimized Cu2O HTL, high-performance perovskite solar
cells with efficiencies above 13% could be achieved, which shows the potential of
using Cu2O as an alternative HTL over other inorganic materials, such as NiOx and
MoOx. Their study provides a theoretical breakthrough for developing perovskite
solar cells with an inorganic hole transporting materials via a printing process [112].

8.3.3 Carbonaceous HTLs

Carbonaceous based HTLs involved hole-transport-free (carbon) based HTLs,
graphene oxide, and reduced graphene oxide. Since efficiency and stability are
both essential in photovoltaics, thus, carbon has also been identified as a potential
HTL in terms of efficiency and long-term stability to some extent [100, 101, 103,
105, 106].

8.4 Conclusions and Future Directions

The major characteristics which determine the device behavior and photovoltaic
performance of PSCs are carrier mobility, energy band alignment, morphology, trap
states, and related interfacial properties. To efficiently transport and collect electrons,
a relatively high electron mobility materials are needed, which increase short-circuit
current density (Isc) and fill factor (FF). Both ETLs and HTLs that are able to extract
electrons and holes from the perovskite absorbing layers, respectively, are needed for
the high-efficiency PSCs. Many other low-temperature processed semiconductor
metal oxides have been investigated as potential candidates to substitute TiO2,
such as ZnO, BaSnO3, SrTiO4, etc. Organic HTLs are found to be advantageous in
terms of efficiency; however, it fails in ensuring long-term stability, while inorganic
HTLs are found to be better when considering stability factor and relatively good
efficiency. Copper and cuprous oxides can be said to be a better candidate than most
of the inorganic HTLs, similarly copper iodide. Doping can significantly affect the
efficiency of almost all the inorganic HTLs as can be seen in nickel oxide in which
the efficiency was able to reach up to 15.40%. However, the high price of most
dopant and the complexity of the doping process make it less economical. Thus,
manipulating the properties of ETLs and HTLs such as varying the thickness of the
interfacial layers in order to decrease the band gap of the respective material is seen
as a good alternative for high performance and stable perovskite solar cells.
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Abstract
Concentrating photovoltaic technology is one of the most promising solar energy
utilization technologies which can directly transform sunlight into electricity with
high conversion efficiency up to 46%. Nevertheless, the concentrator brings a
large amount of heat to the solar cell and temperature of the solar cell significantly
affects its performance by reducing the efficiency and lifespan. Therefore, it is
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necessary to use proper cooling technology to dissipate the excess heat and
maintain the solar cell temperature in an acceptable range. This work presents
an overview of various cooling technologies available for concentrating photo-
voltaic systems in terms of passive and active methods. In passive cooling, natural
convection heat sink cooling, heat pipe cooling, and phase change material
cooling have been summarized. Inactive cooling, jet impingement cooling, liquid
immersion cooling, and microchannel heat sink cooling have been evaluated. At
last, discussions of these cooling techniques were reviewed.

9.1 Introduction

The photovoltaic (PV) cell is one of the most widespread renewable energy
power generation technologies which can directly transform sunlight into elec-
tricity. The main challenge of PV cell commercialization is the high initial cost
compared to conventional fossil sources-based power generation technologies [1,
2]. In order to increase the efficiency of PV power generation and make it more
cost effective, concentrating photovoltaic (CPV) was proposed by using cheaper
concentrating mirrors or lenses to capture the incident solar irradiance on a
relatively large area and concentrate that energy onto small solar cell (SC) [3,
4]. The new world efficiency record of a CPV is up to 46% reported by Soitec and
French Commission for Atomic Energy and Alternative Energies (CEA) –
Laboratoire d’électronique des technologies de l’information (Leti), together
with the Fraunhofer Institute for Solar Energy Systems (Fraunhofer ISE) and
confirmed by Association for Iron & Steel Technology (AIST) in Japan [5],
whereas non-concentrated photovoltaics (PVs), in general, have an efficiency
of less than 25% [6]. According to the concentration ratio (CR) of a solar
radiation incident, concentrating photovoltaic (CPV) systems can be classified
under CR varying from 1 to 40 Suns [2.3 kW] for low, 40 to 300 Suns for
medium, and 300 to 2000 Suns [100 kW] for high concentrating systems
[7]. The ratio in “Suns” indicates the number of times the solar radiation is
concentrated.

In a CPV system, only a fraction of incoming sunlight is converted into electric-
ity, and the remaining solar energy is converted into heat [8]. The temperature of the
PV cells can increase significantly without cooling. The cell efficiency is adversely
influenced by the increasing temperature. Moreover, the high temperature can cause
long-term degradation and irreversible structural damages to the cell such as defor-
mation on the cell surface, delamination of the transparent layer, and development of
micro-cracks on the cell [1, 9]. The temperature coefficient of conversion efficiency
for most silicon SCs with a base temperature of 25 �C has been summarized by
Skoplaki and Palyvos [10]. They reported that the average decrease in efficiency is
around 0.45%/�C rise in operating temperature. Multi-junction (MJ) SCs are recently
favored over single junction cells to be integrated into CPV systems as they are more
efficient, have a better response to high concentration, and lower temperature
coefficient [11]. Nashik et al. [12] reported the temperature coefficient of conversion
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efficiency for [indium gallium phosphide/indium gallium arsenide/gallium] InGaP/
In GaAs/Ge triple-junction SCs to be decreased by 0.248% at 1 Sun and 0.098% at
200 Suns for per degree rise in operating temperature. It is evident that thermal
management of CPV systems plays a key role to improve the efficiency and life span
of the SCs. Thus, it is necessary to introduce effective cooling technologies to
dissipate heat, attain the higher performance, and prolong the lifetime of cells.

The following two sections will present and summarize current works in CPV
cooling technologies in terms of passive cooling and active cooling. Passive cooling
requires neither maintenance nor use of energy consuming devices such as pumps or
fans, which are more reliable and cost-effective. In this section, natural convection
heat sink cooling, heat pipe cooling, and phase change material (PCM) cooling
methods will be summarized. Active cooling requires external energy to cool the
SCs but is independent of the ambient conditions, so is usually easily controllable
than passive cooling. In this section, it mainly evaluates the methods of jet impinge-
ment cooling, liquid immersion cooling, and microchannel heat sink cooling. Based
on these efforts, discussions of those cooling techniques were reviewed for CPV
cooling technologies.

9.2 Passive Cooling

9.2.1 Natural Convection Heat Sink Cooling

Heat sink with or without fins is one of the most common passive cooling solution
applied in CPV systems [8]. It utilizes the effects of natural convection and radiation
to dump waste heat for CPV by attaching the heat sink to the bottom of the cell
(or cells). Araki et al. [13] conducted the outdoor experiments of a heat sink cooling
for CPV systems at the concentration ratio of 500 Suns. They used an aluminum
plate as the heat sink with a heat conductive epoxy and copper sheet between the SCs
and metal plate. The results presented that the cell temperature only rose 18 �C under
500 Suns and 21 �C under 400 Suns to the ambient. Chou et al. [14] also numerically
investigated the thermal performance of a high CPV system using an aluminum plate
as the heat sink for cooling. The effects of the thickness of the heat sink, the thermal
conductivity of the test board and solder paste of SCs assembly were discussed. The
results showed that the thermal conductivity of the test board and solder paste had a
slight effect to reduce cell temperature. However, the thickness of the heat sink
played an important role in the thermal management of high CPV systems. The
maximum cell temperature decreased as the aluminum thickness increased and
became stable when the thickness was more than 20 mm. In order to predict the
practical limits of flat plate cooling systems in natural convection for high CPV
modules, Guladi et al. [15] proposed a thermal analytical model with the flat plate
made of aluminum and a thickness of 3 mm. They found that flat plate systems
cooled by natural convection of ambient air were sufficient to maintain the cell
temperature below 80 �C up to CR of a few thousand Suns in the case of SCs side
lengths of 2–4 mm and flat plate side lengths of 0–60 mm. Cui et al. [16] also

9 Thermal Management Techniques for Concentrating Photovoltaic Modules 249



proposed a thermal model based on the energy conservation principle for CPV cells
cooled by aluminum plates with a black coating as heat sinks. The heat sink area was
700 times larger than the area of SCs. According to the model, the cell temperature
reduced as the heat sink area increased for a fixed CR. And for a certain fixed cell
temperature, the heat sink area needed to increase linearly as a function of the
concentration ratio. This model was verified by an outdoor experiment which
measured the SCs temperature of 37 �C at the concentration ratio of 400 Suns.

Heat sink with fins can obviously increase the heat transfer surface area which
remarkably enhances the thermal performance. Natarajan et al. [17] numerically
studied the thermal performance of a CPV system cooling by a heat sink with and
without fins. A two-dimensional (2-D) thermal model was developed to predict the
SCs temperature. Based on the model, the SCs temperature with fins was signifi-
cantly decreased compared to without fins. And they found that four uniform fins of
1 mm thickness and 5 mm height could effectively reduce the SCs temperature to
49.6 �C for CPV system at the concentration ratio of 10 Suns and ambient temper-
ature of 20 �C. Aldossary et al. [11] also numerically investigated the feasibility of
heat sink for passive cooling to maintain a single MJ PV cell surface temperature and
electrical performance under high solar concentration in the harsh environment
where ambient temperature could reach 50 �C. Two heat sink designs (shown in
Fig. 9.1), namely, round pin heat sink (RPHS) and straight fins heat sink (SFHS),
were simulated with the concentration ratio of 500 Suns. The results showed that
SFHS had a better performance with the PV surface temperature of 21 �C lower than
RPHS in ambient temperatures of 25–50 �C. The round pin heat sink was unable to
keep the PV surface temperature below 80 �C at all test ambient temperatures and
SFHS only could maintain the maximum PV surface temperature within the oper-
ating limit at an ambient temperature lower than 35 �C.

Micheli et al. [18] first used the least-material approach to design a heat sink for
ultrahigh CPVs (concentration ratio over 2000 Suns). This method showed the
potential to handle the thermal management of ultrahigh CPV systems, meanwhile
limiting the costs and weight of the heat sink. The results showed that an 8-in �
11 cm wide � 6 cm high heat sink made of aluminum was able to keep a
3 mm � 3 mm MJ cell temperature below 80 �C at the concentration ratio of 4000

Fig. 9.1 Two heat sink structures investigated in Ref. [11], (a) RPHS, (b) SFHS

250 X. Zhuang et al.



Suns. And it was concluded that the normalized cost of 0.1–0.18 $/Wp was expected
for production of optimized heat sinks for ultrahigh CPV systems at the concentra-
tion ratio from 1000 to 8000 Suns. Later, they optimized the least-material approach
by reducing the heat sink baseplate extension and developed a 7-in� 9.6 cm wide�
5.62 cm high heat sink maintaining the cell temperature below 80 �C with a drop in
weight and price of 61% [19]. Moreover, Micheli et al. [20] also investigated the
feasibility of silicon micro-finned heat sinks for passive cooling of 500 Suns CPV
systems by a simulation model. It was found that the SC temperature was lower than
80 �C by using a silicon wafer as a heat sink for both unfinned and finned conditions.
And the fins performed better. The results showed that the application of micro-fins
for passive cooling of CPV had the potential to reduce the material usage, the
installation costs, and the tracker’s energy consumptions, contributing to increasing
the cost competitiveness of CPV in the renewable energy market.

For the purpose of estimating the thermal performance of a natural convective
heat sink with fins for high CPV module cooling, Do et al. [21] proposed a general
correlation based on extensive experimental data. And comparing with the previous
studies [22, 23], the proposed correlation well predicted the effects of inclination
angle and fin spacing on the thermal performance of the heat sink with plate-fins.
They found that the optimal fin spacing strongly depended on the inclination angle
and temperature difference for a specific geometry. The major problem related to the
present natural convective heat sink cooling systems for heliostat concentrator
photovoltaic (HCPV) is their heat dissipation efficiencies highly rely on the ambient
temperature and wind speed. In order to solve this problem, Zou et al. [24] developed
a novel passive air cooling device to provide enough cooling for SCs under the worst
case scenario, i.e., high ambient temperature and no wind conditions (Fig. 9.2). The
air could be automatically sucked into the channels of aluminum pipes heat sink and
took away the waste heat of SCs. Then, the airflow leaving the pipes would be
further heated inside the solar collector until it reached the bottom of the chimney,
which was used to enhance the chimney effect. Numerical results showed that this
novel cooling system could keep cell temperature under 75 �C even as the concen-
tration ratio reached 700 Suns.

9.2.2 Heat Pipe Cooling

Heat pipes are hollow metal pipes consisting of a porous wick material and transport
heat by two-phase flow of a working fluid. The liquid working fluid inside the wick
is vaporized by the heat in the evaporator section and then flows toward the
condenser section carrying the latent heat of vaporization in the tube. The vapor
condenses and releases its latent heat in the condenser section, and then returns to the
evaporator section through the wick structure by capillary effect. The phase change
processes and two-phase flow circulation continue as long as the temperature
difference between the evaporator and condenser sections are maintained. Because
of the high thermal conductivity and heat transfer characteristics, heat pipe cooling
has been used on CPV systems.
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Russell [25] patented a heat pipe cooling system for CPV modules with linear
Fresnel lenses. A string of cells mounted along the length of a heat pipe with an internal
wick pulling the liquid up to the heated surface (Fig. 9.3). By ensuring a uniform
temperature along the pipe, the heat was removed from the heat pipe by an internal
coolant circuit. Akbarzadeh and Wadowski [26] experimentally investigated the perfor-
mance of a heat pipe cooling method for CPV systems at the concentration ratio of

Solar radiation

Chimney

Solar collector

Fresnel lens

Cells
Pipe

Fig. 9.2 Main components of
the novel passive air cooling
device in Ref. [24]

Fig. 9.3 Heat pipe cooling system proposed by Russell [25]
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20 Suns. The cell was attached to the evaporator section of the heat pipe, and the upper
condenser section extended by fins was exposed to natural convection air cooling. The
cooling system was made of copper tube and charged with Freon R-11 [tri-
chloromonofluoromethane, CCl3F] as the working fluid. The CPV system was exposed
to solar radiation for a period of 4 h and it was found that the cell surface temperature did
not rise above 46 �C. However, the cell surface temperature rose to 84 �C and the output
power dropped to 10.6W instead of 20.6W if the cooling systemwas not filled with any
working fluid. Cheknane et al. [27] also conducted an experimental study regarding the
role of heat pipe cooling on silicon-based CPV performance operating up to 500 Suns.
The heat pipe cooling system was similar to that used in [26]. Water and acetone were
employed as working fluids, and the heat pipe was made of a sealed copper cylinder
with fins. The results showed that using acetone in heat pipe cooling improved the
performance of SCs at high CR than water. Anderson et al. [28] designed a cooling
system that uses a copper heat pipe with aluminum fins to cool a CPV cell by natural
convection. They first compared five working fluids (water, ammonia, methanol,
toluene, and pentane) for heat pipes and found that water heat pipe with three wraps
of 150 mesh screen could carry more than six times heat energy compared to the other
working fluids. Then, they determined the optimum fin size that minimized the temper-
ature difference (ΔT, �C) between the CPV cell and ambient air by computational fluid
dynamics (CFD) simulation. A copper heater block with cartridge heaters was used to
simulate the waste heat from the CPV cell in the experiments. The results showed that
the heat pipe rejected the heat with a heat flux of 40 W/cm2 to the environment with a
ΔT rise of only 40 �C. Huang et al. [29] proposed and evaluated the performance of a
novel hybrid-structure flat plate heat pipe for a CPV (Fig. 9.4). The novel heat pipe was
composed of a flattened copper pipe and a sintered wick structure supported by a
coronary-stent-like rhombic copper mesh. Experiments presented that the novel heat
pipe had less thermal resistance compared to a traditional copper heat pipe. The results
also showed that the novel heat pipe provided better performance for a single SC, which
could increase the photoelectric conversion efficiency by approximately 3.1%, com-
pared to an aluminum substrate heat sink. Wang et al. [30] numerically and experimen-
tally conducted a comprehensive investigation of the heat pipe cooling for CPV cell
thermal management in a concentrator photovoltaics (CPV)/concentrated solar power
(CSP) hybrid solar system. The heat transfer performance of three different designs of a

Fig. 9.4 (a) Working mechanism and (b) supporting structure of the novel hybrid-structure flat
plate heat pipe in Ref. [29]
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single heat pipe with radial fins, double heat pipes with radial fins, and double heat pipes
with annular fins was evaluated under various heat rejection requirements. The results
showed that heat pipes with radial fins presented narrow capability of dumping the heat,
while heat pipes with annular fins had better performances under the same conditions.
The double heat pipes with annular fins could bring most of the PV cells to the limited
temperature or below under 50 W (13.0 W/cm2) or lower heat load.

9.2.3 Phase Change Material (PCM) Cooling

Phase change material (PCM) which absorb a significant amount of thermal energy
as latent heat during the transition from solid to liquid phase are usually incorporated
within PV systems for thermal regulation. Appropriately used PCMs can reduce the
peak temperature which increases the electrical efficiency by preventing overheating
of the system during the daytime. Numerous studies of PV thermal regulation using
PCMs have been performed and comprehensively reviewed [31–35]. However, the
investigations of CPV systems using PCM are limited.

Sharma et al. [36] presented an experimental investigation of PCM to enhance the
thermal performance of very low-concentration building-integrated concentrated
photovoltaic (BICPV) systems. The effect of PCM on electrical parameters of the
BICPV systems was also discussed. An organic PCM of paraffin wax [(CnH2n + 2)
based (RubiTherm) RT42 (melting temperature 38-43 °C, specific heat capacity 0.2
kJ/kg•K, heat conductivity 0.2 W/m•k] was used to fabricate PCM containment
integrated with an in-house manufactured BICPV module. Indoor experiments were
conducted with this BICPV-PCM system tested in naturally ventilated mode (with-
out PCM) and then with PCM using highly collimated continuous light source at
1000 W/m2. The results showed that stable BICPV temperature of 46.5 �C was
achieved with an average temperature reduction of 3.8 �C at the BICPV module
center and a relative electrical efficiency improvement of 7.7% with than without
PCM. Later, they integrated the micro-fins with PCM and nanomaterial enhanced
PCM (n-PCM) for cooling the BICPV systems [37]. In order to overcome PCM
leakage, high manufacturing turnaround time, and associated costs, the PCM con-
tainment was fabricated using 3-D print technology in this paper. The experimental
results showed that the average temperature in the center of the system was reduced
by 10.7 �C (15.9%) using micro-fins with PCM and 12.5 �C (18.5%) using micro-
fins with n-PCM as compared to using the micro-fins only. However, the n-PCM
showed visual signs of agglomeration and deposition of [copper oxide] nano-CuO
due to the difference in their densities after successive heating and melting cycles.
Emam et al. [38] investigated the performance of an inclined CPV-PCM system
using a comprehensive 2-D model comprising of the energy equations for CPV
layers and a transient melting-solidification thermo-fluid model for PCM. The effects
of inclination angle, concentration ratio, and PCM thickness on the thermal and
electrical behaviors of the CPV-PCM system were studied. The results indicated that
the system inclination angle had a significant effect on the time required to reach the
complete melting state, the transient average solar cell temperature, and temperature
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uniformity. The system at an inclination angle of 45� could reach the minimum
average temperature with reasonable uniformity of local solar cell temperature which
achieved the highest solar cell electrical efficiency and helped to prevent the hot
spots in the solar cell. Later, they developed hybrid CPV-PCM systems to attain
rapid thermal dissipation by enhancing the typically low thermal conductivity of
PCM [39]. The systems included four different configurations of a PCM heat sink
(shown in Fig. 9.5) and nine different pattern arrangements of three PCM materials
(n-octadecane paraffin, CH16CH3; calcium chloride hexahydrate, CaCl2�6H2O; and
eutectic mixture of capric acid/palmitic acid, C10H20O2/C16H32O2). Using the sim-
ilar 2-D model, the transient temperature variation at the concentration ratio of
10 and 20 Suns was numerically simulated. The results indicated that the SC
temperature decreased with the increasing number of parallel cavities of the PCM
heat sink. However, increasing the number of series cavities of PCM heat sink had an
unfavorable effect on the SC temperature. Moreover, optimal patterning of PCMs
would result in substantial enhancement of the thermal regulation of CPV-PCM
systems. Su et al. [40] designed an encapsulated PCM (paraffin wax) spheres
immersed in a water tank for a CPV/T system and performed the on-site experiments
with a dish concentrator to measure solar irradiance, an output power of SCs and
temperatures of the ambient air and water in the collector. The results showed that
the average increases of the electrical, thermal, and overall efficiencies for the
CPV/T system with PCM cooling were more than 10%, 5%, and 15%, respectively,
compared to the CPV/T system with water cooling.

Fig. 9.5 Four different configurations of a PCM heat sink in Ref. [39], (a) a single cavity, (b) three-
parallel cavity, (c) five-parallel cavity, and (d) three-series cavity
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9.3 Active Cooling

9.3.1 Jet Impingement Cooling

Jet impingement is an attractive cooling technique due to its very low thermal
resistances (generally 10�5–10�6 K•m2/W) [41]. The liquid coolant is forced
through a narrow hole or slot and impinged onto the heated surface in the normal
direction. A very thin thermal boundary layer can be formed in the stagnation zone
directly under the impingement and extends radially outward from the jet. As the
heat transfer coefficient decreases rapidly with distance from the jet, an array of jets
is usually used for cooling large surfaces [8].

Royne and Dey [42] proposed a jet impingement cooling technique for densely
packed PV cells under high concentration ratio. Six different jet configurations under
arrays of four and nine jets with side drainage normal to the impingement surface
(Fig. 9.6) were tested. A model was developed to predict the pumping power
required for a given average heat transfer coefficient for different device configura-
tions and found that a higher number of nozzles per unit area improved the
performance. They found that cell temperature decreased from 60 �C to 30 �C at
the concentration ratio of 200 Suns and from 110 �C to 40 �C for 500 Suns at the
maximum power point. Montorfano et al. [43] numerically and experimentally
investigated the cells mean temperatures and pressure drop of an impingement
water jet cooling system for a CPV cells module. The nozzle to plate distance, the
number of jets, the nozzle pitch, and the distance between adjacent jets were
optimized through literature and by means of accurate computational fluid dynamics
(CFD) simulations. The results showed that the system experienced a pressure drop
of 44.03 mbar and the temperature of the cell varied from a minimum of 48.3 �C to a
maximum of 51.9 �C at a flow rate of 11 mL/s, a water inlet temperature of 27 �C,
and constant incoming power of 150 W.

In order to reduce the temperature nonuniformity inherently induced by the jet
impingement distribution, Barrau et al. [44, 45] designed a hybrid jet impingement/
microchannel cooling device for densely packed PV cells under high concentration
ratio. The device combined a slot jet impingement with a nonuniform distribution of
microchannels (Fig. 9.7) and was evaluated by experimental measurements. The
results showed that the hybrid device offered a minimum thermal resistance

Fig. 9.6 Schematic drawing
of jet configuration with side
drainage direction normal to
the impingement surface [42]
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coefficient of 2.18 � 10�5 K∙m2/W with lower pressure drop and higher net PV
output compared to only microchannel cooling. Later, they experimentally tested the
efficiency of the hybrid device under real outdoor conditions [46]. A two-stage solar
concentrator was used to provide a nonuniform illumination profile on a dummy cell.
The results showed that the electrical output of the CPV receiver increased with the
water flow rate and concentration ratio. It was indicated that the hybrid device could
obtain a high-temperature uniformity of the whole PV receiver by modifying the
internal geometry at the design stage to adapt the distribution of the local heat
removal capacity.

9.3.2 Liquid Immersion Cooling

With liquid immersion cooling, SCs are directly immersed into the circulating liquid
which reduces the contact thermal resistance. The contact thermal resistance is
moved to the boundary layer between the bulk liquid and the CPV cell [47]. And
the heat can be absorbed by the circulating liquid from both the top and bottom
surfaces of the PV cells instead of just the bottom surface.

Zhu et al. [48] proposed a liquid immersion cooling method for densely packed
SCs under high concentration ratio. The heat transfer and electrical performances
were experimentally investigated under different concentration ratio, liquid temper-
atures, and flow velocities by using dimethyl-silicon oil as the dielectric fluid. The
results showed that the module temperature could be cooled to lower than 45 �C and
the convective heat transfer coefficient could be higher than 3000 W/(m2•K). A
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Fig. 9.7 3-D view of the experimental module in Refs. [44, 45]
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three-dimensional (3-D) simulation model was established to analyze the detailed
velocity and temperature distributions surrounding the cell module. The numerical
results indicated that the major heat transfer resistance was due to the laminar layers
surrounding the cell and copper substrate. Liu et al. [49] also experimentally
investigated the heat dissipation performance of a similar liquid immersion cooling
system for SCs module under the conditions of irradiance of 50 and 70 kW/m2. The
dimethyl-silicon oil was used as the dielectric fluid. The results showed that the
liquid inlet temperature had little effect on the module temperature distribution, but
had a linear relationship with the average module temperature. The module temper-
ature distribution in turbulent flow was found to be quite uniform, but with some
degradation of the electrical performance.

Zhu et al. [50] applied deionized water immersion cooling to a dish high CPV
system with a concentration ratio of 250 Suns. Time-dependent temperature distri-
bution and electrical performance of the cell module were experimentally measured.
The results showed that the module temperature was reduced to 45 �C at the direct
normal irradiance (DNI) of 940 W/m2 and 17 �C ambient temperature with 30 �C
inlet water temperature. The overall convective heat transfer coefficient was approx-
imately 6000 W/(m2•K). However, the electrical performance of the cell module
obviously degraded after a long-time immersion in the deionized water even though
its resistivity was kept constant. In order to understand the degradation mechanism,
Han et al. [51] conducted the long-term deionized water immersion tests of bare
cells, lead based-soldered tabbed cells, and epoxy tabbed cells, respectively. The
results showed that the presence of lead oxides (PbO) and tin black oxides (SnO) on
the lead based-soldered tabbed cells and red deposition on the epoxy [C21H25ClO5]
tabbed cells confirmed the occurrence of galvanic corrosion, which made the tabbed
cells immeasurable finally. However, particular cleaning for the lead based-soldered
tabbed cells could recover the (current-voltage) I-V performance toward its initial
values, and partial recovery can be obtained for the epoxy tabbed cells, which
indicated that the cells were not chemically damaged after long-time deionized
water immersion. Xiang et al. [52] used the assembled solar receiver and CPV
module prototype in [50] to establish a 3-D numerical simulation model for better
understanding the mechanism of the direct-contact heat transfer process. The 3-D
simulation model of the liquid-immersed solar receiver and the prototype of a CPV
module are shown in Fig. 9.8. The heat transfer performance of the CPV module
without and with fins under actual weather conditions was simulated and found that
the finned module made the average temperature 8–10 �C lower than the bare one
and reduced the temperature nonuniformity from 15 �C to below 10 �C. Sun et al.
[53] designed a narrow rectangular channel receiver (Fig. 9.9) to reduce the liquid
holdup at the concentration ratio of 9.1 Suns. The experimental results showed that
the cell temperature was maintained in the range of 20–31 �C at a direct normal solar
irradiance (DNI) of about 910 W/m2, silicon oil inlet temperature of 15 �C, and
Reynolds number (Re) ranging from 2720 to 13,602 (dimensionless). Long-term
stability of silicon CPV cells immersed in dimethyl silicon oil was conducted under
real climate conditions and found that the cells electrical performance had no
obvious efficiency degradation for 270 days of operation.
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For purpose of selecting the appropriate dielectric liquid as immersion cooling
liquid, Han et al. [47] conducted the optical transmittance measurements of
deionized water, isopropyl alcohol, ethyl acetate, and dimethyl silicone oil and
found that they all satisfied the optical requirements for silicon CPV applications
as immersion coolants. Test cell samples were fabricated by encapsulating between
two sheets of 100 mm � 100 mm and 3.3 mm thick Borofloat glass [81% silica,
SiO2; 13% boron oxide, B2O3; 4% sodium oxide/potassium oxide, Na2O/K2O; and
2% alumina, Al2O3], then sealing with silicone to provide a liquid cavity (Fig. 9.10).
The electrical performance of silicon CPV cells immersed in those four dielectric
liquids was experimental examined using the test cell samples with a constant
voltage I-V flash tester. The results showed that the electrical performance of CPV
cells improved in the candidate dielectric liquids at the concentration ratio of 10–30
Suns. The light reflection losses and cell surface recombination losses from surface
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Fig. 9.8 (a) 3-D simulation model of the liquid-immersed solar receiver and (b) prototype of a
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Fig. 9.9 (a) Section view and (b) photo of the narrow rectangular channel receiver in [53]
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adsorption of polar molecules were both reduced. Then, the thermal performance of
a liquid immersion cooled solar receiver for a linear CPV system was investigated by
numerical simulations and found that the fluid inlet velocity and flow mode, along
with the fluid thermal properties, all had significant influences on the cell array
temperature. Later, Han et al. [54] investigated the effect of the liquid layer thickness
above the cell surface on the electrical performance of silicon CPV cells. The
experimental results showed that an increase in the silicon SCs efficiency of
8.5–15.2% was achieved with 1.5 mm liquid thickness immersion, while the degree
of the improvements to the efficiency decreased in 9 mm test due to more incident
light was absorbed by the thicker liquid layer. And the optimum liquid thickness
existed and depended on the liquid types. Long-term cell performance tests demon-
strated that the reliable output of the silicon CPV cells was achieved when operated
in isopropyl alcohol, ethyl acetate, and dimethyl silicone oil without silicone sealant
involved, respectively. However, the stable electrical performance of the cell was
difficult to be achieved when immersed in deionized water which was consistent
with the report in Ref. [50].

Xin et al. [55] applied the liquid immersion cooling method for GaInP/GaInAs/Ge
triple-junction SCs of high CPV systems. They presented that the silicone oil was quite
transparent in the wavelength range of both GaInP sub-cell and GaInAs sub-cell, but the
transmittances of silicon oil had slightly decreased in the wavelength range of Ge
sub-cell. Flash testing showed that the silicon oil immersion could indeed improve the
electrical performance of Ge-based MJ cell when the thickness was less than 6.3 mm
under 500 Suns and 25 �C. Then, CFD simulation analysis showed that the silicon oil
immersion thickness should not be less than 2.5 mm and the cell average temperature

Fig. 9.10 Silicon CPV cell test sample immersed in dimethyl silicon oil used by [47]
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was kept less than 67 �C when the silicon oil mass flow rate was not less than 20 kg/h.
Han et al. [56] proposed a theoretical model for the direct liquid-immersed solar receiver
with Ge-based MJ CPV cells to investigate the temperature of the receiver and the
system electrical efficiency. The results showed that the CR, mass flow rate, and inlet
liquid temperature had significant effects on the cell temperature and, by extension,
system output power. The flow rate selection should match CR to maintain the cell
temperature lower and increase the system electrical efficiency. Kang et al. [57]
numerically investigated the heat transfer performance of silicon oil immersion cooling
for the densely packed MJ SCs with fins at 500 Suns. The results showed that the cell
temperature decreased and the heat transfer coefficient and pressure drop increased with
the increasing inlet flow velocity. The cells average temperature was 63 �C, the heat
transfer coefficient was 750 W/(m2•K), and the pressure drop was lower than 10 kPa/m
when inlet flow velocity and temperature of silicon oil was 1 m/s and 25 �C under the
optimized parameters of liquid immersion cooling receiver.

In all immersion cooling systems described above, a high flow rate is usually
required to obtain a higher single-phase convective heat transfer due to the high CR
and cells temperature, which results in higher parasitic energy consumption. In order to
enhance the economic and heat transfer performances, Kang et al. [58] developed a
direct-contact phase-change liquid immersion cooling method for dense-array SCs in
high CPV system. Ethanol was used as a phase-change immersion cooling liquid. The
cooling system could be self-regulating without consuming extra energy with ethanol
mass flow rate of 158.3–180.6 kg/(m2•s) under the concentration ratio of 219.8–398.4
Suns. The experimental results showed that the electrical performance of MJ SCs could
decline due to the light loss at the interface between ethanol and bubbles. Later, Wang
et al. [59] optimized the liquid filling ratio of this cooling system and found that the
optimal liquid filling ratio was 30% with the heat transfer coefficient of 9726.21
W/(m2•K).

As the phase-change liquid immersion cooling method generates bubbles which can
reduce the cell efficiency and requires higher sealing quality, Wang et al. [60] firstly
proposed a direct-contact liquid film cooling system for dense-array SCs in high CPV
system. An electric heating plate was designed to simulate the dense-array SCs and
water was used as a working fluid. The experimental results showed that the average
temperature of simulated SCs and heat transfer coefficient of falling film vaporization
both increased with the increasing concentration ratio. Higher water inlet flow rate was
found to result in lower average temperature and higher heat transfer coefficient
underwater inlet temperature of 30 �C. However, the water inlet flow rate had little
impact on average temperature and heat transfer coefficient underwater inlet temperature
of 75 �C, which implied that the latent heat transfer became the dominant way of heat
transfer. Later, they derived a 2-D model of the direct-contact liquid film cooling system
for dense-array SCs to present the temperature distribution on the SCs surface and flow
characteristic of the liquid film [61]. The numerical results showed that inlet width had a
significant effect on the liquid film thickness. And the subcooled boiling state was a
necessary condition to ensure the cooling effect. The optimum inlet parameters at the
concentration ratio of 500 Suns were inlet velocity of 1.06 m/s, inlet width of 0.75 mm,
and inlet temperature of 75 �C.
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9.3.3 Microchannel Heat Sink Cooling

The application of a microchannel heat sink is a potential way to attain extremely
high heat transfer rate because of the high surface-area-to-volume ratio of micro-
channels. Phillips et al. [62] indicated that the use of microchannel cooling system
can dissipate heat load as high as 1000 W/cm2. Moreover, Royne et al. [8] presented
that the microchannel heat sink was a particularly promising cooling technology for
high CPV systems. A recent overview of the thermal and hydrodynamic analysis of
microchannel heat sinks showed that laminar was the prevailing flow condition and
the use of liquid coolants was preferable over gaseous coolants [63].

Ortegón et al. [64] analyzed a microchannel heat sink used for cooling a high
CPV cell at the CR of 500 Suns by theoretical and numerical methods. The results
indicated that microchannel heat sink cooling was an effective thermal management
method for high CPV systems, which improved the cell efficiency to compensate for
the higher pressure drop compared to a single rectangular channel heat sink. Capua
et al. [65] integrated forward triangular ribs on the inner sidewalls of microchannels
to enhance the cooling capability of microchannel heat sinks for a high CPV system.
Two structures of aligned and offset distributions along the microchannel walls were
considered and investigated in laminar flows by numerical analysis. The results
showed that, compared to smooth microchannels, microchannels with aligned and
offset rib distributions increased 1.8 and 1.6 times on average Nusselt number (NuL,
dimensionless), respectively, as well as 3.9 and 2.3 times on average friction factors,
respectively. As a relatively high pumping power demand, the microchannel heat
sink with forwarding triangular ribs loses its advantage as an effective and efficient
cooling system for high CPV application as Re increases, especially at Re > 200.

In the conventional microchannel heat sink, liquid coolant temperature can
increase along the flow direction resulting in a temperature gradient between the
inlet and outlet of the microchannels [66]. To minimize the temperature gradient, a
higher coolant flow rate is necessary, which causes higher power consumption.
Multi-layer microchannel heat sinks are considered to achieve more efficient cooling
in terms of pumping power and heat removal capability [67]. Radwan and Ahmed
[68] investigated the influence of microchannel heat sink configurations on the
cooling performance of low CPV systems. The numerical results showed that the
consumed pumping powers of the double-layer configurations were obviously lower
than that of single-layer configurations and achieved a higher net power gain,
especially for higher coolant mass flow rates. Siyabi et al. [69] used a 3-D incom-
pressible laminar steady flow model to evaluate the performance of a multi-layer
microchannel heat sink for cooling CPV cells. The numerical results showed that an
increase in the number of microchannel layers exhibited a significant improvement
in terms of SC temperature, the thermal resistance, and the fluid pumping power.
Moreover, the channel height and width had no effect on the maximum SC temper-
ature, while increasing channel height resulted in less fluid pumping power.

Another way to decrease the pressure drop and increase the uniformity of
temperature distribution of microchannel heat sinks is to use manifold microchannel
heat sinks. In a manifold microchannel, the fluid flows in an alternate way through
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the direction perpendicular to the heat sink as depicted in Fig. 9.11. As the fluid has a
shorter residence time in contact with the base, the uniform temperature distribution
across the cooled surface can be obtained [70]. Kermani et al. [71] fabricated and
tested a manifold microchannel heat sink for cooling CPV cells under CR of 1000
Suns and used water as the working fluid. The experimental results indicated that the
manifold microchannel heat sink could provide high heat transfer coefficient with
only moderate pressure drops. Yang and Zuo [72] designed a multi-layer manifold
microchannel heat sink to effectively cool the cell surface temperature and improve
the uniformity of surface temperature distribution for silicon SC module at CR lower
than 100 Suns. The combined use of the multiple inlet/outlet manifolds and plenum
chambers increased the fluid flow rate in the inlet area of the microchannels to
produce the fluid turbulence which enhanced the heat transfer coefficient. The
experimental results showed that the surface temperature difference of the CPV
cells was below 6.3 �C. And the multi-layer manifold microchannel had a heat
transfer coefficient up to 8235.84 W/(m2•K) and its pressure drop was lower than
3 kPa. Dong et al. [73] proposed a novel mini channel manifold heat sink for densely
packed CPVs under CR of 500 Suns by numerical simulations. Two groups of
T-shape minichannels were arranged in a manifold heat sink as shown in
Fig. 9.12. It was found that the temperature of the maximum cell was lower than
80 �C and the difference between the maximum and minimum temperatures of
100 MJ cells was 26.49 �C when the water inlet velocity was 0.64 m/s.

In addition, two-phase coolants are considered to be used to enhance the cooling
performance for microchannel heat sink by increasing the fluid thermal conductivity
through using nanofluids or operated under forced convective boiling conditions.
Radwan et al. [74] used aluminum oxide (Al2O3)-water and silicon carbide (SiC)-
water nanofluids with different volume fractions as cooling mediums in a micro-
channel heat sink for cooling CPV systems. A comprehensive model was developed
to estimate the electrical and thermal performances of the CPV systems which
included a thermal model for the photovoltaic layers, coupled with thermo-fluid
dynamics of two-phase flow model of the microchannel heat sink. The results
showed that the use of nanofluids achieved a higher reduction in cell temperature

Fig. 9.11 Schematic of a
manifold microchannel heat
sink [70]
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and higher cell electrical efficiency than the use of water, particularly at lower Re and
higher concentration ratio. The cell temperature decreased significantly with the
increasing volume fraction of nanoparticles. Moreover, using SiC-water nanofluid
with higher thermal conductivity had a relatively higher reduction in cell temperature
than using Al2O3-water. Later, they experimentally investigated a monolithic
double-layer microchannel heat sink used for cooling CPV cells under forced
convective boiling conditions [75]. Ethanol [C2H5OH] and acetone [C3H6O] with
a boiling point of 78.4 �C and 56 �C were selected as the working fluids. The results
showed that there was an excellent uniform temperature around the coolant boiling
point over the entire heated wall in a wide range of flow rates. The temperature
uniformities were below 1.6 �C and 1.8 �C for ethanol and acetone, respectively,
under the counterflow operation of forced convective boiling at the CR of 11.5 Suns.

9.4 Discussion and Conclusion Remarks

A comprehensive summary of thermal management techniques for CPV systems has
been presented above. As the parameters and performances are quite different for
various cooling technologies, the six cooling methods were critically reviewed as
listed in Tables 9.1, 9.2, 9.3, 9.4, 9.5, and 9.6.

It can be seen that natural convection heat sink cooling is an effective technique of
passive cooling even for high CPV systems. The main drawback of this thermal
management technique is that the heat sink area needed to maintain the cell temper-
ature below the nominal operating value increases with the CR which makes the size
and weight of CPV modules increase. In tracked CPV system, the weight of heat
sink can sensibly affect the overall system performances. The heavier the system, the
more the energy consumed by the tracker, and thus, the lower the system’s efficiency
[20]. Therefore, a large heat sink required to release heat from CPV systems would
make the natural convection heat sink less realistic and attractive for cooling. Using
fins on the flat plate can significantly improve the cooling capacity so that reduces
the volume of a heat sink and also makes the system more compact. Another
drawback of this thermal management technique is that ambient conditions such as
air temperature and wind speed have major influences on the heat dissipation
performance of cooling systems. Even using a very large heat sink, it cannot
dissipate enough heat from the CPV module in high ambient temperature and no
wind conditions.

Fig. 9.12 T-shape manifold with a minichannels heat sink in Ref. [73]
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Heat pipe cooling is another effective passive cooling technique to move and
reject heat from CPV modules, especially at low and medium concentration ratio
levels. Many investigated works used fins on the heat pipe to improve the cooling
capacity. Moreover, as heat pipe operates nearly isothermally, the portion of fins is
more effective which needs a smaller volume of fins. Thus, a heat pipe is a good
alternative to large natural convection heat sinks, especially when the available space
for the cooling system is constrained. However, the use of that technique in terms of
economic viability for high CPV systems needs further discussion.

In PCM cooling technology, it is evident from the literature that a limited amount
of work has been done for CPV modules in contrast with most of the work done for
non-concentrated PVs. The list of various PCMs and their thermal properties that
have been used in PV systems is presented in Table 9.7. It can be seen that most
PCMs have a low thermal conductivity, which slows their heat charging and
discharging rate. The main advantage of using PCM is the ability to regulate
temperature based on its latent heat which can result in uniform temperature cooling.
Another advantage is its versatility in the choice of melting temperature, and the
thickness of the PCM layer can determine the period of time that a relatively stable
PV temperature can be maintained. Moreover, using fin designs and optimal pat-
terning of multiple PCM components can also substantially enhance the thermal
regulation of CPV-PCM systems. The limitations of using PCM include that some of
them are toxic and corrosive, as well as the fire safety and disposal problem after the
completion of the life cycle. Further investigations into the applicability of PCM in
the thermal management of high CPV module should be conducted, especially in
long-term operation.

Jet impingement cooling is an attractive active cooling technique due to its high
extraction capability and low thermal resistance. However, as the distance from the
jet increases, the heat transfer coefficient decreases rapidly leading to inherent
nonuniform temperature distribution. An array of jets is usually used to partially
alleviate this problem. But another problem of the disturbance arising from the
interaction of the fountain of the jet to another jet can appear and has been shown
to decrease the overall heat transfer drastically [76, 77]. The heat transfer character-
istics of an array of impinging jets are highly dependent on a plate to nozzle pitch, a
number of nozzles, diameter spacing, and fluid velocity which should be well
optimized. Moreover, jet impingement with microchannels was shown to enhance
the temperature uniformity and can regulate temperature depending upon the local
heat removal capacity which makes it an attractive option for cooling CPV modules.
Another challenge in the design of such systems is to minimize the pumping power
consumption.

In the case of liquid immersion cooling technology, the heat transfer coefficient
can go up to 47 kW/(m2•K). The main applications for such type of cooling reported
in the literature are used in densely packed CPV systems with the SCs working under
medium and high concentration ratio levels. The common immersion liquid inves-
tigated in literature is dimethyl silicone oil, while deionized water was found to have
better thermal properties of higher thermal conductivity, heat capacity, and lower
viscosity. However, long-term stability tests of silicon CPV cells immersed in those
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two dielectric fluids present that the electrical performance of the cell had no obvious
degradation in dimethyl silicone oil, while obviously degraded in deionized water.
But after particular cleaning, the cell could recover. The applications of liquid
immersion cooling for Ge-based MJ cells in literature are mainly studied by numer-
ical and analytical methods with none long-term electrical stability test of Ge-based
MJ cells immersed in dielectric fluids. Furthermore, the phase-change liquid immer-
sion cooling method was found to have the highest heat transfer coefficient, while
the generating bubbles could reduce the cell electrical efficiency. The direct-contact
liquid film cooling technology can solve this problem and has a relatively high heat
transfer coefficient up to 12 kW/(m2•K). Stable performance of liquid immersion
cooling system for CPV cells under dielectric is a challenging task for future
researchers. Moreover, long-term electrical stability tests of Ge-based MJ cells
immersed in different dielectric fluids should be conducted to validate whether
performance degradation exists or not. And further investigation employing methods
such as conformal coating for minimizing the degradation of silicon SCs in
deionized water could be conducted.

Microchannel heat sink cooling is also an effective active cooling technique to
achieve low cells temperature and uniform temperature distribution of CPV systems.
However, it also requires a huge amount of pumping power consumption because of a
large pressure drop for the coolant to flow. The use of manifold in microchannel heat
sink was reported to enhance cooling capability and minimize the pressure drop due to
short microchannels length while allowing the redevelopment of the thermal boundary
layer in each channel to obtain high heat transfer coefficients. Moreover, using nanofluid
in microchannel heat sink can acquire a significant enhancement in the heat transfer
coefficient due to the increase of the mixture of thermal conductivity and the existence
of a relative slip/drift velocity between the two phases that eventually enhances the flow
mixing [78]. By allowing the coolant fluid in microchannels to boil, a significantly huge
heat flux can be dissipated by the latent heat capacity of the fluid and an almost
isothermal surface can be obtained. However, the operation temperature of the systems
can be slightly higher than the coolant saturation temperature corresponding to the
operating pressure [79, 80]. Therefore, the type of coolant should be carefully selected to
control the system operating temperature.
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Abstract
A comprehensive techno-economic analysis of candidate metal hydride materials,
used for thermal energy storage applications, is carried out. The selected systems
show the potential to exceed the performance of latent heat or phase change heat
storage systems and can closely approach the US Department of Energy targets
for concentrating solar power plant applications. A paired metal hydride system is
selected as possible thermal energy storage to be integrated with high-temperature
steam power plants. Its performance is simulated adopting a finite element-based
detailed transport phenomena model. Results show the ability of the system to
achieve the required operating temperatures and to store and release thermal
energy appropriately.

10.1 Introduction

Concentrating solar power plants, integrated with either steam plants or gas power
plants (e.g., supercritical carbon dioxide (CO2) power plants), represent one of the
main options to produce electric power without local greenhouse gas emissions.
Concentrating solar plant systems are positioned to become a major source of
renewable-generated electricity in the United States [1]. This is especially due to
their high potential for providing dispatchable power among all the different renew-
able options [2–5]. However, these plants need to be equipped with thermal energy
storage systems to reach or closely approach the United States Department of Energy
SunShot Initiative solar electricity production target of <0.05 US dollar per
kilowatt-hour ($/kWh) [6] and compete with the performance of conventional
power plants [3, 7]. The three types of storage systems, being developed today,
can store thermal energy as (1) sensible heat, (2) latent heat from material phase
change, or (3) thermochemical energy, using the heat released (or absorbed) during
chemical reactions occurring inside the material [3, 8].

Among the third typology, metal hydride-based systems are a very attractive
choice, showing strong potential to achieve the SunShot Initiative thermal energy
storage targets [9, 10], which include exergetic efficiency, operating temperature,
cost, and volumetric energy density. Compared to other systems the metal hydride-
based technology has several attractive features, including full reversibility, high
gravimetric and volumetric energy density on the order of 200–600 kilowatt-hour of
thermal heat per cubic meter (kWhth/m3) [9]. Although some metal hydride systems
can be costly, due to the price of the material, the use of hydrogen and the required
thermal management, recent material discoveries allow for a significant reduction in
system cost [9]. One of the most studied classes of metal hydrides for thermal energy
storage in concentrating solar power plant applications is the magnesium hydride
(MgH2) based materials, which have a reported gravimetric energy density approx-
imately 18 times higher than that of molten salts together with a low material cost [9,
11]. However, magnesium (Mg)-based materials are usually employed for low to
medium temperatures (i.e., 300–500 �C or 573.15–773.15 K), which is consistent
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with nonsupercritical steam power plant operating conditions. Other recently dis-
covered materials, described in the following sections, can also be employed for
higher temperature applications, suitable for Brayton cycle power plants.

To effectively design and build a thermal energy storage system based on metal
hydride materials, different processes need to be examined in detail using models
that include momentum, mass, and energy transport, coupled with the kinetics and
thermodynamics of the reacting materials. In addition, experimental support is
needed to collect material property data (such as kinetics, thermodynamics, hyster-
esis, and stability with cycling, etc.) and to develop new materials or modify existing
materials for the specific conditions. Experiments also need to be carried out to
verify the performance of the material under different operating conditions and for
extended operating periods (e.g., cycling capacity).

In the following sections a general overview of the basic principles of metal
hydride materials, focusing on the engineering and system aspects, is given. A
review of the use of metal hydrides as thermochemical reservoirs, being able to
provide heat/cooling power or to store thermal energy at different temperatures, is
also provided. Previous work on metal hydride thermal energy storage systems is
also discussed, providing information and results available from the literature.
Techno-Economic analysis of available metal hydride thermal energy storage sys-
tems, with the inclusion of recently developed materials, is conducted and the results
are discussed. The aim of the analysis is to give useful criteria to (1) select candidate
materials, which have the potential to meet technical targets or can be adopted for a
specific application and (2) evaluate the performance of the selected materials under
different operating conditions. In addition, the results provide a useful guide for
experimental efforts in needed material modifications. The results from a high-level
techno-economic analysis are necessary, as the first step of a detailed performance
analysis focused on a restricted number of candidate materials displaying a high
potential for successful operation. However, the use of screening tools does not take
the place of more detailed numerical simulations and experimental studies needed to
fully evaluate and describe the thermal energy storage system. A thermal energy
storage system, based on a relatively newly developed material (namely sodium
magnesium hydride fluoride, NaMgH2F), was selected to be coupled with an ultra-
supercritical steam power plant. The system was simulated on a laboratory scale
level, performing detailed transport modeling analysis to show its potential for
efficient integration into concentrating solar power plants.

10.2 Metal Hydrides as Heat Processing Systems

Metal hydrides are materials that can react with hydrogen in a nearly reversible
manner. The hydrogenation reaction, the formation of the hydride, is an exothermic
reaction, while the dehydrogenation reaction, decomposition of the hydride and the
accompanying release hydrogen, is an endothermic reaction. The pressure – com-
position – temperature (PCT) profiles define the thermodynamic equilibrium
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conditions of hydrogenation and dehydrogenation, correlating absorption and
desorption reactions with the equilibrium pressure, temperature, and hydrogen
concentration.

A qualitative PCT profile and, the corresponding van’t Hoff plot are shown in
Fig. 10.1a and b, respectively. The PCT of the metal hydrides is characterized by
three regions: the α phase, the (α + β) phase, and the β phase. The α phase is the
phase in which the molecular hydrogen dissociates into individual atoms and diffuses
into the unreacted metal lattice. For small hydrogen concentrations in the solid, which is
the condition in the α phase region, the hydrogen concentration in the solid can be
expressed as proportional to the square root of pressure, using the (simplified) Sievert’s
law:

CH ¼ 1

K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Peq Tð Þ

q
(10:1)

with CH being the atomic hydrogen concentration in the solid (molH/molMetal), K is
temperature dependent constant (dimensionless) and Peq(T) the equilibrium pressure
(atm), function of the temperature, T(K). As the hydrogen pressure is increased,
saturation occurs as the hydrogen and metal react to form a metal hydride, thus going
from the α into the (α + β) phase.

The Gibbs function, ΔGat (J/molH), for the atomic hydrogen can be expressed, in
the (α + β) phase, as a function of only the equilibrium temperature (in kelvin):

ΔGat ¼ 1

2
RT ln

Peq Tð Þ
P0

(10:2)

Fig. 10.1 Pressure composition temperature (PCT) qualitative profile (a) and corresponding
qualitative Van’t Hoff plot (b)
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with P0(Pa) being the reference pressure (atmospheric pressure [atm]= 101,325 Pa).
The Van’t Hoff equation, for the atomic hydrogen, can be expressed from the Gibbs
function equation:

1

2
ln
Peq Tð Þ
P0

¼ ΔHat

RT
� ΔSat

R
(10:3)

The plateau pressure Peq(T, atm) of the two-phase region is the equilibrium
dissociation pressure of the hydride and is a measure of the stability of the hydride,
which is usually referred to as β phase.

After completing the reaction between hydrogen and metal in the two-phase region,
any addition of hydrogen results in a high increase in pressure required to diffuse
hydrogen into the metal hydride. The intermediate (α + β) phase is the region of interest
for practical applications of metal hydrides, such as hydrogen storage system [12–15],
hydrogen compression systems [15–18], hydrogen purification [19–21], or thermal
processing systems [22–25]. The conversion of α to β phase occurs with the change
hydrogen concentration in the solid at a nearly constant equilibrium pressure,
corresponding to a constant temperature, ideally denoted by a flat plateau. However,
the (α + β) region is always characterized by sloped transition causing a pressure
variation (with the slope dependent on the material) at a constant temperature. The
length of the plateau represents the amount of hydrogen that can be stored reversibly
with small pressure variation. The exploitation of this region is the primary focus of
research for all the metal hydride-based applications as it ensures the transfer of
hydrogen at near constant operating conditions. Concurrently, the extension of the
plateau region is the primary focus of the development of new metal hydride materials.
At operating temperatures higher than the critical temperature (Tc), the two-phase
plateau region disappears. Empirical formulations are usually adopted to account for
the PCT curve in the β region.

In the plateau region, the equilibrium pressure can be evaluated adopting the
Van’t Hoff relationship, suitably modified to account for the specific material
morphology. In general, the correction factor is a function of hydrogen concentration
and temperature, to be evaluated for the specific material, but for many cases, a linear
correction factor can be adopted [26].

Another important aspect to be taken into consideration is the hysteresis effect that
occurs during charging and discharging of hydrogen. This behavior is modeled by
having two Van’t Hoff equations, one for the charging and one for the discharging
process. A hysteresis factor is introduced to account for the material hysteresis. This
factor is:

1

2
ln
Peqa Tð Þ
Peqd Tð Þ ¼

ΔGatHyst

RT
(10:4)

with Peqa(atm) being the absorption equilibrium pressure, Peqd(atm) the desorption
equilibrium pressure, and ΔGatHyst (J/molH) the sorption hysteresis Gibbs free
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energy for the atomic hydrogen, where R (8.314 JK�1 mol�1) is the universal gas
constant and T is the temperature (K).

The hysteresis factor is characteristic of a specific metal hydride system and needs
to be determined experimentally.

In practical applications, the material reaction enthalpy (ΔH, J/mol) and entropy
(ΔS, Jmol�1 K�1) are usually expressed in terms of molecular hydrogen (H2).
Therefore ΔH = 2 ΔHat and ΔS = 2 ΔSat. From the Van’t Hoff plot (Fig. 10.1b),
the negative slope and the intercept on the temperature axis are proportional to the
reaction enthalpy (ΔH) and entropy (ΔS), respectively.

In many practical applications of metal hydrides, the kinetics associated with
absorption and desorption plays a fundamental role in attaining effective and
low-cost configurations. The kinetics and the mechanisms underpinning the hydro-
gen/metal interactions were examined and highlighted in many papers [16, 27]. In
general, depending on the material (e.g., intermetallic or complex hydrides, single or
multiple reaction plateaus) specific kinetics expressions should be developed. How-
ever, for the majority of the available metal hydrides, a first-order kinetics expression
can model and replicate with an excellent agreement the experimental charging and
discharging kinetics process. The first order expression has the typical form shown in
Eq. 10.5, expressed in terms of molecular hydrogen concentration:

dX

dt
¼

Caexp
�Ea

RTð Þln P

Peq

� �
XM � Xð Þ, P > Peq

Cdexp
�Ed

RTð Þ P � Peq

Peq

� �
X � Xmð Þ, P < Peq

8>>><
>>>:

(10:5)

with Ca(s
�1) and Cd(s

�1) being the pre-exponential kinetics factors, Ea(J/mol) and
Ed(J/mol) being the activation energies for H2 absorption and desorption, respec-
tively, and XM (molH2/m

3) and Xm(molH2/m
3) being respectively the maximum and

minimum molar concentrations of H2 within the metal hydride material. The first
expression of Eq. 10.5 represents the hydrogen absorption kinetics at pressures
higher than the equilibrium pressure, while the second expression represents the
hydrogen desorption kinetics when pressures are lower than the equilibrium pres-
sure. Other kinetics expressions adopted specially to model the behavior of complex
hydrides (e.g., sodium aluminum hydride, NaAlH4 kinetics) can be found in several
modeling publications [28, 29].

Metal hydrides can be used as a single material system, in which the hydrogen
operating conditions (temperature and pressure) can be modified by exchanging heat
with external sources at required conditions. They can be used in hydrogen storage
systems, absorbing and desorbing hydrogen at the required operating pressures
modifying the temperature of the material. Metal hydrides can also be used to
compress or purify hydrogen, essentially operating pressure/temperature swing
absorption and desorption processes. For this type of application two (or more)
metal hydride tanks need to be used in parallel, to assure continuous operation of the
overall process.
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Metal hydrides can also be paired together and used as thermal machines, which
can function in conjunction with power production systems (e.g., heating and
cooling systems) or can store thermal energy. In these applications a quantity of
hydrogen is moved between two metal hydride beds, each having PCT characteris-
tics consistent with the particular application. Figure 10.2 shows a simplified
schematics of paired metal hydride systems that can produce heating/cooling
power (Fig. 10.2a) or store thermal energy (Fig. 10.2b).

Several layouts and configurations can be established for the paired metal hydride
system working as a heating/cooling system. The first work on compressor-driven
hydride heat pumps was described in a technical paper by Saul Wolf [30] of the US
Navy in 1975 and a patent on the basic concept was granted to McClaine in 1977 and
assigned to the Navy [31]. The configuration, shown in Fig. 10.2a, is comprised of
two reactors [Metal hydride x](MH1 and MH2), which can be filled with the same
material or with different metal hydride formulations, connected by a compressor
[32]. The process starts with one material fully saturated with hydrogen and the other
metal hydride unsaturated. In the first half cycle (red circuit in Fig. 10.2a) the
unsaturated material (high-temperature tank, MH2) absorbs hydrogen, providing
high-temperature heating (Q) power (Qout from MH2) and the other material (the
low-temperature tank, MH1) desorbs hydrogen providing cooling power (Qin for
MH1). In the second half cycle (blue circuit in Fig. 10.2a) the process is reversed and
MH1 is the high-temperature tank, providing high-temperature heating power and
MH2 is the low-temperature tank providing cooling power. The hydrogen needs to
be compressed (either mechanically, thermally, or electrochemically) to assure the
absorption at higher pressures (i.e., at higher temperatures) in the high-
temperature tank.

The system is also simple, compact, and reliable. Depending on the material
thermodynamics and kinetics, as well as on the performance of the heat transfer
system, the process can be realized reaching cycling times on the order of 5–10 min
each cycle. This results in high efficiencies (e.g., coefficients of performance higher
than 3) and low costs, due to the reduced amount of metal hydride required to
absorb/desorb the hydrogen [32].

Another application of paired metal hydride systems is to store thermal energy.
The basic principle of metal hydride-based thermal energy storage is the same as for

Metal Hydride
MH1

Metal Hydride
MH2

a b

Metal Hydride
HTMH

Metal Hydride
LTMH

Qout
Thermal Energy Storage

Thermal Energy Release

Qout

Qout QinQinQoutQin Qin

4-Way Valve

Hydrogen Compressor

Fig. 10.2 Heat processing metal hydride systems: (a) compressor driven heat pump system, (b)
thermal energy storage system
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the heat pump concept. As shown in Fig. 10.2b, two materials are paired together:
the high-temperature metal hydride (HTMH) tank working at high temperatures and
the low-temperature metal hydride (LTMH) tank working at low temperatures. The
system can work either continuously or discontinuously depending on the thermal
energy storage capacity and reaction rate. The red circuit and the blue circuit in
Fig. 10.2b represent the thermal storage and the thermal release operations, respec-
tively. During thermal energy storage (red color circuit in Fig. 10.2b) a high-
temperature thermal source provides the high-temperature heat to the HTMH
(Qin in the HTMH), which desorbs hydrogen. The hydrogen is absorbed in the
LTMH, which releases low-temperature heat (Qout in the LTMH), exchanged with a
low-temperature external unit. During thermal energy release, the process is reversed
(blue circuit in Fig. 10.2b). A low-temperature external source provides heat to the
LTMH (Qin in the LTMH) to release the hydrogen previously absorbed. The
hydrogen is charged in the HTMH system, which provides heat at high temperature
(Qout in the HTMH), exchanged with the external high-temperature system. By this
approach, having two materials operating at a reasonable temperature difference
(resulting from different reaction enthalpies) the hydrogen is exchanged between the
two materials adjusting only the operating temperature (and correspondingly the
operating pressure) of the LTMH tank. The basic principles and the performance of
selected materials, used for high-temperature thermal energy storage in a concen-
trating solar power plant, will be described and discussed in the next sections.

10.3 Metal Hydride-Based High-Temperature Thermal Energy
Storage Systems

Two main power plants are currently the baseline systems to be integrated with a
high-temperature solar source: (1) steam power plants, including also the hypercrit-
ical steam power plants, operating at temperatures, in general <650 �C [923.15 K]
and (2) supercritical CO2 [sCO2, 304.25 K and 72.9 atm] gas power plants, operating
at temperatures >700 �C [973.15 K]. The steam power plant is more advanced
system, while the sCO2 plants require additional development for large market
penetration, related especially to the gas turbine [33–35]. The solar plant, shown
in Fig. 10.3, is comprised of the solar collection and concentrating section, the
thermal energy storage section (based on the metal hydride system concept), and
the power plant (based on a steam Rankine cycle). The same metal hydride-based
thermal energy storage concept can be adapted for use with other power plants (e.g.,
Brayton cycle), with only a few minor variations.

The power plant is designed to operate continuously. The thermal energy storage
system stores and releases the thermal energy needed to maintain continuous
operation of the power section. The metal hydride storage system shown in
Fig. 10.3 is comprised of two metal hydride materials operating at different
temperatures.

During the day (“Sun available” in Fig. 10.3), the surplus solar power is stored in
the thermal energy storage system. The high-temperature metal hydride has a high
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reaction enthalpy (ΔH) value and works at high temperature, allowing a large
amount of heat to be stored by using solar heat to release hydrogen (endothermic
process, +ΔH) and store it in the low-temperature metal hydride. As the material
absorbs hydrogen (exothermic process, �ΔH), it releases low-temperature heat,
which is extracted from the thermal energy storage system. During the night or
times when additional power is required to run the power plant (“Sun not available”
in Fig. 10.3), the process is reversed. Hydrogen flows from the low-temperature
metal hydride and is absorbed by the high-temperature metal hydride exothermally
providing the needed heat at high temperature to the power plant. The energy density
that can be provided by the use of metal hydride systems has been shown to have
values on the order of 15–20 times higher than molten salts-based thermal energy
storage systems [9]. This can substantially lower the size and capital cost of many
thermal energy storage systems. Using only small pressure changes, hydrogen can
be transferred from one metal hydride system to another to exchange large quantities
of heat at high temperature with the external heat transfer fluid. Hydrogen moves
between the two beds by the pressure gradients generated after heating or cooling the
system through suitable thermal management and choosing suitable material pairs.
This simple exchange results in a thermally self-sustaining system, without the use
of additional hydrogen compression systems that would increase the electric power
consumption.

The use of hydride materials for high temperature solar thermal energy storage is
of great interest due to their unique material properties. Lithium (Li) material was
one of the first hydrides examined for this purpose. Caldwell et al. [36] proposed at
the end of 1960s the integration of lithium hydride (LiH)-based solar thermal energy
storage system with solar parabolic concentrator systems. The proposed system was

Fig. 10.3 Schematic of a Rankine cycle based concentrating solar power plant with a thermal
energy storage system comprised of a high temperature (HT) metal hydride paired with a low
temperature (LT) metal hydride
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designed to provide continuous heat to a satellite power conversion system deployed
in near-earth orbit. Experimental tests (with a metal hydride bed of about 0.45 kg of
LiH) were conducted for 190 h highlighting a good performance of the thermal
energy storage system. A maximum temperature of 760 �C [1033.15 K] was
achieved during the tests. The authors concluded that the LiH-based thermal energy
storage system would be very attractive for space applications or to balance the solar
source availability when only solar energy is available. The main limiting factor of
the Li-based storage concept is relative to its cost, as highlighted by Caldwell et al.
[36]. Hanold and Johnston [37] proposed the use of Li material-based thermal energy
storage systems for power plants and, more particularly, as a thermal energy storage
system for a Stirling cycle engine. A conical concentrator, producing temperatures
around 700 �C [973.15 K], was designed and connected to the thermal energy
storage and integrated with the Stirling engine. Different materials were tested and
lithium compounds such as lithium hydroxide, lithium fluoride, and particularly
lithium hydride seemed to be the best materials due to their high hydrogenation
temperatures (>700 �C or 973.15 K) and their high energy densities, with the heat of
reaction around 3500 kJ/kg [37].

More recently, the attention has shifted to magnesium (Mg)-based solar thermal
energy storage systems, due to the lower cost of Mg materials relative to Li hydride.
After conducting an overview of methods for solar energy storage, Bogdanovic et al.
[11] concluded that among the reversible metal-hydride–metal systems, the magne-
sium hydride (MgH2) system is particularly attractive. This is due to its high
hydrogen capacity and the high formation enthalpy of the Mg–H bond. Experimental
results of heat storage were obtained by coupling a storage system based on MgH2

with a low-temperature metal hydride storage system (i.e., MischMetal-Ni5 material,
where MischMetal is composed approximately of 50% cerium, 25% lanthanum with
varying percent of neodymium, praseodymium, and other rare earth metals) [11],
highlighting a good performance of the system. Two other aspects, namely, the
catalytic hydrogenation and the doping of magnesium powders, were emphasized by
Bogdanovic et al. [11] as important aspects of the system. Several studies were
carried out to compare the performance of nickel (Ni)-doped MgH2 system against
the performance of un-doped MgH2 material for high-temperature solar energy
storage. After an analysis of different possible doping techniques, Bogdanovic
et al. [38] concluded that the mechanical mixing of Mg powder with Ni powder in
the dry state “turned out to be by far the simplest and least expensive doping
method.” Bogdanovic et al. [39] showed that Ni-doped Mg–MgH2 materials had
excellent cyclic stability and high hydrogenation rates suitable for applications such
as the solar generation of heat and cold, heat pumps, and hydrogen storage. They
showed [39] that the material can be used as an economic option for the purpose of
reversible thermochemical storage of high-temperature heat in the temperature range
of 450–500 �C [723.15–773.15 K]. The material reached heat storage capacities of
0.6–0.7 kWh/kg-Mg (2160–2520 kJ/kg-Mg) [39].

Felderhoff and Bogdanovic [40] described two possible applications of the
MgH2-based storage system for high-temperature CSP plants. The first system
describes the direct integration of the MgH2 bed with a steam generator for use in
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a Rankine cycle. The volume of the experimental device is about 19 L with 14.5 kg
of Ni-doped Mg. The maximum operating temperature is 450 �C [723.15 K] with a
maximum pressure of 50 bar (49.34 atm) and a maximum thermal power of 4 kW
exchanged to produce steam [41]. The MgH2 bed is paired both with
low-temperature hydrogen pressure tank and with a low-temperature metal hydride
material based on titanium-iron-chromium-manganese (Ti-Fe-Cr-Mn) [41].

The second application described in Reference [40] investigated the utilization of
Mg-based TES systems in conjunction with Stirling engines (Fig. 10.4). This is an
evolution of the previous concept, with the high-temperature hydride system pro-
viding the needed heat when sunlight is unavailable. A preliminary small solar
power station system was built at the Max Plank Institute during the 1990s [40,
42]. The main components are a solar radiation concentrator, a cavity radiation
receiver, a heat pipe system for heat transfer, a Stirling engine, and an MgH2 storage
system coupled with a hydrogen pressure tank or a low-temperature metal hydride
tank based on titanium-iron–chromium-vanadium-manganese (Ti-Fe-Cr-V-Mn)
material [42]. To transfer the heat two potassium heat pipes were used [42]. The
first prototype test systems contained about 20 kg of Mg powder with a storage
capacity of about 12 kilowatt-hours of thermal heat (kWhth) and reached operating
temperatures in the range 300–480 �C [573.15–753.15 K] [42].

mirror axis
summer solstice

heat pipe

receiver box

Mg-hydride
storage tanks

base frame1 m

rotation axis;
mirror axis
Equinox

mirror axis
winter solsticeStirling engine

23,5°
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Fig. 10.4 Solar driven Stirling engine with Mg-hydride based thermal energy storage [42]
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Other possible Mg-based materials have recently been investigated as possible
components of high-temperature metal hydride solar thermal energy storage sys-
tems. These materials include Mg-Fe hydride, Mg-Ni hydride, Mg-Co-based
hydride [43], and Na-Mg hydride [44]. The Mg-Ni/Mg2NiH4 material demonstrated
good cyclic stability with a hydrogen weight capacity of about 3% and reaching
energy densities of 916 kJ/kg at temperatures of 230–330 �C [503.15–603.15 K]
[11]. The Mg-Fe/Mg2FeH6 material showed good cyclic stability at temperatures of
480–550 �C [753.15– 823.15 K], corresponding to a pressure range of about
60–100 bar and achieved weight hydrogen capacities on the order of 5.4% [43]. Mag-
nesium cobalt hydride (Mg-Co-H) material has a theoretical weight capacity on the
order of 4–4.5%, depending on the hydrides formed in the Mg-Co-H system
[43]. However, two plateau regions were found by Reiser et al. [43]: the first plateau
has hydrogen content up to 2.5%, while the second plateau provides an additional
2.5% to about 3.7% hydrogen weight capacity. The operating temperatures are on
the order of 450–550 �C with pressures on the order of magnesium iron (MgFe)-
based hydride [43]. A comparison among Mg-Fe, Mg-Ni, and Mg-Co materials
resulted in identifying the Mg-Fe compound as the most promising material for high-
temperature thermal energy storage applications, due to its operating conditions, low
material cost, and high material weight capacity [43, 45]. A more detailed investi-
gation of the potential of Mg-Fe material as a high-temperature storage material was
given by Bogdanovic et al. [45]. The performance of the material is shown in
Reference [45] and reported excellent cycling stability at around 500 �C
[773.15 K]. The authors [45] also compared the performance of different Mg-Fe
materials that were prepared to start from different initial Fe/MgH2 ratios. More
recently, sodium magnesium hydride (NaMgH3) has garnered interest for use as a
low-cost material for a high-temperature storage system. Sheppard et al. [44]
performed experimental tests to assess the performance of the perovskite-type
hydride, NaMgH3 under high-temperature CSP plant conditions. The optimal use
of NaMgH3 hydride is at temperatures around 580–600 �C [853.15–873.15 K] with
a one-step reaction, corresponding to pressures (on the order of tens of bar) lower
than the other Mg-based materials [44]. More recent activities highlighted the
possibility of using a modified NaMg-based metal hydride, namely, sodium magne-
sium fluorine (NaMgH2F) hydride, for higher temperature applications, on the order
of 550–650 �C [823.15–923.15 K]. The material has appealing thermodynamic
properties for solar thermal energy storage applications, with high reaction enthalpy
values (96.8 kJ/molH2) and relatively high weight capacities (almost 3 wt %), and
potential for low costs [46–49].

Calcium (Ca)-based hydrides have also been investigated to store high tempera-
ture solar thermal energy. Due to its very high enthalpy of formation (at 950 �C or
1223.15 K the heat released during hydrogen absorption is 4494 kJ/kg [9]), there
was early interest in using calcium hydride for thermochemical energy storage.
Reference [50] describes a proposal, made in the late 1970s, to construct a solar
power plant with a 700 kWe output, which used a sodium loop to transfer the heat
from the solar concentrator to the hydride system. A solar plant using calcium
hydride as the storage material with a continuous output of 100 kWe system coupled
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to a Stirling engine has recently been investigated in Australia [50]. However,
calcium hydride (CaH2) material poses very challenging issues in terms of vessel
material corrosion, which is difficult to overcome. Recent work highlighted the
potential of calcium aluminum (CaAl2), as well as other Ca-based hydrides (e.g.,
calcium-silicon (Ca-Si) hydrides) for low cost and efficient thermal energy storage
systems. Calcium aluminum (CaAl2) showed the presence of two plateaus and
excellent PCT profiles to work at operating temperatures on the order of
600–650 �C [873.15–923.15 K] [51]. Ca-based materials still require additional
research and development to be used as thermal energy storage systems at large
scale but have very high potential to meet the US Department of Energy (DOE)
techno-economic targets.

Possible candidate low-temperature materials, to be paired with the
corresponding high-temperature material, are usually selected from the AB5, AB,
and AB2 type materials. The AB5 materials, based on MishMetal or Rare Earth
materials (e.g., Lanthanum-Nickel (LaNi5) materials), are materials with excellent
stability and cycling performance at low temperature (around 25 �C or 298.15 K)
with weight capacities on the order of 1–2%. The adoption of these materials as
low-temperature metal hydride materials has been demonstrated in several solar
applications [40, 52]. Another possible AB5 hydride is based on CaNi5 material.
Yonezu et al. [52] proposed dual low-temperature metal hydride beds with CaNi5
coupled to MmNi5 through a heat pipe-based heat exchanger. More recently,
Chumphongphan et al. [53] demonstrated better stability of Al-doped CaNi5 relative
to undoped material at 85 �C (358.15 K) and 20 bar (19.73 atm). The intermetallic
AB and AB2 type materials, which are Ti-based low-temperature metal hydride
materials, are more economically advantageous than AB5 materials. Their specific
material cost is generally lower than the AB5 formulations and has approximately the
same weight capacities (around 1.5 wt %) and the same reaction enthalpies (about
25–30 kJ/molH2). Libowitz [54, 55] reported on one of the first applications of AB
materials for solar thermal energy storage systems. This report shows the use of
titanium iron (TiFe) material for low-temperature solar systems, analyzing the
behavior under different operating conditions and for different configurations. The
AB class of materials has excellent cycling properties with operating temperatures
on the order of ambient temperature and weight capacities around 1–2% [54]. The
titanium iron hydride (TiFeH2) has recently been proposed as one of the best
low-temperature hydrides to be paired with CaH2 high-temperature material by
Harries et al. [56]. A new class of low-cost complex hydrides, sodium alanates
(NaAlH4), has been the focus of extensive research as hydrogen storage materials
since Bogdanovic and Swickardi [57] demonstrated the reversibility of the reaction
by catalyzing the reaction. This material is characterized by two-plateau pressure-
composition-temperature profiles (i.e., two sequential chemical reactions) occurring
for two different equilibrium temperatures and pressures [57]. Depending on the
application, sodium alanate can be used as a low-cost hydride, either employing both
plateaus or by operating with only one reaction. Sodium alanate has several prop-
erties that make the compound very attractive for several thermal energy storage
application, as long as the required operating temperatures can be satisfied.

10 Thermal Energy Storage Systems Based on Metal Hydride Materials 295



10.4 Techno-Economic Analysis of Metal Hydride Thermal
Energy Storage Systems

The two unknowns involved in the analysis of metal hydride-based thermal energy
storage system techno-economic performance are: (1) the installed cost of the
proposed system and (2) the exergetic efficiency of the system. The model has
been applied to coupled metal hydride systems for high-temperature thermal energy
storage, but it can easily be used to assess the techno-economic performance of any
other coupled metal hydride energy system.

10.4.1 Economic Model

The specific installed cost of the thermal energy storage system, Cs ($/kWh), can be
assessed accounting for: (1) the cost of the metal hydride materials, CM ($), (2) the
cost of the heat transfer system, CHE ($), and (3) the cost of the pressure vessel walls,
CPV ($). Therefore:

CS ¼ CM þ CHE þ CPVð Þ
Eth

(10:6)

The overall thermal energy stored in the thermal energy storage system, Eth

(kWh), is:

Eth ¼ WelΔtsð Þ
ηPPPCFð Þ (10:7)

with Wel (W) being the average electric power produced by the plant during the year.
Δts (h) the storage time, ηPP the power plant efficiency, and PCF the plant capacity
factor.

The installed cost of the metal hydride material (CM) is given by:

CM ¼ CRM þ CAM (10:8)

The term CRM ($) is the raw metal hydride material cost. The second term, CAM

($) accounts for all the additional material synthesis work cost, manufacturing cost,
and handling costs needed to locate the material (in the right configuration and
shape) inside the tank. Based on experience and data available for small scale
stationary applications using similar metal hydride formulations, CAM has been
assumed equal to 20% of the raw cost of the material (CRM) [58].

The shell and tube heat exchanger concept has been assumed as the baseline heat
transfer system to evaluate the cost of the heat transfer system (CHE).

A simplified steady state one-dimensional (1D) radial model was developed using
cylindrical coordinate geometry. The storage tank was modeled as a series of
cylindrical structures filled with the metal hydride materials and with the fluid
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flowing inside tubes located inside the material structures (Fig. 10.5 shows the single
cylindrical structure). The thermal resistance offered by the heat transfer fluid tube
wall (usually made of highly conductive materials) was assumed negligible com-
pared to the other resistances.

The overall heat flux Wth (W) can be expressed as a function of the conductive
heat transfer coefficient, Ucond (W/m2-K), convective heat transfer coefficient, Uconv

(W/m2-K), number of tubes, nT, heat transfer fluid tube diameter, D1 (m), length of
the heat exchanger, L (m), and logarithmic mean temperature difference between the
fluid and the material, ΔT (K):

Wth ¼ 1
1

Ucond
þ 1

Uconv

0
BB@

1
CCAnTπD1L ΔTð Þ (10:9)

The conductive coefficient can be assessed as a function of the material thermal
conductivity, k (W/m-K), heat transfer fluid tube diameter, D1 (m), and the single
metal hydride material diameter, D2 (m). Fixed temperatures at the heat transfer fluid
tube diameter (D1) and at the material tube diameter (D2) have been assumed as
boundary conditions of the problem:

Fig. 10.5 Model of the tube (Fluid) and metal hydride (Material) structure for a cylindrical
geometry, with the material packed around the heat transfer fluid tube
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Ucond ¼ 2k

D1ln
D2

D1

� � (10:10)

The convective heat transfer coefficient can be assessed using the known Dittus &
Boelter’s expression, assuming a turbulent regime (i.e., Re > 10,000, dimensionless
unit):

Uconv ¼ kfluid
D1

0:023Re0:8Prn (10:11)

with kfluid (W/m-K) being the fluid heat thermal conductivity. Re and Pr (dimen-
sionless) numbers are calculated for the heat transfer fluid properties (density,
specific heat, thermal conductivity, viscosity, and velocity) and having the diameter
D1 as the characteristic length in the Re. Pr number exponential factor, n, is equal to
0.3 for heating fluid and 0.4 for cooling fluid.

The volume occupied by the metal hydride, determined by the solar plant and
material properties, gives an additional constraint to solve the equations of the
problem.

The data and the assumed degrees of freedom of the problem are D1, k, Uconv,ΔT,
and L. The unknown quantities are D2 and nT.

The heat transfer area, A (m2), which is the most significant parameter in the
assessment of the heat exchanger costs, is given by:

A ¼ nTπD1L (10:12)

The installed cost of the shell and tube heat exchanger can be estimated using
traditional factored method approaches [59]. The component cost, CHE, is given by:

CHE ¼ CFHE þ CAHE (10:13)

The component “free on board” cost, CFHE ($), was evaluated from the cost of a
reference heat exchanger. The reference heat exchanger cost depends on its area, A,
and its operating conditions (1 bar operating pressure, carbon steel material, and
straight tube geometry heat exchanger). To evaluate the “free on board” cost, the
initial reference cost was modified adopting suitable cost factors. These cost factors
account for the actual heat exchanger working conditions (i.e., operating pressure),
materials, and heat exchanger geometry. Stainless Steel (SS) has been assumed to be
the current baseline material for the specific system. However, other materials,
capable of withstanding higher temperature can be considered when needed. Straight
tube heat exchanger geometry has been assumed for all systems. The reference cost
and the additional cost factors have been assessed using the ASPEN In-Plant Cost
Estimator, based on databases developed for metal hydrides and hydrogen energy
applications [60, 61], and suitably modified to match the operating conditions and
configuration of the actual system.
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The term CAHE ($) includes the installation costs of the component such as
piping, instrumentation, concrete, and insulation, as well as labor [59]. The compo-
nent cost (CHE) can be expressed as a function of the “free on board” cost, with an
installation factor (f) >1:

CHE ¼ fCFHE (10:14)

The installation factor (f) accounts for the additional costs associated with the
installation of the component.

For the specific application, an installation factor (f) equal to approximately 1.5
(dimensionless unit) has been used. This value is based on available databases [60]
and on the size of the heat exchangers as well as on previous experience gained from
small scale stationary metal hydride bed applications [58].

The pressure vessel cost has been assessed by applying the same factored method
approach used for the heat exchangers. The pressure vessel “free on board” cost, CPV

($), has been evaluated as a function of working conditions (pressure), vessel material
(SS is the baseline material), and the size of the vessel (diameter and length) using the
ASPEN In-Plant Cost Estimator and the databases available in References [60, 61]. An
additional 25% void volume has been included when estimating the vessel dimensions
to allow for the expansion/contraction of the metal hydride material during the charging
and discharging process, following best practices [26, 58].

10.4.2 Exergetic Efficiency Model

Figure 10.6 shows the metal hydride storage system interfaced with the high-
temperature heat transfer fluid. Figure 10.6a shows the heat storage process when
excess thermal power is available with hydrogen moving from the high-temperature
metal hydride to the low-temperature metal hydride. The exergetic input (BthS) is the
thermal exergy related to the high-temperature heat transfer fluid. The chemical

Fig. 10.6 Metal hydride thermal energy storage system exergy (B) quantities: (a) heat storage, (b)
heat release
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exergy related to the endothermic hydrogen discharge reaction in the high-
temperature system (BchS) represents the exergy available in the thermal energy
system. Figure 10.6b shows the heat release process with hydrogen moving from the
low-temperature metal hydride to the high-temperature material. In this case, the
exergetic input (BchR) is the chemical exergy from the hydrogen charging reaction in
the high-temperature metal hydride.

The heat transfer fluid thermal exergy (BthR) represents the exergy available from
the thermal energy storage system.

For a stationary thermal energy storage process, the exergetic efficiency (ηBS) is
given by:

ηBS ¼ BchS
BthS

(10:15)

with ηBS being the exergetic efficiency of the heat storage process, BchS (J) being the
total chemical exergy stored in the metal hydride bed, BthS (J) being the total
exergetic input available from the high-temperature heat transfer fluid during thermal
storage. The two exergy terms (BchS and BthS) can be written in terms of the change
in the Gibbs energy between the initial and final states.1 The thermal exergy (BthS)
is:

BthS ¼ mSΔtS h2S � h1S � T0 s2S � s1Sð Þð Þ (10:16)

The term mS (kg/h) is the heat transfer fluid mass flow rate and Δts (h) is the
storage time. The Gibbs function is expressed in terms of enthalpy variation between
point 2S, h2S (J/kg), and point 1S, h1S (J/kg), and entropy variation between point 2S,
s2S (J/kg-K), and point 1S, s1S (J/kg-K). T0 (298 K) represents the reference
temperature.

The chemical exergy term (BchS) is evaluated as shown in Eq. 10.17:

BchS ¼ MH2 ΔHS � T 0ΔSSð Þ (10:17)

MH2 indicates the mass of stored hydrogen (kg) andΔH (J/kgH2) and ΔS (J/kgH2-K)
represent the reaction enthalpy and entropy during the heat storage process (i.e.,
hydrogen discharging).

The exergetic efficiency for heat released from the thermal storage system (ηBR)
can be written as:

ηBR ¼ BthR
BchR

(10:18)

1The kinetics energy term as well as potential term, referred to the reference exergetic state, have
been assumed negligible
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with ηBR being the exergetic efficiency of the heat release process, BchR (J) being the
total chemical exergy available from the high-temperature metal hydride charging,
BthR (J) being the total thermal exergy available in the heat transfer fluid during
thermal release. The two exergy terms (BchR and BthR) can be written in terms of the
change in the Gibbs energy between the initial and final states.2 The thermal exergy
(BthS) is:

BthR ¼ mRΔtR h2R � h1R � T0 s2R � s1Rð Þð Þ (10:19)

The term mR (kg/h) is the heat transfer fluid mass flow rate during thermal energy
release and ΔtR (h) is the release time. The Gibbs function is expressed in terms of
enthalpy variation between point 2R, h2R (J/kg) and point 1R, h1R (J/kg), and
entropy variation between point 2R, s2R (J/kg-K) and point 1R, s1R (J/kg-K).

The chemical exergy term, BchR (J) can be evaluated as follows:

BchR ¼ MH2 ΔHR � T0ΔSRð Þ (10:20)

MH2 is the mass of stored hydrogen (kg) and ΔH (J/kgH2) and ΔS (J/kgH2-K)
represent the reaction enthalpy and entropy during the heat release process (i.e.,
hydrogen charging).

The final total exergetic efficiency (ηB) of the system is:

ηB ¼ ηBSηBR ¼ BchS
BthS

BthR
BchR

(10:21)

10.4.3 Metal Hydride Thermal Energy Storage Systems Techno-
Economic Performance

Existing candidate high-temperature metal hydride materials are reported in
Table 10.1, which includes the properties needed for the screening analysis. These
materials represent currently available metal hydride materials for high-temperature
solar applications, with the potential to achieve low cost and high efficiency.

The best high-temperature candidates have: (1) high reaction enthalpy; (2) high
working temperatures, which affect the efficiency of the power plant; (3) high
hydrogen capacity, which determines the mass (i.e., cost) of the material; and
(4) low raw material cost. Other existing materials, such as potassium aluminum
(KAl)-based and zirconium manganese (ZrMn)-based hydrides, have not been
included as potential candidates due to their high raw material cost. Some of the
recently discovered materials require additional development for large scale solar
applications. The bulk density of the materials is computed from their crystal density,

2The kinetics energy term as well as potential term, referred to the reference exergetic state, have
been assumed negligible
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assuming a void fraction on the order of 0.5, which is a typical value for metal
hydride applications. The hydrogen weight capacities reported in Table 10.1 refer to
the theoretical material capacity. However, practical values were used in the techno-
economic analysis and were based on data reported in the literature and on previous
experience with particular materials (e.g., a practical capacity of 7% has been
considered for MgH2 material, based on Ref. [62]).

The thermal conductivity (k) of all materials was assumed to be 7 W/mK with the
inclusion of 10 wt % expanded natural graphite in each compacted metal hydride
system [66, 67].

Pressurized gases (helium or air) have been assumed as the baseline heat transfer
fluids. Based on previous work carried out for similar applications, these gases have
relatively high convection heat transfer coefficients [68]. A Log Mean Temperature
Difference value of 25 �C [298.15 K] for the heat exchanger design was assumed in
the calculations.

The techno-economic analysis was carried out by examining the integration of the
thermal energy storage systems, comprised of the different metal hydrides shown in
Table 10.1, with a 100 megawatt electrical (MWel) power plant, having a power
plant efficiency of 45%, and a plant capacity factor of 63%, produced by storage
capacity yielding a duration of 13 h.

The exergetic efficiency analysis was also carried out assuming no hysteresis in
the selected metal hydrides (see Eq. 10.4). This assumption was made because, with
few exceptions (e.g., MgH2), there is no data on hysteresis for the majority of the
materials shown in Table 10.1.

The specific installed costs and exergetic efficiencies of the proposed high-
temperature metal hydrides are shown in Fig. 10.7.

Figure 10.7a reports the economic analysis results, showing the specific installed
cost of (only) the high-temperature metal hydride system, with the contribution of
the hydride material specific installed cost and the heat transfer and pressure
vessel specific installed cost. The results show that the heat transfer system and
pressure vessel cost significantly influences the overall cost of the low price and
high-pressure materials (Mg and Na family of materials). More than 60% of the

Fig. 10.7 Techno-economic performance of the selected high-temperature metal hydride (stand-
alone) systems. Specific cost (a) and exergetic efficiency (b) of the high-temperature materials
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overall high-temperature system cost is due to the heat transfer system and pressure
vessel cost for MgH2 and Mg2FeH6 materials. For the Na-based materials, the
overall cost is affected by the cost of the heat exchanger and pressure vessel on
the order of 45–50%. Results for the NaMgH2F system show that the cost of the heat
exchanger and pressure vessel represents almost 57% of the overall system cost. For
low-pressure materials, like the less expensive Ca-based system, the results show
that the heat exchanger and pressure vessel contribute to the overall cost by approx-
imately 45–50%. Conversely, for the more expensive low-pressure materials (Li and
Ti-based metal hydrides), the system cost is mainly affected by the material cost,
with percentages on the order of 80–85%. Figure 10.7b shows that three classes of
materials can be identified. The first material class (lowest operating temperatures) is
comprised of Mg and Mg-Fe-based materials. Their exergetic efficiency (for tem-
peratures on the order of 500 �C or 773.15 K) is on the order of 70–75%. These
values can be higher at lower operating temperatures but at the expense of decreased
power plant efficiency. The second material class is comprised of Na-based mate-
rials, and it is characterized by higher operating temperatures, on the order of
500–650 �C [773.15–923.15 K]. Typical exergetic efficiencies of these systems are
around 85%. The last class of materials includes the very high-temperature materials,
with operating temperatures exceeding 700 �C (73.15 K with some having operating
temperatures greater than 1000 �C or 273.15 K). This class includes Ti, Li, and Ca
materials and has the highest exergetic efficiencies (on the order of 95%). However,
these materials operate at low pressures (on the order of 1–5 bar) making the pairing
with low-temperature metal hydrides challenging without the presence of hydrogen
compression systems. The high-temperature hydride will need to be paired with a
suitable low-temperature metal hydride material, to be selected based on the specific
application and on the operating conditions. In the following section, a specific
application is described, with a coupled metal hydride system integrated with an
ultra-supercritical steam power plant.

10.5 Transport Phenomena Modeling of Metal Hydride Thermal
Energy Storage Systems

Based on the results of the techno-economic analysis carried out for the selected
high-temperature materials, NaMgH2F hydride, paired with a suitable
low-temperature metal hydride, is one the best candidates to be integrated into a
high-temperature steam power plant.

10.5.1 Thermal Energy Storage Coupled Metal Hydrides

The thermal energy storage system, comprised of NaMgH2F hydride, was inte-
grated with a solar driven high-temperature steam power plant (e.g., ultra-
supercritical steam plant), operating at temperatures on the order of 600–650 �C
[873.15–923.15 K].
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The choice of a low-temperature hydride, to be paired with the NaMgH2F system,
is critical since the conditions of hydrogen uptake and discharge must be compatible
with both the operating conditions of the high-temperature metal hydride (especially
the NaMgH2F hydrogenation pressure) and the temperature and rate of waste heat
released from the power plant. The low-temperature metal hydride should work at
pressures on the order of 50 bar, required to hydrogenate the NaMgH2F material, and
at temperatures on the order of 15–30 �C [288.15–303.15 K]. These conditions allow
the heat rejected from the steam power plant to be internally recovered to drive the
low-temperature material hydrogen desorption. To realize a thermally self-sustaining
plant concept, the following condition needs to be satisfied [69]:

ΔHLTMH < ΔHHTMH 1� ηPPð Þ (10:22)

with ΔH being the enthalpy of reaction (J/molH2) of the high-temperature metal
hydride (HTMH) and low-temperature metal hydride (LTMH) systems and ηPP
being the efficiency of the power plant.

The constraint given by Eq. 10.22 was obtained for the thermal energy release
process (i.e., hydrogen absorption in the high-temperature material) under the
following assumptions: (1) the hydrides operate at constant temperature during the
thermal energy release, (2) no additional losses (in the connecting equipment,
tubing, etc.) are included, (3) all of the waste heat from the power plant can be
recovered and used in the storage system.

The above condition is necessary, but not sufficient. It ensures that the waste heat,
rejected by the steam plant condenser at a constant temperature, can desorb hydro-
gen from the low-temperature material and hydrogenate properly the NaMgH2F
bed as required by the power plant. The NaMgH2F material has a reaction enthalpy
of 96.8 kJ/molH2 (Table 10.1) and a typical ultra-supercritical steam power
plant can reach cycle efficiencies on the order of 45–50% [70]. Therefore, the
low-temperature material needs to have reaction enthalpies at least lower than
45–50 kJ/molH2. Titanium chromium manganese [TiCr1.6Mn0.2] was selected as
the low-temperature hydride. The material meets the required operating conditions
and has a relatively low cost, relative to other low-temperature hydrides [9]. The heat
available from the power plant condenser is recovered to release hydrogen from the
low-temperature hydride, during the thermal energy release, or is rejected to the
environment during the thermal energy storage process.

10.5.2 Metal Hydride System Transport Model

A novel detailed transport phenomena model was developed to simulate coupled
metal hydride systems. The model is comprised of mass, momentum, and energy
balance equations, with additional ancillary equations to evaluate the properties of
the gaseous hydrogen. Suitable kinetics expressions have also been included to
simulate the charging and discharging process for both the high- and
low-temperature metal hydrides, based on the kinetics in Eq. 10.5. The differential
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equations were developed using a finite element approach and were solved using
COMSOL Multiphysics®. The model is very general and simulates a metal hydride
system. It can be applied to every metal hydride-based system, either using coupled
materials or single hydride concepts.

The differential equation of the mass balance for hydrogen in a gaseous state
within the porous materials is expressed as follows:

e
@ρ

@t
þ ∇ ρvs

!� � ¼ �S (10:23)

with ρ being the density of the H2 gas (kg/m
3), e (dimensionless) being the porosity

of the MH bed, and vs
! ¼ e v

!
being the superficial gas velocity (m/s). The net mass

rate of hydrogen gas uptake (positive during hydrogen absorption/MH charging) is
expressed as:

S ¼ MWH2
@X

@t
(10:24)

with MWH2 being the molecular weight of hydrogen and X being the local concen-
tration of H2 absorbed within the metal hydride (molH2/m

3).
The mass balance equation of hydrogen flowing in the free volume without

porous media and without mass sources has the following expression:

@ρ

@t
þ ∇ ρ v

!� �
¼ 0 (10:25)

with v
!
being the hydrogen velocity (m/s).

The differential form of momentum balance equation (Brinkman equation) for
hydrogen flowing inside the media under laminar flow conditions is expressed as
follows:
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(10:26)

with P being the pressure (Pa), μ being the dynamic viscosity (Pa s), and ηd being the
dilatational viscosity of the H2 gas (Pa s).

This equation also includes the viscous stress term expressed in terms of velocity
components, taking into account the viscosity of the media as well.

For open channel flow, in the absence of a porous medium, the momentum
balance equation is expressed as:

ρ
@ v

!

@t
¼ �∇

! Pþ ∇τ (10:27)
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with τ (Pa) being the viscous stress tensor.
The energy balance of the porous system, comprising the metal hydride material

and gas phase hydrogen, is expressed as:

ρMHCMH
@T

@t
� ∇k ∇

!
T

� �
¼ �eρH2CH2

@T

@t
þ v

! ∇
!
T

� �
þ e

@P

@t
þ CH2T

� S þ S � ΔH MWH2 þ Q (10:28)

with ρMH (kg/m3) being the bulk metal hydride density, CMH (J/kg-K) being the
specific heat of the metal hydride, k (W/m-K) being the thermal conductivity, ΔH
being the enthalpy of reaction (J/molH2), and Q (W/m3) being the contribution of
volumetric heat sources.

The energy balance, given by Eq. 10.28, was derived for both the solid and gas
phases and includes the effects of chemical reactions between them, along with
pressure work and viscous dissipation. Because of the nature of the flow, the
contribution of gravitational work and kinetic energy were assumed to be
negligible.

For hydrogen flowing in an open channel, in the absence of a porous or reacting
medium, the energy balance equation is expressed as:
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(10:29)

with ρ being the density of the H2 gas (kg/m3) and h the enthalpy (J/kg) of
hydrogen gas.

The equation of state for hydrogen, as adopted in the model, is given in terms of
its compressibility factor as:

P ¼ Z P,Tð ÞρRT (10:30)

The compressibility factor (dimensionless unit) function was obtained by fitting
to the NIST database hydrogen data [71].

First-order kinetics expressions (Eq. 10.5) were used to represent the metal
hydride hydrogenation and dehydrogenation rates. Parameters in Eq. 10.5 were
obtained from experimental measurements using metal hydride powders, thus
implicitly capturing the effects of both the local reaction kinetics and diffusion
rates for the particles.

The hydrogen equilibrium pressure for the metal hydrides was assessed adopting
the van’t Hoff equation with molar enthalpy and entropy changes.

The current model assumed no slope in the (α + β) region and no hysteresis for the
absorption/desorption process.
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The thermodynamic and physical-chemical properties of the high-temperature
metal hydride (NaMgH2F) and paired low-temperature metal hydride
(TiCr1.6Mn0.2) are shown in Table 10.2. The kinetic parameters are shown in
Table 10.3.

10.5.3 Laboratory Scale Test Results

The model was applied to simulate a laboratory scale paired system developed
in-house by Greenway Energy and Savannah River National Laboratory.

Figure 10.8 shows a view of one of the bench-scale experimental reactors
(Fig. 10.8a), the corresponding three-dimensional (3D) model geometry
(Fig. 10.8b), the two-dimensional (2D) axial symmetric geometry of the two coupled
reactors (high temperature metal hydride, HTMH, and low temperature metal
hydride, LTMH) that was used in the Comsol Multiphysics model (Fig. 10.8c),
and the dimensions of a single reactor (Fig. 10.8d).

The volumes occupied by the metal hydrides were determined so that both vessels
have the same maximum hydrogen storage capacity while maintaining a free gas
space in each reactor at least equal to 20% of the volume. The high-temperature
metal hydride material volume was set to LHTMH ¼ 0:8Lv ¼ 0:122 m, resulting in a
low temperature material fill length of LHTMH ¼ 0:0905 m and a theoretical H2

storage capacity of 1.04 molH2.
During the discharge process, the outer surface of the (hydrogen discharge) vessel

was thermally insulated while a volumetric heat source, Q, was applied to the
material to represent the effects of the heaters used in the bench-scale experimental
apparatus. During charging, a constant and uniform temperature was imposed on the
outer wall and bottom of the vessel, replicating the experimental conditions.

The thermal energy storage and release time were assumed to equal to 1.5 h for
each process, resulting in a cycle time of 3 h.

Table 10.2 Thermodynamic and physical and chemical properties of the high-temperature mate-
rial (NaMgH2F) and low-temperature material (TiCr1.6Mn0.2) (ΔH and ΔS are absolute values)

ΔH
(kJ/molH2)

ΔS
(kJ/molH2K)

wf
(wt %)

Bulk
density
(kg/m3)

Specific
heat
(J/kg-K)

Thermal
conductivity
(W/m-K) Porosity References

NaMgH2F 96.8 0.138 2.5 1390 1300 0.5 0.5 [46]

TiCr1.6Mn0.2 28.0 0.129 1.5 3123 500 0.6 0.5 [72, 73]

Table 10.3 Kinetics parameters (baseline kinetics expressions in Eq. 10.5)

Ca (1/s)
Ea
(J/molH2) Cd (1/s)

Ed
(J/molH2)

XM

(molH2/m
3)

Xm

(molH2/m
3) References

NaMgH2F 120,000 102,500 1,000,000 151,500 17,375 0 [46, 69]

TiCr1.6Mn0.2 25 21,500 15.5 19,000 23,423 0 [72, 73]
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Results of the simulations are shown in Figs. 10.9, 10.10, and 10.11. Figure 10.9
shows the average temperature ( �T ) and local temperatures at selected locations
within (a) the low temperature metal hydride (locations 1–5 shown in Fig. 10.8c) and
(b) the high temperature metal hydride (locations 6–10 shown in Fig. 10.8c). The
temperatures ranged from 14 �C to 43 �C [287.15–316.15 K] in the low-temperature
bed and from 640 �C to 689 �C [316.15–962.15 K] in the high-temperature bed. In

Fig. 10.9 Average temperature ( �T) and selected location temperature profiles for (a) the low
temperature metal hydride (LTMH) and (b) the high temperature metal hydride (HTMH) systems

Fig. 10.8 Bench-scale reactors – Picture of the bench-scale experimental reactor (a) – 3D
modeling geometry of a single reactor (b) – Coupled high temperature metal hydride (HTMH)
vessel and low temperature metal hydride (LTMH) vessel in a 2D axisymmetric configuration as
used in the numerical simulation (c) – 2D view of a single vessel with the main dimensions (d)
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general, the temperature along the outer surface of the bed was close to uniform and
significantly cooler than the interior of the metal hydride bed. In fact, the tempera-
tures at the two locations in contact with the end of the vessel were nearly identical
(<0.3% relative difference), so these curves overlap in the figure.

Each MH bed steadily rose in temperature throughout its discharging step due to
the heater input, modeled as a punctual heat source in the metal hydride system. The
predicted temperature increase during the desorption process is likely higher than the
actual temperature variation in the experimental system. However, results suggest
the need for heat transfer enhancement systems (e.g., inclusion of finned tubes or

Fig. 10.10 Hydrogen gas pressure (P) and selected location equilibrium pressure profiles for (a)
the low-temperature metal hydride (LTMH) and (b) the high-temperature metal hydride (HTMH)
systems

Fig. 10.11 Mass of
hydrogen absorbed in the
high-temperature metal
hydride (HTMH),
low-temperature metal
hydride (LTMH), and as free
gas, with the corresponding
state of charge (SOC) of the
metal hydride (MH)
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expanded natural graphite) in the high-temperature metal hydride, in order to
maintain the maximum temperature at values on the order of 650 �C [923.15 K].

Figure 10.10 shows the local equilibrium pressures at selected locations within
(a) the low-temperature material (LTMH) and (b) the high-temperature material
(HTMH) as well as the gas pressure (P) as functions of time. The equilibrium
pressure evolution at each location qualitatively resembles the temperature evolu-
tion, since the two quantities are linked via the van’t Hoff equation.

Figure 10.11 shows the amount of hydrogen absorbed in the low-temperature
metal hydride (LTMH), the high-temperature metal hydride (HTMH), and the gas as
functions of time. The corresponding state of charge (SOC) of the metal hydride
(MH) is also displayed in the right axis of Fig. 10.11. The thermal energy release step
(i.e., hydrogenation of the high-temperature hydride) nearly saturates the high
temperature material and almost completely depletes the hydrogen content of the
low-temperature hydride, while the thermal energy storage step (i.e.,
low-temperature hydride charging step) reaches approximately 80% of the high-
temperature material capacity and lowers the low-temperature hydride content to
approximately 16% of capacity. Overall, about 77% of the system capacity was
cycled resulting in a balanced system that yielded consistent and steady-state cycling
behavior after the first cycles.

10.6 Outlook and Summary

A comprehensive techno-economic analysis of candidate high-temperature metal
hydride materials used to store solar thermal energy was carried out. Results
obtained for the high-temperature hydrides demonstrated that many high-
temperature materials can achieve costs on the order of 10–13 $/kWhth. When
paired with suitable low-temperature materials, the overall thermal energy storage
system reaches costs on the order of 25–30 $/kWhth [9] thus meeting and possibly
exceeding molten salt-based thermal energy storage costs, on the range of 25–40
$/kWhth [74]. The majority of the selected metal hydrides can also achieve high
exergetic efficiencies on the order of 85–95%. Among the selected materials, a novel
hydride (NaMgH2F) was identified to be paired with a low-temperature Ti-based
material (TiCr1.6Mn0.2) and integrated into a high-temperature steam power plant. A
detailed transport phenomena model was developed to simulate the paired metal
hydride system and assess its technical performance as a storage system. Results,
obtained for a laboratory scale paired system, showed excellent behavior of the
selected metal hydrides, with the ability to exchange almost 80% of the available
hydrogen and achieve the required operating temperatures. Additional work is still
required to identify suitable configurations and systems for commercial scale. The
research and development should mainly focus on (1) material development and
(2) heat transfer optimization. The selected material, as well as other new Ca-based
metal hydrides, already demonstrated good behavior when paired with
low-temperature metal hydrides. However, the material formulations require adjust-
ments and optimization, in order to achieve long-term cycling stability at the
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required operating conditions. The heat transfer and containment systems require
enhancement and optimization (e.g., including finned tubes, expanded natural
graphite) to reduce the thermal gradients currently shown in the modeling results.
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Abstract
As the demand of energy has skyrocketed, there is an urgent need for develop-
ment of energy self-sufficient power systems. Devices for energy generation such
as solar/photovoltaic and energy storage such as supercapacitors and batteries are
key technologies suitable for meeting the growing energy demand. This chapter
introduces the integration of photovoltaic and electrochemical storage processes
into one device to build miniaturized and energy self-sufficient power pack. The
notable advances in this integration concept based on silicon, dye-sensitized, and
perovskite such as photovoltaic technologies with supercapacitors and batteries
such as energy storage technologies are presented and discussed along with the
challenges and future directions of the technology.

11.1 Introduction

Energy is the key, driving our everyday activities. Consumer smart electronics,
electric vehicles, and renewable electric grids are three major thriving energy
technologies. Consumer smart electronics are driven by energy storage devices,
mostly batteries which are energy-limited [1]. This demands the frequent recharging
of smart electronics. The conventional way of recharging is by a wired connection to
electric plug-ins which is inconvenient. Use of solar or photovoltaics to accomplish
this recharging can be an efficient approach.

Electric vehicles have attracted much attention as a potential key contributor
towards achieving sustainable clean energy. However, they are being charged using
electric grids which are being powered by fossil-fuel generation. Furthermore, the
large-scale development of electric vehicles is also restrained by a number of
charging stations [2]. These issues can be addressed by using photovoltaics distrib-
uted generation for charging the electric vehicles.

Electric grids are being revived by the integration of renewable electricity gen-
eration. Among the renewables, photovoltaic is being recognized to be the most
promising as cost continues to decline. Major investments in solar module
manufacturing leading to an oversupply of modules and competitive procurement
via auctions for utility-based photovoltaics are the major reasons [3]. Photovoltaic is
intermittent in nature due to the coupling of output power with the availability of
sunlight. The fluctuations in output power due to its intermittency leads to an
unreliable power supply that is a huge concern for electric grid stability. This
demands the use of energy storage in conjunction with photovoltaics [4]. The energy
storage has the capability to store excess energy and release the stored energy when
needed. Energy storage can facilitate peak power saving and meet the designated
ramp rates of photovoltaic integration into the electric grid [5].
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11.2 Conventional Versus Integrated Coupling of Photovoltaics
and Energy Storage

The conventional practice of coupling of photovoltaics and energy storage is the
connection of separate photovoltaic modules and energy storage using long electric
wires (Fig. 11.1a). This approach is inflexible, expensive, undergoes electric losses,
and possesses a large areal footprint. An advanced approach would be to combine
the two systems into one and develop an integrated design. This integrated device
would be compact, efficient, and accomplish lesser packaging requirements and
small footprint. This integrated design can potentially be an inexpensive alternative
to the current designs.

The integration of the solar cell and energy storage can be achieved with two
types of systems: (1) three-electrode system sharing a common electrode either
anode (Fig. 11.1b) or cathode (Fig. 11.1c) and (2) two-electrode system where the
same electrode performs as photoelectrode and battery electrode (Fig. 11.1d).
Among these configurations, the two-electrode system is the most representative
of the integration approach and is the most challenging.

11.3 Integration of Supercapacitors with Photovoltaics

Supercapacitors have advantages of fast charge/discharge capability resulting in high
power density and exceptional cycling stability [7]. It typically consists of two
electrodes which are electronically separated by a separator and impregnated in the
electrolyte. On the basis of charge storage mechanisms, supercapacitors can be

Fig. 11.1 Circuit schematic showing coupling of photovoltaics and energy storage systems (e.g.,
Batteries). (a) Conventional discrete system. (b–d) Integrated system: (b) three-electrode system
with a common anode, (c) three-electrode system with a common cathode, (d) two-electrode
system. (Figures (a–d) adapted with permission from Ref. [6], Cell Press)
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categorized into two types: electrochemical double layer capacitor (EDLC) and
pseudocapacitor. EDLCs store charges by reversible ion adsorption at the
electrode-electrolyte interface physically, while pseudocapacitor store charges
through a chemical redox reaction at the vicinity of the electrode surface. The
most common material for EDLCs is activated carbon, while pseudocapacitors
usually use metal oxides or conductive polymers as electrode [8].

11.3.1 Photo-Charging Supercapacitors Using Integrated Silicon
Photovoltaics

A capacitive energy storage device can be built by transferring the unused part of
silicon (Si) in Si solar cell. Based on this concept, a Si solar supercapacitor was
reported byWestover et al. [9] Fig. 11.2a shows the Si solar supercapacitor fabrication
schematic. After removing the Al back contact of a commercial polycrystalline Si
solar cell panel, the backside of Si solar cell was etched to be porous to assemble a

Fig. 11.2 Photo-charging supercapacitors using integrated silicon photovoltaics. (a–b) All Si
Solar supercapacitor: (a) fabrication schematic (b) photo-charging/discharging curves. (c–d) Si
solar supercapacitor with anodic MoOx electrode: (c) cell structure, (d) photo-charging/discharging
curves. (Figures (a–d) adapted with permission from Ref. [9], American Institute of Physics (a–b);
Ref. [10], Wiley (c–d))
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silicon supercapacitor. When the light is off, the energy stored in Si supercapacitor can
be released, and it also demonstrated that a constant current load can be maintained
even with intermittent illumination (Fig. 11.2b). Another work was reported with the
integration of a molybdenum trioxide (MoO3)-based pseudocapacitor deposited onto
the Al rear contact of the Si solar cell [10]. This led to minimization in a performance
loss of the silicon solar cell (Fig. 11.2c). Light-induced anodization method was used
to deposit the amorphous MoO3. The solar supercapacitor could maintain its capac-
itance of 34 mF cm�2 after 100 cycles (Fig. 11.2d). A laser scribed porous reduced
graphene oxide has also been integrated with a c-Si solar cell with a demonstration of
long self-discharge time up to 10 days [11].

11.3.2 Photo-Charging Supercapacitors Using Integrated
Dye-Sensitized Photovoltaics

Integrated dye-sensitized solar cell (DSSC)/supercapacitor with a two-electrode
design was first reported by Miyasaka et al. [12] which consisted of dye-coated
titania (TiO2) layer, a hole-trapping layer, and two activated carbon layers separated
by a porous separator (Fig. 11.3a). This integrated device only showed a charging
voltage of 0.5 V and a capacitance of 0.69 F cm�2. This design was constrained by
high internal resistance. The same group later developed a three-electrode design
where an activated carbon layer coated on one side of the platinum plate was used as
the third electrode (Fig. 11.3b) [13]. During photo-charging, the generated electrons
and holes were stored separately on the two carbon electrodes as a double layer
capacitor. Compared to the previous two-electrode configuration, this design facil-
itates efficient electrons and holes transfer during the charge and discharge pro-
cesses. This design led to a higher charging voltage of 0.8 Vand five times the higher
energy density of 47 μWhcm�2 compared to the two-electrode design (Fig. 11.3c).

One of the most common materials used as an internal electrode in a three-
electrode integrated DSSC/supercapacitor is carbon owing to its compatibility for
both the systems. Other materials such as conductive polymer [14, 15], titantium
nitride/titanium (TiN/Ti) mesh [16], metal oxide [17], TiO2 nanotube arrays [18],
and silicon (Si) wafer [19] have also been explored. Figure 11.3d, e show the
structure and energy level diagram of a three-electrode integration structure based
on Si as the internal electrode, respectively. This device was built on a double side
etched Si wafer, which served as a counter electrode for DSSC while functioning as
an electrode for supercapacitor. The overall efficiency of 2.1% was achieved for this
integrated design (Fig. 11.3f) [19].

Wire-type integrated DSSC/supercapacitors have been developed by researchers
with various kinds of structures. These “energy wires” usually have a common wire
electrode with another wire or sheet electrode then either twisted or coaxially
wrapped [20–22]. The first “energy wire” was proposed by Bae et al. [23]. It
included a mechanical energy harvesting part, a DSSC solar energy part and a
supercapacitor part, which were all built on a single ~200 μm diameter polymethyl
methacrylate (PMMA) fiber (Fig. 11.4a). Figure 11.4b, c show the performance of
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the DSSC and the photo-charge supercapacitor. However, this device only showed a
photoconversion efficiency of 0.02%. Figure 11.4d shows a coaxial “energy wire”
which comprises a photoconversion (PC) part and an energy storage (ES) part
[21]. The wire-type integrated device shared a Ti wire as the common electrode.
The PC part had N719 dye attached TiO2 nanowires as photoanode, the carbon
nanotubes (CNT) sheet as photocathode and gel electrolytes. For the ES part, the
supercapacitor was constructed using another CNT sheet as the counter electrode.
During the “energy-wire” operation, charges generated from the PC part under
illumination could be transferred through the external circuit and common electrode
and stored in the ES part by switching to the red wire. While discharging by turning
the switch to the blue wire, the stored energy could be used to power external loads.
Furthermore, this “energy-wise” was flexible and the overall efficiency could be
maintained at 88.2% after 1000 bending cycles with an initial overall efficiency of
2.73% (Fig. 11.4e, f).

11.3.3 Photo-Charging Supercapacitors Using Organic
Photovoltaics

A printable solar supercapacitor with the integration of an organic solar cell and
supercapacitor was reported by Wee et al. [24] (Fig. 11.5a–c). Single-walled carbon
nanotubes (CNTs) network was used as an electrode of the supercapacitor and bridge
connection to reduce the internal resistance. By comparing the voltage drop in the
integrated cell and wire-connected cell, the internal resistance was found to reduce
from 200 to 115 Ω. Under illumination of 100 mWcm�2 for 70 s, the solar
supercapacitor yielded a specific capacitance of 28 Fg�1 when discharged in dark
and a capacitance of 79.8 F g�1 by using tandem polymer solar cell. To obtain a
higher output voltage of the solar capacitor, Chien et al. [25] explored another option
by serially connecting eight organic solar cells (Fig. 11.5d). A high system voltage of
4 V was reached, which is suitable to drive red, green, and blue light emitting diodes
(LEDs) (Fig. 11.5e–f). However, these two designs are limited with the planar flat
structure that increases the device area, making it difficult to fit into more compact
and small area portable devices.

A foldable solar supercapacitor was designed by employing laminated freestand-
ing poly(3,4-ethylenedioxythiophene): polystyrene sulfonate (PEDOT: PSS) as the
common electrode for both organic solar cell and supercapacitor [26]. This inte-

�

Fig. 11.5 Photo-charging supercapacitors using integrated organic photovoltaics. (a–c)
Organic solar cell integrated with CNT supercapacitor: (a) device structure, (b) energy band
diagram, (c) cycling stability. (d–f) Eight series-connected organic solar cells integrated with
graphene supercapacitor: (d) device structure, (e) photo-charge/discharge voltage curve, (f) inte-
grated cell powering red, green, and blue LEDs. (g–i) Integrated organic solar cell/supercapacitor
“energy wire”: (g) device structure, (h) working schematic, (i) photo-charge/discharge voltage
curve. (Figures (a–i) adapted with permission from Ref. [24], Royal Society of Chemistry (a–c);
Ref. [25], Wiley (d–f); Ref. [27], Wiley (g–i))
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grated solar supercapacitor achieved an overall efficiency of 2% without perfor-
mance decay for 100 photo-charge/galvanostatic cycles. Peng’s group developed a
flexible “energy fiber” integrated with photovoltaic conversion (PC) and energy
storage (ES) (Fig. 11.5g–i). ATiO2 modified Ti wire was used as a support electrode
and the common electrode in the center along with organic solar cell and super-
capacitor built coaxially on Ti wire consequently [27]. Notably, the overall efficiency
only decreased by less than 10% after 1000 bending cycles. This design enabled a
flexible fiber shape solar supercapacitor which has promising application in textiles.

11.3.4 Photo-Charging Supercapacitors Using Integrated Perovskite
Photovoltaics

Perovskite solar cells (PSCs) are the emerging third generation photovoltaic tech-
nology that promises excellent photovoltaic performance while accomplishing
low-cost manufacturability [28, 29]. Perovskite solar cells have already demon-
strated power conversion efficiency of 25.2% at cell level which outperforms
multi-crystalline silicon and other thin film technologies [30]. Therefore, PSCs can
be an efficient source of photo charging supercapacitors. Xu et al. proposed the first
solar supercapacitor which contained a MAPbI3-based PSC and a polypyrrole-based
supercapacitor [31]. The design consisted of a separation between the PSC and
supercapacitor, thus was able to reach a high overall efficiency of 10%. A more
compact stacked three-electrode structure of PSC and supercapacitor was later
developed which used poly (3, 4-ethylenedioxythiophene) (PEDOT)-carbon elec-
trode as a common electrode (Fig. 11.6a–c) [32]. The design demonstrated an overall
efficiency of 4.7%. To solve the supercapacitor liquid electrolyte leakage issue, a
solid-state supercapacitor was integrated with PSC [33]. The design used the inter-
mediate carbon layer to serve as a counter electrode in PSC and cathode in super-
capacitor with gel electrolyte and obtained an overall efficiency of 7.1%.

Intrinsic material and device instability of PSCs in response to humidity, ambient
air, and continuous illumination is a critical concern for the implementation of PSC
integrated solar supercapacitors [34]. One of the approaches used to address this
stability issue is the use of inorganic perovskites. Taking the advantage of high
tolerance of such inorganic PSC to the environment, an integrated design consisting
of cesium lead(II) bromide (CsPbBr3)-based inorganic PSC and inorganic silica-gel-
electrolyte-based supercapacitor was reported (Fig. 11.6d–f) [35]. The integration
was accomplished by using a nanocarbon layer as the common electrode. A power
conversion efficiency of 6.1% along with a high open circuit voltage of 1.22 V was
obtained for the CsPbBr3-based inorganic PSC. This assisted the integrated device to
achieve an overall efficiency of 5.1% that was maintained even after 1000 photo-
charge/galvanostatic discharge cycles.

Sun et al. [36] developed a simple method to connect supercapacitors into
different patterns with tunable capacitance by fusing and integrating with PSC
(Fig. 11.6g–i). These fusible supercapacitors were fabricated using aligned carbon
nanotubes (CNT)/self-healing polymer (SHP). The CNT sheet and ladder structure
make the fusible energy devices available to be connected in series or parallel, and
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the SHP layer fuses them into a patterned structure. In this way, supercapacitors can
be connected in different patterns and integrated with PSC. The output voltage and
capacitance can be controlled by varying the number of PSCs and supercapacitors,
for example, 1.82 and 3.65 V of discharging voltage could be achieved when
connecting 4 and 8 units, respectively.

11.4 Integration of Batteries with Photovoltaics

Batteries are electrochemical devices that have the capability to store much higher
energy than supercapacitors. Lithium-ion, consisting of intercalation graphite as
anode and lithium transition metal oxides [lithium cobalt oxide, (LiCoO2), lithium
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Wiley (a–c); Ref. [35], Elsevier (d–f); Ref. [36], Royal Society of Chemistry (g–i))
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nickel manganese cobalt oxide (NMC), lithium nickel cobalt aluminum oxide,
(NCA)] as a cathode, is the dominant battery technology in the consumer electronics
industry. This commercial Li-ion chemistry provides an energy density up to
200–250Whkg�1. State-of-the-art intercalation cathodes have a low specific capacity
(e.g., LiCoO2 ~ 160 mAhg�1). Advanced battery chemistries such as lithium-sulfur
(Li-S) using sulfur cathode and lithium-oxygen (Li-O2) using oxygen cathode have
been investigated that can deliver a high theoretical energy density of 2500 Whkg�1

and 3500 Whkg�1 respectively. These chemistries can deliver much higher practical
energy density > 600 Whkg�1. While for large-scale energy applications such as
electric grids, redox flow battery technology is suitable as it facilitates scalability to
store a much larger amount of bulk energy scale energy [37]. A typical redox-flow
battery consists of two compartments with electrolytes (catholyte and anolyte) as an
energy storage medium separated by an ion-exchange membrane. The electrolytes
are stored in external tanks circulated by pumps and the amount of energy can be
controlled by the amount of electrolyte stored. The size of the electrolyte reservoir
controls the energy and the size of the electrochemical cell or stack controls the power
of the redox flow battery. An all-vanadium redox flow battery is a state-of-the-art and
commercially available system.

11.4.1 Photo-Charging Batteries Using Integrated Silicon
Photovoltaics

Monolithic integration of lithium-ion battery with crystalline silicon was demonstrated
by Um et al. [38] (Fig. 11.7a–c). The integration consisted of 24 series-interconnected
units of Si mini-solar cells with a bipolar solid-state lithium-ion battery fabricated on top
of the aluminum (Al) metal contact of the photovoltaic module. The photovoltaic
module was able to provide a power conversion efficiency of 15.8% with a 14.1 V
output voltage. The bipolar solid-state lithium-ion battery was prepared by an ultraviolet
curing-assisted printing process which helped to achieve a higher voltage and hence a
higher battery energy storage capacity. The integrated power pack was able to demon-
strate a high overall efficiency of 7.61% with a rapid photo-charging of fewer than
2 min. The group also demonstrated the charging of smartphones and motion picture
experts group layer-3 (MP3) players using the integrated power pack, validating its
practicality.

Use of silicon as photoelectrode has also been demonstrated for photo charg-
ing redox flow batteries. A solar rechargeable flow battery comprising of dual-
silicon photoelectrodes with redox couple of quinone/bromine was reported by
Liao et al. [39] (Fig. 11.7d–e). Narrow bandgap silicon helped to achieve efficient
light harvesting. Platinum was used as cocatalyst on the surface of Si wafers to
improve the semiconductor/redox-couple interfacial charge transfer kinetics.
Furthermore, the redox couple that comprised of quinones and halogens facili-
tated fast reaction kinetics. These combinations led to the high overall efficiency
of 3.2% with a discharge capacity of 730 mAhL�1 and photo-charge voltage to
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0.8 V. A tandem design incorporating silicon as photoanode and photocathode
with a redox flow battery was demonstrated by Li et al. [40]. The redox flow
battery composed of aqueous quinone-based all-organic redox couples based on
9,10-anthraquinone-2,7-disulfonic acid (AQDS) as catholyte/1,2-benzoquinone-
3,5-disulfonic acid (BQDS) as anolyte quinone-based organic redox couple. The
integrated system demonstrated an overall efficiency of 1.7% with a discharge
capacity of 3500 mAhL�1 and photo-charge voltage to 0.41 V.

11.4.2 Photo-Charging Batteries Using Integrated Dye-Sensitized
Photovoltaics

Integration of a lithium-ion battery with dye-sensitized photovoltaics was first
reported by Wang et al. (Fig. 11.8a, c) [41]. The integration was based on the use
of titanium nanotubes grown on the same titanium metal substrate. The solar part
consisted of series connected three tandem DSSCs on top of the titanium metal.
While the storage part consisted of a lithium-ion battery with titanium nanotubes
anode and lithium cobalt oxide (LiCoO2) cathode fabricated on the other side of the
metal. During the photo charging process, photogenerated electrons from the TiO2/
dye film causes lithiation in the TiO2 nanotubes battery anode. The tandem DSSCs
was able to produce Voc of 3.39 V that helped to charge the lithium-ion battery from
0.55 to 2.996 V in 440 s. The integrated power pack exhibited an overall efficiency
of 0.82% with a discharge capacity of 33.89 μAh.

A solar rechargeable lithium-ion battery based on dye-sensitized photoelectrode
in a two-electrode configuration was reported by Paolella et al. (Fig. 11.8d–f)
[42]. The integrated device consisted of photocathode in the form of dye-coated
lithium iron phosphate (LiFePO4) nanocrystals and anode in the form of lithium
metal rinsed in lithium hexafluorophosphate (LiPF6)-based organic electrolyte.
During photo-charging, the photo-generated holes facilitate photo-oxidation causing
delithiation of LiFePO4 into iron(III) phosphate (FePO4). Meanwhile, the photo-
generated electrons from reduced oxygen species. These reduced species in the form
of peroxides and/or superoxides react with the carbonate-based electrolyte and form
solid electrolyte interphase (SEI). A similar mechanism occurs in a typical Li-O2

battery. The integrated device delivered an overall efficiency of 0.06–0.08% with a

�

Fig. 11.8 Photo-charging batteries using integrated dye-sensitized photovoltaics. (a–c) Three-
electrode integration using series tandem solar cell and lithium-ion battery: (a) device configuration,
(b) J-V curve of the series tandem solar cell, (c) photo-charge/discharge voltage profiles of the
integrated device. (d–f) Two-electrode solar rechargeable battery using dye-sensitized LiFePO4

photoelectrode against lithium metal: (d) device schematic, (e) energy level alignment and proposed
a photoelectrochemical process, (f) photo-charge/discharge voltage profiles. (g–i) Integration of
dye/TiO2 photoelectrode with redox flow battery: (g) device schematic, (h) photo-charge/discharge
voltage curves, (i) cycling performance vs. current densities. (Figures (a–i) adapted with permission
from Ref. [41], American Chemical Society (a–c); Ref. [42], Springer Nature (d–f); Ref. [44],
Royal Society of Chemistry (g–i))
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discharge capacity of 340 mAhg�1. It was found that the photo-oxidation only
occurred for colloidal LiFePO4 nanocrystals with a large surface area of 24 m2 g�1

but not for hydrothermally obtained microcrystals with 5 m2 g�1 surface area. It
should also be noted that the device would operate only in an oxygen environment.

Photo-charging of redox flow battery was demonstrated using a TiO2-based
DSSC photoelectrode with two redox couples of tri-iodate/iodide (I3

�/I�) and
decamethylferrocene (DMFC) cation/decamethylferrocene [DMFc+/DMFc] in
organic solvents [43]. The design involved two electrolyte circuit loops where the
two redox couples enter the DSSC during charging and enter the redox flow battery
during discharge. The photo sharing takes place by oxidation of I� to I3

� ions at the
photoelectrode with simultaneous reduction of DMFc+ to DMF at the platinum
cathode side. However, the integrated device exhibited an overall efficiency of
only 0.05% with DSSC power conversion efficiency of 0.15%. The low DSSC
efficiency was attributed to the use of large device area and thick inorganic separator.
Another study was reported demonstrating a combination of the aqueous electrolyte
with monolithium tungsten oxide (LiWO4) redox couple (anolyte) and an organic
electrolyte with iodine redox couple (catholyte) coupled with a dye-sensitized
photoelectrode (Fig. 11.8g–i) [44]. The photosharing leads to oxidation of I� to
I3
� ions and dilithium tungsten oxide (Li2WO4) to Li2 + xWO4, while the discharging

involves the reduction to the original states of I� and Li2WO4. The TiO2/dye-based
photoelectrodes do not exhibit high efficiency. Furthermore, stability becomes an
issue as these iodine-based systems suffer from chemical deterioration due to a
corrosive characteristic of iodine.

Several reports on using the photo-integration approach to partially assist the
battery charging process have been claimed. Yu et al. employed this photo-assisted
integration to charge a lithium-oxygen battery where a dye-sensitized photoelectrode
was used against an oxygen electrode in a triiodide/iodide redox couple
(Fig. 11.9a–c) [45]. During photo-charging, the triiodide ions are reduced at the
photoelectrode, then diffuse to the oxygen electrode and oxidize lithium peroxides.
This photo-assisted integration helped to reduce the high charging overpotential
found in lithium-oxygen battery from 3.6 to 2.7 V. Similar photo-assisting approach
to reducing the charging potential was demonstrated by Li et al. in a system
consisting of lithium iron phosphate (LiFePO4) cathode, lithium anode, and a TiO2

photoelectrode coupled with iodide-based redox couple (Fig. 11.9d–f) [46]. Upon
light exposure, the photogenerated holes oxidize the iodide ions forming triiodide
ions that further oxidizes the LiFePO4 into iron(III) phosphate (FePO4), meanwhile,
the photogenerated electrons reduce the Li+ ions into Li metal. This photo-charging

�

Fig. 11.9 Photo-assisted charging batteries using integrated dye-sensitized photovoltaics.
(a–c) Lithium-oxygen battery integrated with dye/TiO2 photoelectrode: (b) Device structure, (b)
energy level diagram showing the proposed photoelectrochemical process, (c) charging voltage
curves with and without photo-charging. (d–f) Photo-assisted charging of Li/LiFePO4 lithium-ion
battery integrated with a TiO2 photoelectrode: (d) device schematic, (e) energy level alignment and
proposed a photoelectrochemical process, (f) photo-charging voltage profiles. (Figures (a–f) adapted
with permission from Ref. [45], Springer Nature (a–c); Ref. [46], Royal Society of Chemistry (d–f))
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scheme helps to reduce the battery’s charging voltage to 2.78 V from 3.45 V, which
is even lower than the 3.41 V discharge potential. Thus, it results in an energy saving
of ~ 20% compared to traditional lithium-ion batteries. A photo-assisted design
using similar charging mechanism was demonstrated with aqueous lithium iodide
(Li-I) solar flow battery that involves the use of a dye-sensitized TiO2 photoelectrode
linking triiodide/iodide catholyte with a platinum (Pt) counter electrode [47]. The
decrease in the charging voltage from 3.3 to 2.9 V was achieved which translated
into a similar energy saving of ~ 20%.

11.4.3 Photo-Charging Batteries Using Perovskite Photovoltaics

Perovskite solar cells (PSCs) can be an efficient photo-charging source to photo-
charge batteries due to their excellent photovoltaic performance. Discrete systems
where PSCs have been used to charge lithium-ion batteries have been demonstrated.
Four PSCs connected in series were employed to charge a lithium iron phosphate \
lithium titanate (LiFePO4/Li4Ti5O12) lithium-ion battery (Fig. 11.10a, b) [2]. The
PSCs produced an open circuit voltage of 3.84 V with a power conversion efficiency
of 12.65%. The photosharing system demonstrated an overall efficiency of 7.36% at
0.5 �C along with an energy storage efficiency of 60%. Our group also demonstrated
a discrete design using a single PSC to charge a lithium cobalt oxide/lithium titanate
(LiCoO2/Li4Ti5O12) lithium-ion battery (Fig. 11.10c, d) [48]. The higher voltage
required to charge the battery was obtained by using a direct current-direct current
(DC-DC) boost converter. The converter also facilitated maximum power point
tracking of the power generated by the PSC. The overall efficiency of 9.36% was
achieved along with the storage efficiency of 77.2% at 0.5 �C.

Perovskite has been demonstrated as a bifunctional material that can simulta-
neously harvest energy and store it. Recently, a two-electrode solar rechargeable
battery was demonstrated with a two-dimensional lead halide perovskite coupled
with a lithium metal (Fig. 11.11a–c) [49]. During photo charging, the photo-
generated holes are responsible for pushing the Li ions out of the perovskite towards
the lithium metal. Meanwhile, the photogenerated electrons through the external
circuit reduce the Li ions at the lithium metal. Capacity fading was observed for the
solar rechargeable battery. Possible reasons include perovskite morphology deterio-
ration after lithiation/delithiation cycle, the formation of an unstable solid electrolyte
interphase (SEI) layer, and formation of poorly reversible lead (Pb).

11.4.4 Other Advanced Integrated Battery-Photovoltaic Designs

A solar rechargeable battery based on advanced lithium-based battery technology in the
form of lithium-sulfide (Li-S) was reported using a platinum Pt-modified cadmium
sulfide (CdS) as a photocatalyst (Fig. 11.12a) [50]. The photosharing was realized by
oxidation of sulfur anion (S2�) ions to polysulfide ions in aqueous solution with
photogenerated holes from the photocatalyst. The Li-S battery delivered a specific
capacity of 792 mAhg�1 after 2 h of photo-charging. However, most cathode materials
in lithium-ion batteries are unable to be directly oxidized by photoexcited holes as they
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are insulating and insoluble in organic/aqueous electrolytes. Recently, a monolithic solar
rechargeable device was demonstrated by using highly efficient and high-photovoltage
tandem III–V solar cells and high-voltage of the redox couples 4-hydroxy-2,2,6,6-
tetramethylpiperidin-1-oxyl (4-OH-TEMPO) and methyl viologen (MV) as the shuttle
in the redox flow battery (Fig. 11.12b) [51]. A record overall power conversion and
energy storage efficiency of 14.1% was observed for the design. One of the contributors
to the high efficiency was the high-power conversion efficiency of the Indium gallium
phosphide/gallium arsenide/germanium [InGaP/GaAs/Ge] tandem solar cell of 26.1%.
The other contributor was the 4-OH-TEMPO/MV redox couple that enables the highest
cell voltage (1.25 V) among the aqueous organic redox flow batteries. A maximum
power point voltage mismatch was observed for the design which suggested the use of a
redox couple with even higher cell voltage. These types of solar rechargeable systems
can be employed in off-grid electrification at remote places.

11.5 Key Challenges, Opportunities, and Outlook

11.5.1 Material and Device Compatibility

Materials compatibility is a key component for integration of photogeneration and
storage components. Stable photoelectrode should be designed especially in a
two-electrode integrated system where the photoelectrode is in physical contact

Fig. 11.11 Photo-charging batteries using integrated perovskite photovoltaics. (a–c)
Two-electrode coupling of perovskites photoelectrode coupled with lithium: (a) device structure,
(b) photo-charging and discharging schematics, (c) photo-charge/discharge curves. (Figures (a–c)
adapted with permission from Ref. [49], American Chemical Society)

336 A. Gurung et al.



with corrosive liquid electrolytes of the electrochemical storage system. A suitable
thin barrier layer can be designed on top of the photoelectrode to make the semi-
conductor/liquid interface chemically stable. The focus should be on the use of
“common” current collectors, electrodes, and electrolytes of the two systems. For

Fig. 11.12 Schematics of other advanced photo-charging designs. (a) Integration of Li-S
battery with Pt-modified CdS as a photocatalyst. (b) Integration of III-V (InGaP/GaAs/Ge) tandem
solar cell with a redox flow battery (4-OH-TEMPO/MVCl2 as redox couples). (Figures (a–b)
adapted with permission from Ref. [50], Wiley (a); Ref. [51], Cell Press (b))
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example, aluminum (Al) is a metal electrode used in solar cells and is employed as
an anode in Al-ion battery. The integrated design should also incorporate bifunc-
tional materials (e.g., silicon) which have the capability of both photoelectric
conversion and energy storage. Perovskites can also be implemented as bifunctional
material as it has been reported to host a high concentration of lithium-ions [52]. The
focus should be on chemical stability and electrochemical compatibility between
electrodes and electrolytes. Meanwhile, modeling and simulation investigations
should be implemented to better assist the selection process of materials.

Aqueous supercapacitors can be charged using a single junction solar cell.
However, nonaqueous supercapacitors and batteries would require a higher voltage
than a single junction solar cell can deliver. This demands the use of more than one
solar cell in series or multi-junction solar cells to acquire a higher output voltage. A
simpler alternative design is to use DC-DC boost converters that would deliver the
higher output voltage using a single junction solar cell. However, the use of a multi-
junction solar cell can offer higher power conversion efficiency. Incorporation of
DC-DC converters along with tandem solar cells is another option.

11.5.2 Capacity, Energy, and Power Densities

Batteries can offer higher energy density while supercapacitors offer higher power
density. Lithium-ion, consisting of intercalation graphite as anode and lithium
transition metal oxides as a cathode, is the dominant battery technology. This
commercial Li-ion chemistry provides an energy density of 200–250 Whkg�1.
This limited energy density is not enough to satisfy the ever-increasing energy
demand of advanced smart electronics, electric vehicles, and smart grids. Advanced
anode materials such as silicon that can accommodate lithium ions greater than ten
times have been pursued to replace graphite. The silicon anode coupled with NMC
intercalation cathode can achieve an energy density of ~ 400Whkg�1 [53]. However,
cells based on silicon anode undergo rapid capacity fading due to large volume
change that silicon experiences during lithiation/de-lithiation. In an attempt to
alleviate this issue, nanostructures (e.g., nanowires), carbon matrix, carbon coating,
and porous silicon have been investigated. Spin-off companies such as Amprius has
already commenced commercializing its lithium-ion batteries based on silicon
anode. Silicon can be a bifunctional electrode that can function as photoelectrode
as well as a battery electrode. One of the concerns would be the amorphousization
that silicon undergoes after lithiation/delithiation processes as crystallinity plays a
significant role in silicon photovoltaic performance. The detailed study might be
useful in this case.

Lithium metal is the ideal anode candidate due to its high theoretical specific
capacity of 3860 mAhg�1 and the lowest negative electrochemical potential (�3.040
V vs. standard hydrogen electrode). Battery-based on lithium metal coupled with
NMC intercalation cathode can achieve an even higher energy density of ~ 500
Whkg�1 [53]. However, the practical implementation of lithium metal as an anode is
inhibited by its high reactivity leading to aggressive electrolyte decomposition that
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leads to the growth of lithium dendrites. The formation of these dendrites presents
safety hazards with the possibility of short-circuits causing a fire. Considerable
efforts have been reported to address this issue that includes the use of protective
interface [54–56], 3D porous copper (Cu) [57], electrolyte additives [58, 59], and
lithium hosts [60, 61]. For lithium metal to be implemented as a common electrode
in the integrated system, lithium metal film deposition by heating and melting might
be an issue as the temperature of ~ 180 �C is used. Evaporation of the lithium metal is
an alternative. Meanwhile, it can be used in the form of a separate metal foil as an
electrode if not used as the common electrode.

Advanced battery chemistries that couple lithium metal with high capacity
cathodes such as lithium sulfide (Li-S) and lithium dioxide (Li-O2) can be employed
to achieve much higher practical energy density > 600 Whkg�1. However, these
advanced chemistries are plagued with several problems. Lithium sulfide (Li-S)
batteries undergo polysulfide dissolution, large volume change, and have low elec-
tronic and ionic conductivity in sulfur cathodes. However, effective approaches
addressing these issues have been reported that include embedding sulfur in carbon
[62, 63], use of hollow sulfur [64, 65] and lithiated sulfur Li2S as starting cathodes
[66, 67]. lithium dioxide (Li-O2), on the other hand, is much more challenging as
much less understanding of its underlying electrochemistry exists. Problems such as
sluggish kinetics of oxygen reduction reaction and oxygen evolution reaction at the
cathode and large charging overpotential exist for Li-O2 cells [68]. Implementing
electrolytes with high donor number, solution oxidation mediators and stable porous
gas diffusion cathodes have been some of the solution strategies [69].

Multi-valent batteries such as Al-ion can deliver higher volumetric capacity
(8056 mAh.cm�3) than that of Li-ion (2042 mAh.cm�3) [70–72] owing to each Al
ion carrying three charges. Aluminum-ion batteries have the advantage of resource
availability as aluminum is the most abundant metal on the Earth, while lithium-ion
is restrained with lithium availability [73]. Al-ion battery employs Al metal as its
anode. Meanwhile, Al is also a common metal electrode employed in solar cells
(silicon, perovskite). Consequently, Al can be used as the common anode for
integration of silicon or perovskite solar cell and Al-ion battery. Major research in
Al-ion batteries is focused on suitable host material for Al ions. Recently, a carbon
material such as layered graphite has been reported to be an excellent host displaying
2 V discharge voltage, fast charging, and cycle life up to 5000 cycles [74, 75], but
with a specific capacity of only 100 mAhg�1. Therefore, the development of cathode
materials with high capacity and high working potential is imperative to fulfill the
gap between multi-valent battery technologies and state-of-art Li-ion. In addition,
the development of a suitable electrolyte for multi-charge ions conduction is crucial.

Integrated systems with supercapacitors would be more suitable for high power
applications. Supercapacitors have a low energy density (< 10 Whkg�1) compared
to lithium-ion battery technology [7]. This demands the research on novel materials
for supercapacitor electrodes that possess high surface area. Recent research has
been focused on metal-organic frameworks (MOFs) and covalent organic frame-
works (COFs) that have the capability of controllable pore size and surface area [76,
77]. Furthermore, two-dimensional materials such as black phosphorene and
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two-dimensional (2-D) titanium carbide MXene core (Ti3C2Tx) shell can be used to
achieve high capacitance [78–80]. Meanwhile, exploring new organic electrolytes
that facilitate high operation voltage should be encouraged. On the other hand, a
lithium-ion capacitor can be a new avenue that couples the high energy density of the
lithium-ion battery and the high-power density of supercapacitor [81, 82].

11.5.3 Device Efficiency

The overall efficiency is the ratio of energy storage discharge energy to the incident
light energy. Therefore, it is a product of photovoltaic power conversion efficiency and
energy storage efficiency. This implies that the maximum overall efficiency of the
integrated photovoltaic-energy storage system is the photovoltaic power conversion
efficiency. One of the factors that directly impact the overall efficiency of the integrated
system is the amendment done in photovoltaic and energy storage components to build
the integrated system. The alteration is even more pronounced in a two-electrode
integrated system; consequently, the overall efficiency is lower in comparison to the
three-electrode system. Therefore, the challenge is to keep the modifications to the
pristine structure of the photovoltaic and energy storage to a minimum.

The use of tandem photovoltaics can be employed to achieve higher power
conversion efficiency than the single junction counterpart. The 46% efficient four-
junction epitaxially grown III–V tandem solar cell can be applied; however, this type
of tandem solar cell is expensive and therefore limited to space applications. An
inexpensive tandem design would be a silicon-perovskite tandem. A power conver-
sion efficiency of 23.6% has already been achieved with a tandem structure
employing silicon heterojunction with cesium-doped formamidinium (FA) lead tri-
bromide iodide [Cs0.17FA0.83Pb(Br0.17I0.83)3] perovskite [83]. The transparent elec-
trodes tin oxide (SnO2), zinc tin oxide (ZTO), indium tin oxide (ITO) enabled
minimizing parasitic absorption and protection of perovskite layer from ITO sputter
damage. Further optimization has led to achievement of 25.0% [84] by (1) reducing
reflection with lower thickness of ITO top electrode and polydimethylsiloxane
pyramidal structure as scattering layer, and (2) employing poly[bis(4-phenyl)
(2,4,6-trimethylphenyl)amine] (PTAA) as hole transport material replacing nickel
oxide (NiOx) and wider bandgap perovskite Cs0.25FA0.75Pb(Br0.2I0.8)3. Spin-off
companies such as Oxford Photovoltaics is pursuing commercialization of such
perovskite-silicon tandem modules.

Perovskite-perovskite or all-perovskite tandem is another avenue to simulta-
neously achieve higher efficiency and low-cost fabrication. As the first 2-terminal
monolithic all-perovskite tandem, a high bandgap perovskite methylammonium
lead tribromide (MAPbBr3, Eg ~2 eV) and a conventional methylammonium lead
triiodide (perovskite (MAPbI3, Eg ~1.6 eV) were laminated to each other, that
resulted in an efficiency of 10.4% [85]. With the advancement of perovskite
research, tandem perovskites have also observed much growth. Notable advances
in 2-terminal monolithic design include perovskites combinations of mixed
A-site cation methylammonium (MA)/formamidinium (FA) lead halides such as
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Cs0.15FA0.85Pb(I0.3Br0.7)3/MAPbI3 with efficiency of 18.1% [86], FA0.83Cs0.17Pb
(I0.5Br0.5)3/FA0.75Cs0.25Sn0.5Pb0.5I3 with efficiency of 16.9% [87] and
MA0.9Cs0.1Pb(I0.6Br0.4)3/MAPb0.5Sn0.5I3 with efficiency of 18.5% [88]. The
highest efficiency of 18.5% was achieved by using low bandgap 1.2 eV lead-
tin-based perovskite as the rear sub-cell, along with device engineering with
reduction of nonradiative recombination to achieve the lowest photovoltage
loss. One limitation of the tandem design is that the high and low bandgap
PSCs exhibit lower power conversion efficiencies compared to conventional
1.6 eV perovskites. Research advances for high bandgap perovskites have been
on the use of mixed cations (e.g., formamidinium (FA)/cesium (Cs)) [89, 90],
improvement of perovskite film conditions [91], and partial replacement of lead
(Pb2+) with tin (Sn2+) cations [92]. Similarly, for low bandgap sub-cell, the focus
has been on implementing reducing agents [93–95], mixed organic cations [96],
2D layered/3D perovskite [97], and Sn-Pb metal cations [98, 99]. Competitive
power conversion efficiencies of 17.6% [100] and 18.03% [101] have already
been achieved for low bandgap perovskite solar cells using mixed metal cations
of Sn and Pb.

Carbon-based materials have been used as top contact electrodes for perovskite
solar cells which makes it compatible for supercapacitor integration with perovskite
solar cells. Significant advances have been achieved with carbon-based top elec-
trodes for perovskite solar cells demonstrating high efficiency >19% [102,
103]. These carbon-based perovskite solar cell device structures should be consid-
ered for supercapacitor integration.

For a real-field application of the integrated photovoltaic-storage device, the
photovoltaic part must operate at maximum power point to harvest optimum energy.
For the integrated system to operate at the maximum power point of the photovoltaic
power generation, the ratio of the input photovoltaic power during storage charging
to the maximum photovoltaic power should be equivalent to 1. To achieve this, the
integrated design should consider matching energy storage voltage plateau as closely
as possible with the photovoltaic maximum power point voltage. This requires
selecting energy storage chemistries that is compatible with the photovoltaic voltage.
Alternately, external power electronics can be employed that offers the advantage of
the maximum power point tracking of the photovoltaic power. In addition, it can
facilitate energy storage management such as overvoltage/undervoltage and thermal
protection. Further, DC-DC converters can provide voltage boosting to enable the
use of simpler designs such as single junction solar cells.

Energy efficiency of the energy storage system also plays an equally important
role in determining the overall efficiency of the integrated system. Energy storage
efficiency depends on (a) the charging overpotential over discharging and
(b) difference between charging and discharging capacities (coulombic efficiency).
The charging overpotential over discharging increases when higher charge and
discharge rates are used. Therefore, the amount of current generated (charging
current) by the photovoltaic part will play an important part in determining the
energy storage efficiency and should be considered as a design criterion for the
integrated system.
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11.5.4 Material and Device Stability

Operational stability is a major concern for the integrated system to realize com-
mercialization. Stability has been a major concern for transforming emerging pho-
tovoltaics such as perovskites technology towards commercialization. Hybrid
perovskites are chemically susceptible to moisture, oxygen, heat, and ultraviolet
light. However, promising and significant progress has been achieved towards
making stable perovskites. Incorporation of inorganic component (e.g., Cs cation)
into the conventional methylammonium (MA)/formamidinium (FA) (MAFA) sys-
tem, engineering of perovskite/charge transport layer interfaces, use of protection
layers, and proper encapsulation have been some major highlights [34, 104, 105]. In
addition, all-inorganic PSCs, which are more resistant towards their ambiance
should be employed for the integrated designs. The photoelectrode in contact with
liquid redox couples should be electrochemically stable. Suitable thin barrier layers
such as TiO2 can be employed to reduce the potential corrosion of the
photoelectrodes.

Conventional electrolytes in liquid form provide high conductivity and efficient
charge transfer kinetics owing to its superior wetting of energy storage electrode
surface. However, these liquid electrolytes, in addition to being flammable, undergo
unwanted decomposition at the electrode interfaces that forms an unstable SEI layer.
This problem is more pronounced in lithium metal-based batteries, eventually
presenting a safety hazard [106]. Use of solid-state electrolytes is the ultimate
solution to replace the liquid electrolytes. Despite the safety advantage solid-state
storage presents, incorporation of this technology also brings other challenges. One
of the fundamental challenges is ionic conductivity of such solid-state electrolytes
[107]. However, intense research has led to the development of solid-state electro-
lytes with ionic conductivity comparable or even higher than the state-of-the-art
liquid electrolyte. Especially, the ceramic oxide-based and sulfide-based electrolytes
have been promising. Different classes of ceramic electrolytes such as perovskite,
antiperovskite, sodium (Na) Super Ionic CONductor (NASICON), Garnet (Thio-),
LIthium Super Ionic CONductor (LISICON), Argyrodit, and lithium sulfide-
phosphorus sulfide (Li2S-P2S5) systems have been explored [107]. The sulfide-
based solid ceramic electrolyte lithium germanium phosphorus sulfide
(Li10GeP2S12, LGPS) has demonstrated the highest room temperature ionic conduc-
tivity of ~12 mScm�1 comparable to conventional organic solvent-based liquid
electrolyte [108]. However, sulfide-based electrolytes face challenges of the hygro-
scopic nature of sulfides and poor electrochemical stability [107]. Additionally, these
sulfide-based electrolytes do not provide a stable interface against lithium metal. In
contrast, garnet-type solid electrolytes such as lithium lanthanum zirconium oxide
(Li7La3Zr2O12, LLZO) have high ionic conductivity ~ 1 mS.cm�1 and exhibit
superior air and electrochemical stability along with stable interface against lithium
metal.

The other challenge is a large interfacial resistance of solid-state electrolytes with
the electrodes. A full cell solid-state battery development would require small
interfacial impedance between the solid-state electrolyte and anode as well as
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cathode. Some of the applied approaches to improve the cathode interface include
the use of thin film vacuum deposited cathodes [109], surface coatings [110, 111],
adding low melting point additives [112, 113] and interphase [114]. Meanwhile, for
the anode interface, one of the approaches used is heating/melting lithium metal
[115]. However, the degree of reduction in interfacial resistance is not satisfactory.
The other approaches include using an ultrathin layer coating (alumina, Al2O3) on
the solid-state electrolyte [116] and forming an intermediary Li-metal alloy at the
interface [117]. This enhances its wettability and stability, thus drastically reducing
the interfacial resistance.

Both the photovoltaic and storage components of the integrated system must be
thermally stable during continuous sunlight exposure. Volatile solvents in conven-
tional liquid energy storage would not be suitable with constant exposure to the heat.
However, solid-state electrolytes usually demonstrate superior performance at higher
temperatures, therefore, in situ external thermal heating of the energy storage during
photo-charging could be an advantage.

11.5.5 System Scalability and Cost-Effectiveness

One of the factors limiting new technologies to become a commercial success is the
capital cost. The transformation of the new technology into a commercial product
demands huge capital investments if the fabrication processing does not adopt the
current existing industrial manufacturing processes. This, in turn, leads to higher
product prices that cannot compete with the existing commercial products. Taking
this into consideration, the integrated system should be compatible with the existing
industrial manufacturing processes. For the emerging photovoltaic technology such
as perovskites, emphasis should be given to scalable solution phase deposition
techniques such as screen printing [118], spray coating [119], blade coating [120],
inkjet printing [122], and slot-die coating [121]. Additionally, emerging metal-based
batteries and solid-state energy storage systems should also implement coating
practices that exist in current battery manufacturing.

Traditionally, the integration of multi-function into one unit to achieve miniatur-
ization has been a successful commercial approach in the electronics industry and
low system cost has been one of the beneficial outcomes. The integration of the two
functions of photoelectric conversion and energy storage also adopts a similar theme.
Consequently, it is expected to result in a low-cost system compared to the conven-
tional system of using separate photovoltaic and energy storage system. However,
detailed economic analysis on transferring from the conventional system of using
separate photovoltaic and energy storage system to the integrated system should be
encouraged. The economic analysis should also take system maintenance and
lifetime into consideration.

Innovations in material and device designs will be crucial in further advancement
of the integrated photo rechargeable storage system and the above-discussed strat-
egies should play a major part. It cannot be denied that the advances in the two
individual fields of photovoltaic and energy storage will be significant in further
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advancing the integrated system. This implies that optimal advantage should be
taken of the state-of-the-art developments made in the two research domains by
implementing them into the integrated designs.
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Abstract
Dye-sensitized solar cells (DSCs) have attracted worldwide attention due to their
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visible region, versatility in tuning the molecular structure. Early porphyrin dyes
are generally β-functionalized meso-teraarylporphyrins. In the late 2000s, several
groups began to pay their attention to meso-functionalized porphyrins. In 2010,
themeso- functionalized porphyrin dye with donor-π-acceptor structure, achieved
an efficiency of 11%. Since then, dozens of donor-π-acceptor porphyrin dyes with
>10% efficiency have been reported. In 2014, the energy conversion efficiency of
13% was reached. However, some challenges still exist including inefficient
photon capture in the regions around 520 nm and >700 nm, severe aggregation
because of porphyrin’s planar structure and rich π electrons, and poor long-term
stability resulting from the weak binding capability of the anchoring group. In this
chapter, we will provide readers the operation principles of DSC, an evolution of
porphyrin dyes as the best candidates for DSCs, and challenges facing porphyrin
dyes for DSCs. Different design strategies, synthetic protocols, as well as their
photovoltaic performance of representative dyes will be discussed.

12.1 Introduction

Humans have used fossil fuels that took around 400 million years to form and store
underground. To meet the increasing energy demand, new energy sources need to be
found. Solar energy has attracted much attention due to its abundant, clean, and
sustainable properties. We can use the thermal solar collector to convert solar energy
to heat, which is efficient and low cost, but heat is difficult to store.We can also use solar
cells to convert solar energy into electricity, which is more expensive than a thermal
solar collector, but the electricity is easy to transport and store making this method more
attractive.

Solar cells have gone through three generations since their discovery. The first
generation was made using crystalline silicon (c-Si). This type of cell has a high
energy conversion efficiency of up to 25% [93] but requires extremely pure silicon;
therefore, the production cost is high. The second generation is thin film solar cells,
which are low cost. Amorphous silicon (a-Si), cadmium telluride (CdTe), copper
indium gallium selenide (CIGS) belong to this type. Amorphous silicon (a-Si) was
first introduced by D. Carlson in 1976 [9]. A power conversion efficiency of 2.4%
was achieved in a-Si [positive-type, intrinsic undoped, and negative-type semicon-
ductor] p-i-n structure. Up to now, the energy conversion efficiency of this type of
solar cell has reached 10.2% [24]. However, the energy conversion efficiency is still
low compared to c-Si solar cells. In addition, long-term stability is also poor.
Alternatively, thin film solar cells, such as cadmium telluride (CdTe) and copper
indium gallium selenide (CIGS), were developed to booster energy conversion
efficiency. The highest efficiencies of CdTe and CIGS were 21.0% and 21.7%,
respectively [24]. However, due to the toxic property or limited resources, their
application is impeded. Dye-sensitized solar cells (DSCs) have been widely regarded
as next-generation solar cells for providing electricity at lower cost with more
versatility. An overall light-to-electricity energy conversion efficiency above 11%
has been obtained using ruthenium dyes [7, 20, 69], but the limited resources and the
environmental issue of ruthenium provide opportunities for other organic dyes, such
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as porphyrin dyes. Extensive studies showed that porphyrin dyes have great poten-
tial to level the economic cost of DSC devices due to their versatile structural
modification and excellent light-harvesting capability. Recently, an energy conver-
sion efficiency of greater than 13% has been reached using a donor-π-acceptor
porphyrin dye [63].

There are several challenges for porphyrin sensitized solar cell. The first is that the
absorption of porphyrin dyes is not broad enough to capture all photons in the visible
and near-infrared regions. Most porphyrin dyes have no absorption above 700 nm,
leading to significant loss of photons in the near-infrared region. In addition, the
absorption capability in the green light region is also weak. Several fused porphyrin
dyes and porphyrin dimers have been developed to address this challenge with an
absorption edge up to 900 nm; however, their photovoltaic performance was not
competitive to porphyrin monomers due to dye aggregation and energy mismatch.
The second one is the weak binding capability of the anchoring group on the surface
of titania (TiO2) nanoparticles. Currently carboxylic acid and benzoic acid are two
anchoring groups that have been extensively explored. Although they can chelate to
Ti atoms readily, the binding strength is not strong enough. The anchoring group can
dissociate slowly from TiO2 surface into electrolyte medium, resulting in complete
loss of energy conversion ability of devices.

12.1.1 Working Principles and Challenges

In DSCs, light is absorbed by a sensitizer, which is anchored to the surface of a wide
band semiconductor, such as TiO2 nanoparticles. Charge separation takes place at
the interface via photo-induced electron injection from the excited state of the dye
into the conduction band of the semiconductor. Carriers are transported in the
conduction band of the semiconductor to the charge collector. So far, the most
common state-of-the-art DSC is titanium dioxide nanoparticles-based electrochem-
ical device, in which interconnected TiO2 nanoparticles in the anatase phase are
randomly packed on a substrate, such as fluorine-tin-oxide (FTO)-coated transparent
conducting glass (TCO glass).

The operation of a DSC is shown in Fig. 12.1. The first step is dye molecules absorb
light and get excited as S + hν ! S�, where S represents the ground state of the
sensitizer, and S� is the excited state of the sensitizer. Then electrons from dyes in the
excited states are injected into the TiO2 conduction band as S� ! S + e� (TiO2), in
which S+ is the oxidized state of the sensitizer. After charge separation, electrons
transport through a network of interconnected TiO2 particles to the TCO layer to the
external circuit as e� (TiO2)! e� (PE), in which PE is the photoelectrode. The oxidized
dyes are reduced by the electrons from electrolyte as 2S� + 3I� (electrolyte) !
2S + 3I � (electrolyte). The biggest difference between DSCs and inorganic solar
cells is that in DSCs the function of light absorption and charge carrier transport are
separated [22].

Besides the desired pathways of the electron transfer processes, there are several
undesirable electron recombination processes, which are shown by red lines in
Fig. 12.2. One is the direct recombination of the excited dye to the ground state
(process 2). The second is injected electrons in the conduction band of TiO2 with
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electrolyte (process 6), and third is the recombination of injected electrons with
oxidized dyes (process 5) [25].

Process 2 is the fluorescence, usually in the nanosecond time scale for porphyrin
dyes, while process 3 occurs in a femtosecond time scale, which is fast enough to
compete with process 2. In principle, electron transfer to the electrolyte (process 6) can
occur either at the interface between the nanocrystalline oxide and the electrolyte or in
areas of the anode contact that are exposed to the electrolyte. In practice, the second
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route can be suppressed by using a compact blocking layer of oxide deposited on the
anode by spray pyrolysis or spin coating. To reduce the electron recombination process
at the interface, charge separation at the interface can be enhanced by molecular
engineering of the sensitizers. The structural features of the dye should match the
requirements for current rectification. Unidirectional electron flow from the electrolyte
through the junction and into the oxide results from photo-excitation of the sensitizer.
The reverse charge flow, i.e., recapture of electrons by the electrolyte can be impaired by
judicious design of the sensitizer. The latter should form a tightly packed insulating
monolayer to block the dark current. If dye molecules have long side chains, when it
adsorbed on TiO2 surface, the long chains will expand in the electrolyte and form a
blocking layer of electrolyte, as shown in Fig. 12.3. Thus, high charge collection in the
electrode will be expected.

The gain in the open-circuit voltage (VOC) can be calculated from the following
equation,

VOC ¼ nkT

q
ln

J sc
J 0

� �
¼ nkT

q
ln

I sc
I0

� �
¼ 0:059nlg

Isc
I0

where n is the ideality factor whose value is between 1 and 2 for the DSC and I0 is the
saturation current (A), where, J0, q, k, and T stands for photogenerated current density,
electronic charge, Boltzmann’s constant, and operating temperature of the organic solar
cell. The kT/q term is the thermal voltage at 300 K (=0.02586 V), Jsc the short circuit
current density (A/cm2), and Isc = short circuit current (the current at V = 0) and I0 the
saturation current. Thus, for each order of magnitude decrease in the dark current, the
gain in VOC would be 59 mV at room temperature. Work in this direction is needed to
raise the efficiency of DSC significantly over the 15% limit with the currently employed
redox electrolytes. DSCs efficiency varies with light harvesting ability and loss-in-
potential, which is a term used to express the drive energy loss when electron transfer
from a higher level to lower level. As shown in Fig. 12.4 [79], when the absorption onset
exceeds 700 nm, the potential loss will domain the overall conversion efficiency. While
if the loss-in-potential is reduced to 0.2 eV, and absorption onset reaches to 1110 nm, the
power conversion efficiency can reach a maximum of 25.6%. However, alternatives to

Fig. 12.3 Long alkoxyl/alkyl chains enveloped with porphyrin cores on the TiO2 surface. The
colored surfaces represent the long alkoxyl/alkyl chains. (Reproduced with permission from C-L
Wang et al. [86] Copyright (2012) Royal Society Chemistry)
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TiO2 may need to allow electron transfer from lower bandgap sensitizers. In current
DSCs, the loss-in-potential is around 0.8 eV, so the peak efficiency absorption onset is
around 800 nm.

The ideal dyes for DSC applications should fulfill several essential characteristics.
(1) The spectra of dyes should cover the whole visible region and part of the near-
infrared region. This is because the visible region and near-infrared region accounts for
~44% and ~37% of the whole solar radiation energy, respectively. (2) The lowest
unoccupied molecular orbital (LUMO) of the dye should be sufficiently higher than
the conduction band edge of TiO2. There is still debate about the minimum driving force
for sufficient electron injection. Nonetheless, Kohjiro Hara and coworkers have reported
that the energy gap of 0.2 eV should be sufficient for effective electron injection
[43]. Electronic coupling between LUMO and TiO2 nanoparticles is also crucial for
electron injection, which is mediated by anchoring groups. In this regard, carboxylate is
the most widely used anchoring groups. (3) The HOMO (highest occupied molecular
orbital) of the dye should be sufficiently lower than the redox potential of the electrolyte
or the hole conductor so that the dye can be regenerated efficiently. (4) The dye should
be elaborately designed to suppress the unfavorable energy/charge transfer pathways
such as dye aggregation and charge recombination [13, 72, 87]. (5) To obtain 20 years of
cell life, the dye should be stable enough to undergo 108 turnover cycles [23].

12.1.2 Characteristics of Porphyrin Dyes

The porphyrin is one class of tetrapyrrole compounds. Its core structure is shown in
Fig. 12.5. The porphyrin ring has two different sites for functionalization, i.e., eight

Fig. 12.4 Estimated efficiency of solar cell versus absorption onset and loss in dye-sensitized solar
cells. (Reproduced with permission from Snaith [79] Copyright (2009) John Wiley and Sons)
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β-positions and four meso-positions. In general,meso-positions are the most reactive
sites in all types of reactions. The relative reactivities of the β- and meso-positions
can be qualitatively explained by the frontier orbital theory. In this model, the
coefficients of the frontier orbitals are used as the indices for the relative reactivities
of individual reaction centers. Theoretical calculations reveal that two frontier
orbitals exhibit maximum coefficients on the meso-positions [19]. Based on their
easy accessibility, researchers have focused on meso- functionalized porphyrin dyes.
After decades of development, both β- and meso-positions can undergo nearly all
types of reactions such as oxidations, reductions, intramolecular and intermolecular
cycloadditions, electrophilic substitution, and nucleophilic reactions. The discussion
of these typical reactions is out of the scope of this chapter, and readers are referred
to two reviews of Mathias O. Senge [34, 76]. Instead, this chapter will outline C-C
and C-N cross-couplings in Sect. 12.3.3 because of their importance in the synthesis
of push-pull porphyrin dyes, which is the state-of-the-art structural model in DSCs.

Porphyrins possess two characteristic absorption bands in the visible region [D4h

symmetry]. The intense band locating at 400–450 nm is called B band or the Soret
band; the moderate ones at 500–650 nm are Q bands. Generally, the molar extinction
coefficient of B band is several 105 mol�1 cm�1; the intensity of Q bands is ~10
times weaker than B bands. But as shown in Fig. 12.6, Q bands are still comparable
to organic dyes and much stronger than ruthenium (Ru) dyes. This is meaningful
from points of lowering the cost and raising the cell performances. Inorganic or Ru
dyes-based DSCs, a ~10 μm-thick transparent TiO2 film, are required for saturated
absorption; while it can be reduced to ~2 μm for porphyrins-based cells because of
their strong absorption in the visible region. Furthermore, studies on the effect
of TiO2 electrodes have revealed that thinner TiO2 films are good for higher VOC

[38, 83].
Earlier studies have established that the absorption spectra of metalloporphyrins

can be tuned by central metal ions. In fact, nearly all metals on the periodic table can
be coordinated to the porphyrin ligand. This provides a wide room for researchers to
tune porphyrin’s optical properties. Unfortunately, only free base and Zn
(II) porphyrins have shown competitive photovoltaic performances [5, 54, 66].

The inferior performance of other metalloporphyrins origins from their much
shorter singlet excited-state lifetimes. The decay kinetics of excited states has a
significant effect on electron injection, and it strongly depends on the nature of
the central metal ions in the case of porphyrins [14]. Generally, free base and zinc
[Zn(II)] porphyrins have ns scaled singlet excited-state lifetimes [14], which is

Fig. 12.5 Active sites for
functionalization on a
porphyrin ring
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long enough for effective electron injection (in ps scale). Other meta-
lloporphyrins such as palladium [Pd(II)], copper [Cu(II)], and nickel [Ni(II)]
exhibit much shorter-lived excited state (sub-ps to ps) because of strong interac-
tions between porphyrin ligands and metal ions.

12.1.3 Porphyrins for DSCs

12.1.3.1 Discovery of Porphyrin Dyes for DSCs
Early porphyrin dyes were mainly based on the β-functionalized meso-teraaryl-
porphyrins and natural porphyrin derivates [12, 41, 68, 84]. Several typical porphy-
rins dyes of this stage are shown in Fig. 12.7. In spite of their broad absorption in the
visible region, these porphyrin dyes showed no competitive performance as com-
pared to ruthenium dyes. The relatively low efficiency of these porphyrin dyes is
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ascribed to their strong dye aggregations on the TiO2 surface and fast charge
recombination at the TiO2/electrolyte interface.

In the late 2000s, the research of porphyrin dyes fell into two categories. On the one
hand, works on β-functionalized porphyrins were continued. To get red-shifted absorp-
tion spectra, David L. Officer and co-workers further extended the π system in the β-
positions, and an impressive PCE of 7.1% was obtained by dye GD2 (Fig. 12.8)
[6]. Inspired by this work, Imahori group reported several fused porphyrin dyes
(Fig. 12.8) [26, 27, 81]. The extended π system and lowered symmetry indeed caused
significant red-shifted absorption spectra for these fused dyes. But their efficiencies were
limited to 0.3~4.1% because of severe dye aggregation and/or too much low LUMOs.
On the other hand, comprehensive studies were focused on the fundamental under-
standings of meso-functionalized porphyrin dyes such as substitutions on meso-phenyl
groups [18, 36], substitution position of the carboxyl group on phenyl groups [73],
spacers between porphyrin rings and anchoring groups [16, 56, 57, 73]. Based on these
exhaustive works, several basic guidelines for designing meso-functionalized porphyrin
dyes can be obtained. Those include (1) substitution at ortho positions of meso-phenyl
groups could induce larger steric repulsion between porphyrin rings and phenyl rings
and thereby hamper dye aggregations, (2) the carboxyl groups attached at the para
positions of the phenyl groups are more favorable for both dye coverage and retarding
the charge recombination between electrons in TiO2 and oxidized dyes, (3) adding an
ethynyl group between porphyrin ring and the spacers at the anchoring end is suggested,
and (4) long alkyl/alkoxy chains should be introduced to the peripheral groups to retard
the charge recombination between electrons in the TiO2 and electron acceptors in the
electrolyte.

Promoted by the development of palladium (Pd)-catalyzed cross-couplings, por-
phyrin dyes with push-pull structures were also studied in the late 2000s. This type
of dyes consists of an electron donor group and an electron-withdrawing group. The
interest in push-pull type porphyrin dyes is because of their broad and red-shifted
absorption spectra as well as the long-lived charge-separated state. In 2009, Diau and
co-workers reported a push-pull porphyrin dye YD1 [48]. As shown in Fig. 12.9,
YD1 incorporated 3,5-di-tertbutylphenyl groups to 5,15-meso-positions to suppress
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the dye aggregation, and a bis(4-(tert-butyl)phenyl)amine as an electron donor was
attached to 20-meso-positions. In comparison with other dyes, YD1 outperformed
those β-functionalized porphyrin dyes with a conversion efficiency of 6.1%. To
improve the stability, authors subsequently replaced the tert-butyl groups on the
donor with n-hexyl groups, obtaining dye YD2 (Fig. 12.9) [58]. Comparing to YD1,
YD2 exhibited slightly higher PCE (6.8% vs. 6.5%). In 2010, the performance of
YD2 was further improved to nearly 11% by cooperation with Michael Grätzel
group [3]. This is the first porphyrin dye achieving a PCE >10%.

Inspired by the success of YD2, push-pull structured porphyrins have dominated
the studies on porphyrin dyes since 2010, and dozens of dyes with efficiencies
>10% have been reported [82]. It can be concluded that nearly all these highly
efficient porphyrin dyes containing two orthos long alkyloxy groups at 5,15-meso-
phenyl groups. Diau and co-workers proposed that the long ortho alkyloxy chains
could wrap the porphyrin ring in a shape that prevents dye aggregation effectively
and forms a blocking layer on the TiO2 surface [10, 86]. As a result, dye YD2-o-C8
exhibited higher PCE than the counterpart YD2 (11.9% vs. 8.4%) in a cobalt-based
electrolyte [90]. After co-sensitization with the organic dye Y123, YD2-o-C8 achieved
an unprecedented PCE of 12.3% [90], surpassing the best ruthenium dyes and organic
dyes at the same time. Since then, the long ortho alkyloxy chains have seemed to be the
“standard” equipment for porphyrin dyes. Another structural improvement for porphyrin
dyes is proposed by Grätzel and co-workers in 2014. As shown in the molecular
structures of dyes SM315 and GY50 (Fig. 12.10) [63, 91], an electron acceptor 2,1,3-
benzothiadiazole (BTD) was introduced as a spacer between porphyrin ring and benzoic
acid forming a D-π-A-A structure. This modification induces dual effects which are
favorable for light harvesting: the absorption onset is red-shifted and the valley between
the Soret band and the Q bands is filled because of the splitting of the B band. As a
result, SM315 achieved a 13% PCE without co-sensitization. Grätzel et al. pointed out
that the phenyl group between BTD and the carboxyl anchoring group is essential for
cell performance [91]. The electron lifetime was decreased significantly for the
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counterpart dye without the phenyl group (GY21 in Fig. 12.10), resulting more than five
times lower PCE in a cobalt-based electrolyte.

12.1.3.2 Challenges for Porphyrin Dyes

Inefficient Photon Capture
The match between the absorption spectrum of the dye and the solar spectrum is
essential to efficient power conversion. It can be seen from Fig. 12.11 that porphyrin
dyes have weak or no absorption in the near-infrared region. Besides, there is a
valley between the Soret band and the Q bands. Thus, numerous efforts have been
devoted to the design and synthesis of dye with broad light absorption.

As shown in Fig. 12.12c, the Q bands and the B band arise from the transitions
from the ground state S0 to the excited states S1 and S2, respectively. Furthermore, S1
and S2 are given as results of the configuration interaction of four excited states
generated by the transitions between two HOMOs (as c1 and c2 in Fig. 12.12b) and
two LUMOs (b1 and b2 in Fig. 12.12b). Here, we use b1c1 to denote the singlet state
produced by the transition b1 ! c1, and the rest three can be done in the same
manner. Among these four excited states, b1c1 and b2c2 have similar symmetry and
are y-polarized. Also, b1c2 have similar symmetry to b2c1 and both are x-polarized.
Thus, the results of the configuration interaction will be represented by:

By
0 ¼ 1ffiffiffi

2
p b1c1 þ b2c2ð Þ;Bx

0 ¼ 1ffiffiffi
2

p b1c2 þ b2c1ð Þ

Qy
0 ¼ 1ffiffiffi

2
p b1c1 � b2c2ð Þ;Qx

0 ¼ 1ffiffiffi
2

p b1c2 � b2c1ð Þ

where By and Bx represent the constructive effect of the transition dipoles giving rise
to the strongly allowed B band. In the case of Zn(II) porphyrins who has D4h

symmetry, x and y components are equivalent. Similarly, Qy and Qx represent the
destructive effect of the transition dipoles giving rise to the Q bands. It may be noted
that the value of (b1c1�b2c2) and (b1c2�b2c1) should be equal to zero because b1 and
b2, as well as c1 and c2, are degenerate. This means that Q bands are theoretically
forbidden.
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But the molecular vibrations within the porphyrin ring marginally lift the degen-
eracy of b1 and b2 so that Q bands become weakly allowed. Their weakness allows
one to identify two vibrational peaks, i.e., Q(0,0) and Q(0,1), as shown in Fig. 12.13.

Based on the electronic fundamentals of porphyrins absorption, B and Q bands
could be broadened and red-shifted through structural modifications which cause the
splitting of frontier orbitals, namely, elongating the π system and reducing the
symmetry.
1. Fused porphyrins. In 2007, Imahori and co-workers reported the naphthyl-fused

porphyrin dye fused-Zn-1 (the molecular structure is in Fig. 12.8) [81]. This
unsymmetrically π- elongated porphyrin exhibited a 130 nm red-shift comparing
with the unfused counterpart Zn-1, and the splitting of B band was also observed.
As a result, dye fused-Zn-1achieved a significantly higher PCE than Zn-1 (4.1%
vs. 2.8%). Other bigger aromatic groups such as anthracene [2], perylene [59],
porphyrin ring [60] were also fused to porphyrin rings, but none of them have
shown PCE > 1% because of their too low LUMOs. Thus, fusing groups should
be chosen with cautions to avoid inefficient electron injection.
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2. Introducing auxiliary chromophore. Aromatic groups with extended π systems
such as perylene and anthracene usually have characteristic absorption bands at
around 400 nm (see Fig. 12.14). Thus, attachment of these chromophores to
porphyrin rings in a conjugated mode (i.e., through ethynyl linker) may result in
enhanced light harvesting ability [54, 59, 60, 78, 85]. Wu and co-workers
reported a series of porphyrins dyes with N-annulated perylene was attached to
the porphyrin through direct linkage (WW-3), fusing (WW-4), or ethynyl linker
(WW-5, WW-6) [59]. The molecular structures of these dyes are depicted in
Fig. 12.15. As compared to WW-3, the strong coupling between the perylene
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group and the porphyrin ring in WW-5 and WW-6 gives rise to the red-shifted Q
bands and significantly broadened B band. One drawback of this strategy is the
enhanced dye aggregation caused by the elongated π system.

3. Multiple electron donors. The symmetry has a strong effect on the absorption
spectra of porphyrins. A typical example is the free base porphyrin that has
reduced symmetry comparing with Zn(II) porphyrins. With the same periph-
eral substituents, the former one has significantly broadened and red-shifted Q
bands [94]. To reduce the symmetry of porphyrin dyes, the strategy adopted by
Hiroshi Imahori and co-workers is to introduce two diarylamino groups into
the meso-positions in a low-symmetry manner [37, 45]. As expected, these
dyes exhibited enhanced light-harvesting in the visible region. Moreover, the
best dye ZnPBAT showed a PCE of 10.1% [45], which was higher than the
reference dye YD2.

4. Enhancing the donor/acceptor strength. In a push-pull porphyrin, the degen-
eracy of HOMOs and LUMOs will be affected by the strength of the donor and
acceptor, respectively [47]. By using the model shown in Fig. 12.16, Lecours
et al. found that the energy gap between the HOMO-1 (the au-orbital) and HOMO
(bu or b1u orbital) decreases from 0.269 eV to 0.101 eV as the substituent X is
varied from NMe2 to NO2; on the other hand, the splitting of LUMO and LUMO+1
increases with the acceptor strength. Accordingly, Grätzel and co-workers designed
dye SM315 (see Fig. 12.10) by inserting a strong electron acceptor BTD between the
porphyrin and the benzoic acid and achieved a PCE up to 13% because of its
panchromatic absorption in the visible region [63].
Solar cells with broad light absorption can also be achieved by co-sensitization
with complementary dyes [17, 29, 46]. As compared to the difficulties in
design and synthesis of panchromatic porphyrin dyes, co-sensitization seems
to be a convenient method through the combination of two or more dyes
sensitized on semiconductor films together. In addition, the dye aggregation

Fig. 12.16 Model used for
the study of effects of
electron/acceptor strength on
the porphyrin’s frontier
orbitals
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of porphyrin dyes could also be reduced by co-sensitization [49]. Another two
considerations should be taken into accounts except for the complementary
spectra. Firstly, the co-sensitizers should have a high molar extinction coeffi-
cient. In a co-sensitization manner, both/all dyes would have reduced
dye-loadings comparing to single dye-sensitized cells. Thus, co-sensitizers
should have intense absorption to obtain saturated light-harvesting. Secondly,
the co-sensitizers itself should have a strong ability to suppress the charge
recombination. By reviewing the literature concerning co-sensitizations, it is
found that the co-sensitized cells generally exhibit a VOC between the single
dye-sensitized cells [46]. In this regard, the cell based on the co-sensitizer
itself should have higher VOC than the porphyrin-based cell.

Severe Aggregation
Because of their planar structure and rich π electrons, porphyrins have a strong
tendency to form aggregates in solutions or on semiconductor films. For DSCs
applications, the presence of dye aggregates may results in serious deterioration in
electron injection due to self-quenching of photoexcited state. In other words,
aggregation is a critical factor that should be well controlled. Several methods
have been reported to tackle this problem, including co-sensitization with small
molecules [15], growing an ultrathin transparent metal oxide coating [62]. The
following section will focus on the topic of how to suppress dye aggregation via
elaborate molecular design.

Generally, alkyl/alkoxyl chains have been introduced to suppress the dye
aggregation because they can retard charge recombination and enhance long-
term stability simultaneously. Diau and co-workers have conducted exhaustive
studies on the effect of alkyl/alkoxyl chains appended to the meso-phenyl groups
[10, 86]. The results revealed that the four ortho dodecyloxy groups at the two
meso-phenyl groups have the strongest ability to reduce the dye aggregation
[86]. For dyes with extended π systems, especially those have two ethynyl units
at meso-positions [35, 52], more severe aggregation was observed despite the
already present alkyl/alkoxyl chains on the porphyrin ring and/or electron donor.
Thus, extra chains are suggested to place on the π unit. But factors such as
numbers, length, and positions should be taken under deliberation to practically
exploit the steric hindrance of alkyl/alkoxy chains. Otherwise, extra chains may
induce more aggregates because of the van der Waals interactions between the
chains [31, 51]. Dye aggregates can also be reduced by using electron donors
with nonplanar configurations, such as diarylamine [35], phenothiazine [89]. For
a comprehensive review of electron donors, one can refer to the articles on
organic dyes by Kim [42], Chen [53], and Giribabu [39].

Poor Stability
Porphyrins themselves have good thermal, light, and chemical stabilities. However,
the binding between the carboxylic anchoring group and TiO2 surface is relatively
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weak in the presence of trace water, resulting in desorption of dyes. To obtain water-
stable binding, multiple carboxylic acid groups can be introduced to porphyrin dye.
Alternative anchoring groups with a superior TiO2 binding capability to a carboxylic
acid group were also developed. The detailed discussion on anchoring groups will be
given in Sect. 12.2.

12.1.4 Synthetic Methods for Porphyrin Dyes

In principle, there are three different synthetic approaches to obtain unsymmetrical
porphyrins: (a) mixed condensations involving pyrrole and dipyrrin chemistry,
(b) total synthesis via bilanes, and (c) subsequent functionalization by organolithium
reactions or transition metal-catalyzed coupling reactions [75]. For the first method,
it is frequently limited by unsatisfied yields and/or various isomers [55]. Moreover,
the acidic conditions involved in the condensation reactions are often not compatible
with some functional groups. Therefore, bridges between the porphyrin ring and
function groups (e.g., carboxyl anchoring group) are confined to aromatic groups
such as benzene and thiophene, resulting in insufficient electronic coupling for
charge transfer. In the total synthesis route, porphyrins bearing four different
meso-substituents are accessible. Nevertheless, the acid-catalyzed scrambling in
combination with the necessity of high temperature has limited its application. The
step-wise functionalization of more available reagents, such as 5,15-diarylporphrins,
could lead to more appreciable results and the reactions are compatible with more
functional groups. For porphyrin dyes, the involved step-wise functionalizations are
mainly C-N and C-C couplings for linkages of the electron donor and acceptor. It has
been demonstrated that electronic coupling is essential for electron injection. Thus
nearly all efficient porphyrin dyes possess an ethynyl linker between the porphyrin
ring and the electron acceptor. The linkage between the electron donor and the
porphyrin ring is more various. It can be realized by triple bond or direct C-C/C-N
bonding. In this sense, the synthesis routes for push-pull porphyrins are more
dependent on the linking mode of the donor.

For the porphyrin dye with two ethynyl linkers, it can be obtained via the route in
Scheme 12.1, where Sonogashira cross-couplings are the main protocols. To syn-
thesize porphyrin dyes with direct C-C/C-N bonding mode, two routes can be
followed (Scheme 12.2). The difference lies in the role of the porphyrin intermedi-
ates in the final Sonogashira cross-couplings. In route A, the ethynyl group is
positioned at the porphyrin ring. Therefore, another two more steps are needed to
obtain the starting material 5-bromo-15- (triisopropylsilyl)ethynyl-10,20-
diarylporphyrin (Scheme 12.3). In contrast, the route B seems to be more efficient
as the starting material is the more accessible 5-bromo-10,20-diarylporphyrin. It can
be seen from Scheme 12.1 and Scheme 12.2 that all three routes start with a
brominated porphyrin. So, we will first describe the bromination of porphyrins in
the following sections. Then, protocols for further C-N and C-C couplings will be
outlined.
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12.1.4.1 Bromination of Porphyrins
Similar to the situations in other reactions, bromination exclusively happens atmeso-
positions unless all four meso-positions are substituted or electron-withdrawing
groups are presented at meso-positions [8, 74]. The bromination of 5,15-
diarylporphrins is typically realized with N-bromosuccinimide (NBS) in methylene
chloride (CH2Cl2) at 0 �C [71]. For 10,20-dibromo- 5,15-diarylporphrins, yields
>90% can be obtained with 2 equivalents of NBS. After reducing the NBS content
to 0.9–1.0 equivalent, the same method can also be used for the production of meso-
monobrominated 5,15-diarylporphrins. But the yields are usually reduced to ~60%
because of the co-existence of 10,20-dibromo–5,15-diarylporphrins and unreacted
5,15-diarylporphrins. It was also noted that the meso-monobromination of 5,15-bis
(3,5-di-tert-butylphenyl)porphyrin was made tedious by the difficulty of separating
the reaction mixture [40].
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N N

NN

Zn

Scheme 12.1 Synthesis
route for porphyrin dyes with
two ethynyl linkers

N N

N N
ZnBr TIPSRoute A:

Ar

Ar

N N

N N
ZnD TIPS

Ar

Ar

N N

N N
ZnD A

Ar

Ar

N N

N N
Zn A

Ar

Ar

N N

N N
ZnBrRoute B:

Ar

Ar

N N

N N
ZnD

Ar

Ar

N N

N N
ZnD Br

Ar

Ar

D

Scheme 12.2 Synthesis routes for porphyrin dyes with one ethynyl linker

N N

N N
Zn Br

Ar

Ar

N N

N N
Zn TIPS Br

Ar

Ar

N N

N N
Zn TIPS

Ar

Ar

Scheme 12.3 Synthesis route for 5-bromo-15-(triisopropylsilyl)ethynyl-10,20-diarylporphyrin

368 W. Li et al.

http://www.co-existence


Sonogashira Cross-Couplings
For porphyrin dyes like LD14, XW-4, and WW-5, there are two ethynyl groups at
the 10,20-positions. As shown in Scheme 12.4, these dyes can be obtained via two
sequential Sonogashira couplings using tetrakis(triphenylphosphine)palladium(0)/
copper(I) iodide [[Pd(PPh3)4]/CuI] catalytic system at 40~50 �C, and a relatively
long reaction time (~20 h) is necessary. The dibromominated porphyrins are firstly
subjected to the coupling with an ethynylated donor. Yields between 17~35% have
been reported for this step [10, 88]. After chromatographic separation on silica gel,
the donor-modified intermediate is coupled to an ethynylated acceptor through a
second Sonogashira coupling, and the yield of this step is much higher (~65%).

Ethynylated porphyrins can also be synthesized from the reaction between mono-
brominated porphyrin and (triisopropylsilyl)acetylene using the same catalytic system
and solvents. In this reaction, the temperature can be elevated to the boiling point, and
thus can be completed in a much shorter time (~4 h). But in the following Sonogashira
coupling with halogenated groups (e.g., 4-iodobenzoic acid, see Scheme 12.5), the
catalytic system should be replaced with tris(dibenzylideneacetone)dipalladium(0) /
triphenylarsine [Pd2(dba)3/AsPh3]to avoid the homogenous coupling of the
ethynylated porphyrin in copper(I) iodide (CuI) system.

12.1.4.2 C-N Cross-Couplings
In 2017, Mathias O. Senge and co-workers optimized the Buchwald-Hartwig amination
of monobrominated porphyrin by using bis(4-tert-butlphenyl)amine as substrate [64]. In
this study, best results were obtained when using palladium(II) acetate [Pd(OAc)2],
2,20-bis(diphenylphosphino)-1,10-binaphthyl) [BINAP], and cesium carbonate
[Cs2CO3] in tetrahydrofuran (THF, Scheme 12.6). It was noted that in all cases a
significant amount of debrominated starting material was observed. Further optimization
was then conducted by stirring the base and the amine for 30 min under reaction
conditions before the addition of other reagents.

Beside the Pd-catalyzed Buchwald-Hartwig amination, the C-N bond can also be
formed through the iodine(III)-mediated nucleophilic substitution reactions (Scheme
12.7) [37, 77]. The yield was much lower (~20%) than the Buchwald-Hartwig
coupling. But this approach has advantages as the reactions can be performed in
mild conditions (air, room temperature) and short reaction time (~15 min).
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Moreover, many bulky amines such as bis(9,9-dihexyl-9H-fluorene-7-yl)amine can
also be attached to the porphyrin ring under this protocol [50], while no desired
product was obtained under Buchwald-Hartwig conditions.

Suzuki-Miyaura Cross-Couplings
In 2015, Xie and co-workers designed and synthesized a porphyrin dye XW9
[89]. In this dye, the electron donor phenothiazine was introduced to the porphyrin
ring via the Suzuki-Miyaura cross-coupling between the boronic acid and brominated
porphyrin, as shown in Scheme 12.8. Suzuki-Miyaura cross-couplings can also use
borylated [59] porphyrins as a precursor. By using pinacolborane as the transmetallating
agent, the meso-boronyl-diarylporphyrins can be synthesized from a brominated por-
phyrin in the presence of trimethylamine and bis(triphenylphosphine)palladium
(II) dichloride (TEA/[Pd(PPh3)2Cl2]) in 1,2-dichloroethane (C2H4Cl2) at 85 �C for 1 h
[92]. In the further cross-coupling reaction with halogenated groups, the meso-boronyl-
diarylporphyrins can be transformed into the desired product in a mild yield [59].

12.2 Porphyrin Dyes with Different Anchoring Groups

One of the persistent challenges that need to be effectively addressed is the lack of
thermal stability of DSCs. Despite the efficiencies of ~12% which have been reached
under standard AM 1.5 conditions by iodide/triiodide (I�/I �) or cobalt(II)/cobalt(III)
[Co2+/Co3+]� based liquid electrolytes, the stabilities under certain outdoor conditions
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Scheme 12.5 Reaction conditions for the Sonogashira cross-coupling of ethynylated porphyrins
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have prevented DSCs from competing commercially [67]. There are several compo-
nents that simultaneously determine the stability of DSCs under thermal stress. These
components include the dye’s molecular structure, the TiO2 semiconductor/electrolyte
interface, and the dye’s proneness to degrade [1]. Moreover, the anchoring group plays
one of the most crucial roles in maintaining the device performance under light exposure
[11, 33, 80]. Aside from enabling the dye’s bond to the semiconductor and facilitating
the electron injection process, the anchoring group plays a central role in preventing dye
desorption.

12.2.1 Carboxylic and Cyanoacetic Acids

The carboxylic acid anchor is one of the most widely used anchors in DSCs. In 2017,
Chakraborty et al. employed a carboxyl anchor in three porphyrin dyes, LS-01,
LS-11, and H2PE1 and investigated their thermal stabilities (Fig. 12.17) [95]. After
1000 h of irradiation, the H2PE1, LS-01, and LS-11 cells experienced a 31%, 54%,
and 46% decrease in their power conversion efficiencies, respectively. The electron-
donating group of LS-11 was shown to increase the overall cell efficiency while
limiting long-term stability. In 2016, Krishna et al. utilized a cyanoacetic acid anchor
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Scheme 12.7 An example for the iodine(III)-mediated C-N bonding
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in two D-π-A porphyrins, LG4 and LG5 (Fig. 12.18) [44]. Their thermal stabilities
were assessed via thermogravimetric analysis and compared to a series of their
carboxyl-anchored analogs. Porphyrins were found to withstand temperatures of
up to 200 �C. LG5, which yielded the greatest efficiency, was found to retain 80% of
its initial power conversion efficiency after 1000 h of irradiation in a low volatility
electrolyte solution. Adding the number of carboxyl anchors is also found to be good

COOH

LS–01

NH

N HN

N
COOH

NH

N HN

N
COOH

C8H17

C8H17

N

H2PE1 LS–11

NH

N HN

N

Fig. 12.17 Molecular structures of LS-01, LS-11, and H2PE1
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for stability. In 2011, Tomás Torres et al. reported an unsymmetrical zinc phthalo-
cyanine (TT9) dye that consists of three tert-butyl and two carboxylic acid groups
(Fig. 12.19) [21]. After being soaked in light at 60 �C, TT9 sensitized solar cell
retained 80% of the initial efficiency. By contrast, the reference dye with only one
carboxyl anchor (TT1) lost 50% of its initial value under the same conditions.

12.2.2 Phosphonic Acids

As compared to carboxylic acid anchors, phosphonate groups can provide much
stronger anchoring stability. A comparison conducted by Grätzel et al. has shown
that the adsorption strength of phosphonic acid was estimated to be approxi-
mately 80 times higher than that of the carboxylic acid and the desorption of
phosphonated dye in the presence of water was negligible [70]. Unfortunately,
phosphonated porphyrins generally exhibit lower IPCE than the carboxylated
counterparts, resulting in deteriorated power conversion efficiency [4, 68]. The
reasons may be the titled adsorption geometry of the phosphonate anchoring
group, and/or the slower electron injection [4, 65].

12.2.3 Pyridyl Groups

After carboxylic acids, pyridyl groups may be the most widely studied anchors
for porphyrin dyes. It was reported that the formation of coordinate bonds
between the pyridine ring and the Lewis acid sites of the TiO2 surface can provide
efficient electron injection owing to good electron communication between them.
In 2015, Chi-Lun Mai et al. assessed the performance of their pyridine-anchored
MH3 (Fig. 12.20) porphyrin and compared its performance to its carboxyl-
anchored YD2-o-C8 (Fig. 12.20) [61]. MH3 performed competitively and
yielded a power conversion efficiency of 8.2%, similar to YD2-o-C8. The
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performances and stabilities of MH1 (Fig. 12.20) and MH2 (Fig. 12.20) were also
investigated. Porphyrins MH1 and MH2 employed a 2-carboxypyridine and
2-hydroxypyridine anchor, respectively. Their photovoltaic performances were
nearly identical to those of MH3. The long-term stability of each dye was
assessed via an ionic-liquid based electrolyte and simulated AM 1.5 G
(100 mW cm�2) at 60 �C. After 1000 h of irradiation, MH1 and MH2 retained
90% and 69% of their original efficiencies. The results were compared to the
carboxyl-anchored porphyrin, YD2-o-C8, which retained 85% of its initial power
conversion efficiency.

He et al. reported a porphyrin dye TPPZn-OQ using 8-hydroxyquinoline (OQ) as
an anchoring group (Fig. 12.21) [28]. As evident from DFT calculations on a
dinuclear model compound [Ti2O2(OH)2(H2O)4]

2+, both oxygen and nitrogen
atoms on the OQ groups were bound to the titanium atoms. This anchoring mode
made TPPZn-OQ more stable on the TiO2 surface.

As shown in Fig. 12.21, the carboxyl analog, TPPZn-COOH, dissociated from
the TiO2 nanoparticle film after being immersed in an acetic acid solution (28 mM)
for 3 h; whereas no obvious dissociation of the TPPZn-OQ sensitized film was
observed.

12.2.4 Other Anchoring Groups

By replacing the carboxylic acid anchoring group in YD2-o-C8 with tropolone
and hydroxamic acid (Fig. 12.22), Imahori and co-workers developed two dura-
ble porphyrins, YD2-o-C8T and YD2-o-C8HA [30, 32]. As implicated by

Fig. 12.21 Optical images of TPPZn-OQ and TPPZn-COOH coated TiO2 nanoparticle films
before and after immersion in a 28 mM acetic acid-acetonitrile solution at room temperature for
3 h. (Reproduced with permission from He et al. (2012) Copyright (2012) Royal Society Chemistry)
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desorption experiments in the acid or base solutions, both YD2-o-C8T and
YD2-o-C8HA sensitized electrodes retained more than 90% absorbance in 8 h.
Long-term stability of the cells based on YD2-o-C8T and YD2-o-C8HA were
also evaluated under continuous white-light illumination (100 mW cm�2) con-
dition at 25 �C. Inconsistent with the desorption experiments, long-term stability
tests indicated the advantages of tropolone and hydroxamic acid anchoring
groups in terms of long-term durability.

12.3 Summary

Solar energy has attracted much attention due to its abundant, clean, and sustainable
properties. A solar cell is a device to convert solar energy into electricity. Crystalline
silicon solar cells have higher efficiency and excellent stability compared to other
photovoltaic technologies. However, they have high production costs due to the
requirement of extremely pure silicon. Dye-sensitized solar cells have been widely
regarded as next-generation solar cells for providing electricity at a lower cost with
more versatility. Several types of porphyrin dyes have been investigated for DCSs by
many groups. Porphyrins with an anchoring group attached to the β-position of
porphyrin ring were found to have limited narrow band absorption. Porphyrin dyes
with an anchoring group and an additional donor-acceptor group attached to the
meso-position of porphyrin ring were found to provide broader absorption, with an
efficiency of 13%. However, this dye had no absorption in the green and near
infrared (IR) regions and detached from the TiO2 surface reducing the long-term
stability of the cells. Numerous attempts have been made to addressing these
concerns; none of them was very successful in solving all problems in a single
dye. From this perspective, it would be beneficial if multiple dyes are used to
co-sensitizer TiO2 films for high efficiency.

Acknowledgments HH thanks Department of Chemistry & Biochemistry, Eastern Illinois Uni-
versity, for the support of this work.
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Abstract
Within the area of state-of-the-art photovoltaics, organic photovoltaics, and, more
specifically, polymer-based photovoltaics have gained significant interest as
novel molecular photovoltaic materials. As a subset of traditional polymers,
multi-dimensional metal coordination polymers, known as metal-organic frame-
works (MOFs), have shown promise as sensitizers for molecular photovoltaics.
These state-of-the-art devices have been termed metal-organic framework solar
cells (MOFSCs) and represent an emerging alternative to traditional photovoltaic
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materials. In this chapter, an overview of the application of MOFs as a sensitizer
for MOFSCs is explored including their advantages and limitations when com-
pared to molecular dyes, the origin of electronic transport in MOFmaterials, and a
selection of the proof-of-concept studies illustrating the feasibility of MOFSCs in
bulk applications.

13.1 Introduction

This book chapter will focus on the preparation and use of metal-organic frameworks
(MOFs) as a new class of sensitizers for dye-sensitized solar cells (DSSCs). The chapter
will begin with a discussion of the fabrication and operational mechanism of DSSCs.
Following this, a discussion of MOFs and their characteristic properties will be pre-
sented outlining the benefits and considerations for the implementation of metal-organic
framework sensitized solar cells (MOFSCs). Finally, the chapter will provide examples
and analysis of frameworks used inMOFSCs. Currently, there is only a select handful of
MOFSCs in the literature, which primarily provide proof-of-concept experiments on the
working principles of MOFSCs. Each of these examples will be discussed in detail to
reiterate and demonstrate the current challenges associated with MOFSCs, and the
unique solutions researchers are currently investigating to meet these challenges. The
chapter will then be concluded with a prospectus on the outlook and challenges of
MOFSCs as an emerging class of state-of-the-art molecular photovoltaics.

Before examining the finer details of MOFSCs, it is first useful to discuss their
predecessor: the dye-sensitized solar cell (DSSC). Dye-sensitized solar cells are second-
generation photovoltaic devices based on the original design of Grätzel. In this cell
architecture, the absorption of sunlight by a dye-sensitizer or chromophore leads to the
generation of free charge carriers, which then power an external load [31]. The typical
device architecture for a DSSC consists of three main components: a working electrode
or photoanode, a counter electrode, and a liquid or solid-state electrolyte. The working
electrode is composed of a sensitizing chromophore chemisorbed onto a wide bandgap
semiconductor, usually titanium dioxide (TiO2) deposited on a conductive glass sub-
strate such as fluorine-doped tin oxide (FTO). The working electrode is responsible for
the absorption of sunlight and ultimately, the generation of a charge-separated state.
Opposite the working electrode is the counter electrode. This electrode is typically a
platinum-coated conductive glass substrate. The two electrodes are separated by a
polymer spacer creating an interelectrode space. This void space is then filled with a
redox-active electrolyte, which is responsible for regenerating the chromophore during
operation and carrying photogenerated holes to the counter electrode. The general
operational mechanism for a DSSC is summarized in Scheme 13.1.

13.2 What Are Metal-Organic Frameworks?

Metal-organic frameworks represent a unique class of coordination polymers in which
organic linkers coordinate to metal ions or metal-oxo clusters to form highly ordered and
tunable two- or three-dimensional assemblies (Scheme 13.2) [47]. Specifically, MOFs
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possess four main advantageous properties. First, the coordination of symmetric, repeat-
ing units of metal nodes and organic linkers leads to the formation of highly ordered and
porous frameworks. Second, MOFs are modular and tunable structures, whose pore size
and distribution can be controlled synthetically through variation of the organic linker
and to some extent the metal node [27]. Third, some MOF structural motifs, such as the

Scheme 13.1 Operational mechanism of a conventional DSSC. (a) Absorption of sunlight by a
chromophore promotes an electron from the highest occupied molecular orbital of the dye (HOMO)
to its lowest unoccupied molecular orbital (LUMO). (b) Due to the energy differential between the
energy of the LUMO of the chromophore and the energy of the conduction band of the TiO2 (dashed
line), the excited electron is injected into the titania (TiO2) conduction band. (c) The chromophore is
then regenerated by electron transfer from a redox couple in the electrolyte. (d, e) The now oxidized
redox couple diffuses to the counter electrode where it accepts an electron generating photovoltage

Scheme 13.2 Schematic representation of the solvothermal synthesis of metal-organic frame-
works. Multi-dentate organic linkers (orange rods) and metal nodes (red circles) allow for the self-
assembly of three-dimensional frameworks under solvothermal conditions
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series developed at the University in Oslo (UiO), represent a robust class of frameworks
which display a high degree of stability under a wide range of conditions, especially
when using small organic linkers [45]. Finally, MOFs are easily processible with highly
crystalline materials being readily prepared from the reaction of metal precursors and
organic linkers.

13.3 The Advantages of MOFSCs

The advantages afforded by MOFs can also be applied to DSSCs to overcome the
current limitations of molecular dye assemblies. To begin, the porous and highly
ordered nature of MOFs allows for the fabrication of thin film devices with excep-
tional dye loading, reducing both the weight and cost of the device. Expanding on
this, if the structure of the MOF can be optimized to allow for fast and efficient
exciton transport, the ability to incorporate multiple chromophores into the frame-
work allows for the fabrication of high surface area, thin film, panchromatic elec-
trodes. This, in turn, provides a device which possesses superior dye-loading and
spectral overlap when compared to traditional DSSC photoanodes.

In addition, the orientation of the chromophore can be controlled for enhanced
energy transfer in processes such as triplet-triplet annihilation-based upconversion
(TTA-UC), as well as Förster resonance energy transfer (FRET) and Dexter energy
transfer pathways [20, 22, 35, 48]. On a related note, the incorporation of the
molecular sensitizer into the organic backbone of the MOF can significantly reduce
the detrimental effects of dye aggregation, which is known to shift the absorption of
the HOMO-LUMO gap of molecular sensitizers up to 270 meV [13, 41]. Similarly,
interactions between neighboring chromophores can lead to static quenching, reduc-
ing the quantum yield of the sensitizer emission.

Finally, locking the chromophore into a rigid MOF scaffold allows for exhaustive
control over the identity of the chromophore within the sensitizing layer with near
molecular precision through a solution processible layer-by-layer (LBL) synthesis also
known as liquid phase epitaxy. While LBL growth of MOF films is the most appealing
strategy for controlling film thickness and chromophore identity, not all MOFs can be
readily fabricated by such methods. Notable examples of someMOFs that can be grown
via LBL growth include Hong Kong University of Science and Technology-1
(HKUST-1), surface-integrated metal-organic frameworks (SURMOFs), copper coor-
dinated 5,15-di(p-benzoato)porphyrin, C36H24N4O2[O

�]2) [Cux(dbc)y] or zinc coor-
dinated 1,4-benzenedicarboxylate (C8H4O2[O

�]2) [Znx(bdc)y] frameworks, and
layered frameworks consisting of porphyrin units supported on molecular “columns”
by bridging ligands such as 4,40-bipyridine (C10H8N2).

Preliminary examples of such LBL film growth include a mixed-valency ruthenium-
based MOF grown via adsorption of ruthenium (III) chloride (RuCl3) precursor and
1,3,5-benzenetricarboxylate (C9H3O3[O

�]3) precursor onto an amine functionalized
glass substrate [23]. In addition, LBL deposition has been used to grow the zinc-
based framework with (1,4-naphthalene dicarboxylate, C12H6O2[O

�]2) and
(1,4-diazabicyclo(2.2.2)octane, C6H12N2) as linkers [Zn2(ndc)2(dabco)n] perfectly
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oriented on top of the copper variant, Cu2(ndc)2(dabco)n. In this instance, the copper-
based framework acts as a template for orienting the zinc-based framework [38]. It is
worth noting that in the above example, the placement of the copper framework was
necessary to achieve directed growth along the (001) crystallographic plane. When only
Zn2(ndc)2(dabco)n was used during the deposition, no unidirectional growth was
observed. It will be of interest for future studies to develop new methods which allow
for the growth of additional frameworks by LBL methods as it allows for both fine
controls over the electrode thickness while maintaining a strong electronic contact with
the conductive substrate.

13.4 Potential Considerations of MOFSCs

To date, MOFSCs have displayed maximum power conversion efficiencies
(power conversion efficiency, PCEs, or η) of ~ 2.1% PCE in which a cobalt-
based framework acts as both a light absorber and hole conducting solid-state
electrolyte [1]. More traditional MOFSCs based on liquid junction device archi-
tectures typically display efficiencies less than 1%. These stunted efficiencies are
directly linked to a few potential challenges, which must be considered when
designing MOFSCs. One such challenge involves the diffusion and effusion of
the liquid electrolyte within the porous framework. As with current DSSC
technology, it is expected that the performance of MOFSCs are dependent on
mass transport of the redox electrolyte through the MOF material, with a diffu-
sion of the electrolyte throughout the framework being significantly slower than
in bulk solution. The rate of diffusion will be directly dependent on a variety of
factors such as the pore size and distribution inherently associated with the MOF
material as well as the viscosity, surface tension, and fluid dynamics of the chosen
electrolyte.

Yet, despite diffusion being a key challenge for the implementation of
MOFSCs, most studies have only looked at the transport of small molecules
through MOFs [14, 17, 37, 43]. In these studies, it has been shown that diffusion
within the porous framework can be up to four orders of magnitude slower than in
bulk solution, commonly taken to be between 5 � 10�5 and 1 � 10�6 cm2/s
[4]. For example, the diffusion of Ce4+ within an iridium-modified UiO-67
framework was found to be 1.52 � 10�11 cm2/s under low concentrations
(< 1 mM) and as low as 4.6 � 10�13 cm2/s at higher concentrations (~ 7 mM)
[43]. These values have been attributed in large part to self-exchange between
individual Ce4+ ions. In addition, these results are in line with molecular dynam-
ics simulations of a lanthanide-copper iodide framework with isonicotinate
(C6H4NO[O

�]) and dimethylformamide (C3H7NO) as linkers or coordinative
units ([Ln3(Cu4I4)(ina)9(DMF)4]•DMF)n, where Ln = praseodymium, Pr; and
terbium, Tb), which displayed a calculated diffusion coefficient of I2 in acetoni-
trile of 3.8 � 10�9 cm2/s though no experimental diffusion coefficients were
calculated for the MOF [17].
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13.5 Fundamental Studies on Charge Separation

Another primary consideration for MOFSC materials involves transport of the
photogenerated electron from the site of charge separation through the MOFmaterial
to the back contact. While MOFs have displayed the presence of a charge-separated
state and photocatalytic activity, they lack an extended band structure typical of other
semiconductors like titanium dioxide or zinc oxide [40]. As such, extended elec-
tronic communication in MOFs involves a redox hopping mechanism, where a
charge is transferred through self-exchange between redox-active linkers. Explana-
tions of the origin of the charge-separated state in some MOF materials have
involved simple charge trapping between the metal node and organic linker. In
addition, no study has calculated the mobility of free charge carriers during the
charge-separated state. Since electronic communication plays an important role in
MOFSCs, a discussion of the fundamental studies on both charge separation and
redox hopping will follow, below.

We will begin by discussing the former case first. One of the key properties
necessary for photovoltaic applications is the ability of the MOF to undergo photo-
induced charge separation. Examples of such a charge-separated state can be found
in studies probing Metal-organic-framework-5 (MOF-5), Material Institut Lavoisier-
125 [MIL-125(Ti), consisting of Ti and terephthalic acid] and its amine-
functionalized derivative MIL-125(Ti)-NH2 [3, 10] (Fig. 13.1). In the case of
MOF-5, the presence of a charge-separated state was characterized by visible light
irradiation in the presence of methyl viologen (C12H14[Cl

�][N+]2, V
2+) dichloride, a

well-known electron acceptor whose radical cation (V•+) can be monitored by its
distinct absorption spectrum. Upon light irradiation of an aqueous suspension of
MOF-5, the characteristic blue color of V•+ was detected, demonstrating that MOF-5
is capable of undergoing photoinduced charge-separation.

Fig. 13.1 Crystallographic structure of MOF-5 (left) and Mil-125(Ti) (right)
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As a follow up to these studies, the highest occupied molecular orbital-lowest
unoccupied molecular orbital (HOMO-LUMO) gap of MOF-5 was calculated from
diffuse reflectance data and found to be 3.4 eV, only 200 meV larger than the optical
bandgap of anatase titania ((TiO2) (a-TiO2), the most commonly used semiconductor
support in DSSCs. In addition, the LUMO energy could be estimated from photo-
voltaic cells prepared using MOF-5 supported on fluorine-doped tin oxide (FTO) as
a photoanode, in contact with an iodide/triiodide I�/I3

� redox electrolyte. During
operation of liquid junction DSSCs, the open circuit potential is dictated by the
difference in energy between the standard reduction potential of the redox electro-
lyte, taken to be 300 meV for I�/I3

� and the Fermi level energy of electrons in the
TiO2, which can be approximated to the conduction band energy of the semicon-
ductor during normal operation [5]. This same approximation was applied to cells
prepared with MOF-5 as the photosensitizer. The open circuit voltage (VOC) of cells
prepared using MOF-5 were found to be 300 mV lower than cells prepared with
TiO2. By using TiO2 reference cells as a standard, with the conduction band energy
of TiO2 taken at �0.1 V versus normal hydrogen electrode (NHE), the conduction
band energy of MOF-5 was estimated to be 0.2 V versus NHE. The HOMO energy
of MOF-5 was then extracted from the LUMO energy and the diffuse reflectance
data and calculated to be 3.6 eV versus NHE. Incidentally, this study suggests the
ability of a MOF scaffold to act as a tunable alternative to TiO2 in photovoltaic
devices, where MOFs can accommodate additional sensitizers, which are otherwise
limited by their inability to inject excitons into TiO2.

Regarding MIL-125(Ti) and MIL-125(Ti)-NH2, the charge-separated states of
these frameworks were first characterized by their activity towards alcohol oxidation
[9]. Where, adsorption of alcohols (R-OH) into the pores of the framework, followed
by ultraviolet (UV) excitation, produced a prominent dark blue color within the
sample indicating the formation of titanium (Ti3+). The corresponding alcohol
oxidation products were detected via infrared spectroscopy (IR). To identify the
active species in this oxidation reaction, electron spin resonance spectroscopy (ESR)
was used to probe for the presence of varying metal oxidation states. Interestingly, a
Ti3+ species was detected after alcohol adsorption and UVexcitation, suggesting two
possible mechanisms for alcohol oxidation. In the first mechanism, oxidation could
occur directly at the Ti4+ nodes through reduction of the Ti4+ node to Ti3+. In the
second mechanism, a photogenerated charge-separated state is generated where Ti4+

is reduced to Ti3+, and the hole is centered on the organic linker, which then oxidizes
the adsorbed alcohol.

Despite these studies, it wasn’t until 2012 that the photophysical properties of this
class of frameworks were examined. Garcia et al. began their investigation with
transient absorption (TA) techniques and observed that the transient decay of all
excited species within the spectrum was coincident, meaning each signal decayed
with the same kinetics [10]. The significance of this suggested that the observed
spectral features corresponded to either a single species or if multiple species are
present, as would be the case if photogenerated electrons were present in the sample,
they decayed through interrelated processes such as recombination or annihilation.
In addition, the transient species of Mil-125(Ti)-NH2 decay on the microsecond
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timescale, which provides strong evidence for the presence of a charge-separated
state [40]. To explore the possibility that such a recombination process was occur-
ring, a simple oxygen quenching study was conducted. In the presence of oxygen,
both a decrease in the signal intensity and lifetime of the observed transients was
recorded. By taking into consideration the types of species readily quenched by
oxygen such as triplet excited states, carbon-centered radicals, and free electrons, it
was concluded that the observed transient species was most likely due to photo-
generated electrons within the framework. The proposed mechanism for the gener-
ation of the charge-separated state is as follows: UV light absorption leads to a
charge-separated state with positively charged holes centered on the organic linker,
followed by the trapping of photogenerated electrons in the Ti4+ node, subsequently
reduced to Ti3+. In conjunction with these spectroscopic studies, the presence of a
long-lived charge-separated state was again confirmed in the MIL-125(Ti)-NH2

sample using both methyl viologen (C12H14[Cl
�][N+]2) and N, N, N0,

N0-tetramethyl-p-phenylenediamine (TMPD, C10H16N2) as molecular probes for
reduction and oxidation, respectively. As observed in MOF-5, the presence of each
corresponding radical cation was detected with both molecular probes.

13.6 Charge Transfer and Redox Hopping

Given the lack of band structure in these materials, it is likely that any photocatalytic
activity requiring extended charge transport is promoted by self-exchange or “redox
hopping” between redox active moieties incorporated into the MOF scaffold. A
schematic representation is illustrated in Fig. 13.2.

Examples of charge transport via a redox hopping mechanism have been
observed before in polymer materials [19, 34] and examples of such charge transfer
mechanisms within MOFs are readily available in the literature [2, 7, 15, 16, 26]. The
first reported example of redox hopping in MOFs was by Morris et al. who
demonstrated the electrical conduction of a cobalt framework with [5,10,15,20-
tetra(4-carboxyphenyl)porphyrin, CoIIITCPP, C45H30N4O8] secondary building
units, and CoIIITCPP struts bound by linear trinuclear CoII-carboxylate film [Co
(RCOO)n, CoPIZA] in the form of (Co3+/2+TCPP/CoPIZA), deposited on fluorine-
doped tin oxide substrate (FTO). The CoPIZA/FTO could not be explained by a
simple band theory argument. Instead, the observed electrical conductivity was
attributed to redox hopping between CoTCPP units, which act as support struts for
the CoPIZA framework [2]. For such a mechanism to exist, it relies on two
assumptions. First, the active redox centers which participate in charge transport
must have the same or similar redox potentials for electron transfer to occur. Second,
the redox active sites must lie in close enough proximity to allow for efficient redox
hopping. If both conditions are met, then the electrical conductivity of the material
can be described by charge hopping from one redox center to another, giving rise to
Fickian diffusion of electrons through the material.

Characterization of such materials is commonly conducted using electrochemical
methods. For any redox active species, such as those immobilized in the CoPIZA
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framework, the electrochemical response is dependent upon the diffusion coefficient
of the redox active species (D), and thus for an immobilized species, the rate of
charge transfer (kct, unit s

�1). For such materials, there exist three regimes: (i) the
rate of charge transfer (kct) is faster than the experiment sweep rate (ν, unit mV/s) or
kct> ν, (ii) kct� ν, and (iii) kct< ν. The first regime describes rapid charge transport,
where for immobilized species, the cyclic voltammogram will display asymmetrical
shape (ΔEp = 0 mV) centered at the reduction potential of the material. Chidsey’s
work on surface-modified gold electrodes represents a classic example of such work
[8]. Since the electrochemical response of the CoPIZA framework exhibits non-zero
scan rate dependence across all measured scan rates, it was concluded that for the
CoPIZA/FTO film, regime (iii) most accurately describes its electron transfer kinet-
ics. Since the electron transport is sluggish in this regime, the behavior of the cyclic
voltammogram exhibits the same behavior for freely diffusing redox active species
in solution, and this follows the Randles-Sevcik equation (Eq. 13.1).

ip ¼ 0:4463nFAC
nFvD

RT

� �1
2

(13:1)

Fig. 13.2 The generation of charge-separated states via the redox hopping mechanism. In this case,
a ruthenium coordination complex Ruthenium(II) bis-2,20-bipyridine [C10H8N2] 5,50-dicarboxy-
2,20-bipyridine [C12H8N2O] (Ru(bpy)2(dcbpy)

2+) has been incorporated into the backbone of the
MOF scaffold. Charge separation occurs through two processes: the direct excitation of the 5,5-
0-dicarboxy-2,20-bipyridine linker which then injects directly into the titania (TiO2) semiconductor
(process 1), or through excitation and injection of a ruthenium species incorporated into the
backbone of the MOF scaffold (process 2). Exciton diffusion throughout the framework typically
occurs through redox hopping between the incorporated ruthenium centers before injection or
recombination with a positively charged hole (process 3)
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In the above equation, ip is the peak current of either the background corrected
anodic or cathodic process (A), n is the number of electrons transferred in the redox
active process (dimensionless, usually one), F is Faraday’s constant (96485.3 C
mol�1), A and C are the active area of the electrode (cm2) and the bulk concentration
of the redox active species (mol/cm3), v is the scan rate (mV/s), R and T are the ideal
gas law constant (K�1 mol�1), and the temperature (K), and D is the diffusion
coefficient of the species (cm2/s). By varying the scan rate of the cyclic
voltammogram, and generating a plot of peak current versus the square root of the
scan rate, a linear relationship can be observed whose slope is equal to
2.69 � 105 ACD1/2 for a one-electron redox couple measured at 25 �C. From this
data, the diffusion coefficient can be calculated for the redox active species.

For immobilized species incorporated into the MOF, however, a more reliable
method for determining the diffusion coefficient can be employed through the
analysis of spectroelectrochemistry. From the spectroelectrochemical data, it was
shown that the reduction processes observed within the film were ascribed to both
the Co3+/2+ redox couple and the Co2+/+ redox couple. From these results, the
apparent diffusion coefficient for redox hopping throughout the CoPIZA film
(Dapp, unit cm

2/s) was measured using time-resolved spectroelectrochemistry data
and a modified version of the Cottrell equation (Eq. 13.2). For the CoPIZA material,
Dapp was calculated to be 7.55 (�0.05) � 10�14 cm2/s. Ultimately, this value is
found to be four to six orders of magnitude lower than for modified polymer films
which are typically on the order of ~10�8–10�6 cm2/s [32, 39, 44]. This significant
reduction in Dapp could be attributed to reduced diffusion of ionic species within the
framework leading to significant impacts on the rate of charge transport within the
MOF film [26].

ΔA ¼ 2AmaxD1=2
appt

1=2

dπ1=2
(13:2)

Likewise, Hupp et al. showed that charge transport via redox active linkers can be
separated from chromophores by incorporation of additional redox active moieties
inside the framework itself [15]. By incorporating the ferrocene derivative, ferrocene
carboxylic acid, into the open channels of the framework Northwestern University-
1000 [NU-1000], the authors demonstrated bias-switchable redox behavior in which
oxidation of the tethered ferrocene units selectively blocked cation mobility within
the NU-1000 pores. By blocking the pores in such a manner, the authors were able to
remove any observable redox chemistry for the pyrene-containing linkers. Upon
reduction of these ferrocene units, the cation mobility of the supporting electrolyte
was restored, as well as the electrochemical response of the pyrene-containing linker.
In a follow-up study, the authors demonstrated that by utilizing host-guest chemistry,
the electron transfer kinetics and the apparent diffusion coefficient for redox hopping
could be modulated. By taking advantage of the high affinity for β-cyclodextrin
(β-CD, C42H70O35) complexation with ferrocene and the low affinity for
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complexation of β-CD with ferrocenium (C10H10[X-][Fe
+], where X� is the counter

anion), the authors were able to observe [Fe(C5H5)2], modulated redox hopping as a
function of β-CD concentration, with a 30-fold reduction of Dapp at the maximum
solubility of the β-CD. The apparent diffusion coefficient can also be directly related
to the microscopic rate constant for redox hopping events khop (Eq. 13.3).

khop ¼ Dapp

r2
(13:3)

In the case of the functionalized NU-1000 framework, inductively coupled
plasma mass spectrometry (ICP-MS) and coulometric analysis supports the assump-
tion that one ferrocene molecule is present at each node of the framework. This
provides a ferrocene-to-ferrocene separation distance of 1.6 nm, which in turn
resulted in a reduction of khop from 780 s�1 in the absence of β-CD, to 23 s�1

when the β-CD concentration is 20 mM. However, in either of these cases, the rate of
khop is still dependent on the diffusion of either cations or anions of the electrolyte
throughout the framework.

13.7 Literature Examples of MOFSCs

One of the most common frameworks employed in MOFSCs is the pillared porphy-
rin framework. The most notable entry in this class of MOFs is the pillared porphyrin
framework 4 (PPF-4), which consists of layered structure of tetra(carboxyphenyl)
porphyrin (TCPP, C48H28N4O8Zn) linker molecules with planar coordination to zinc
(Zn2+) ions and separated by 4,40-bipyridine (C10H8N2) linkers (Fig. 13.3). In this
configuration, the framework acts as a series of two-dimensional layers of planar
Zn-TCPP units joined by vertical bipyridine pillars. One of the most notable studies
involving this framework examined the photovoltaic properties of cells prepared
with PPF-4 as its sensitizer. The importance of these studies was that the observed
photovoltaic response was due solely to the PPF-4 framework acting as the photo-
sensitizer on a TiO2 scaffold [41]. By using only prewashed nanocrystals of PPF-4
dispersed on a conductive substrate coated with TiO2, the authors were able to
prepare cells where it was not possible for free linker molecules to coordinate to
TiO2 and contribute to the cell’s photocurrent response. This approach differed from
traditional methods of film preparation wherein the MOF film is grown in situ
solvothermally on the titania/fluorine-doped tin oxide (TiO2/FTO) electrode surface,
which leads to ambiguity as to whether the framework is acting as the sensitizer in
the MOFSC, or if the photovoltaic properties are due to chemisorbed linker mole-
cules on the TiO2 working electrode.

To begin, nanocrystals of PPF-4 were synthesized in a one-pot reaction from
Zn-TCPP, zinc nitrate tetrahydrate [Zn(NO3)2•4H2O], and 4,40-bipyridine
(C10H8N2) in 1:3 (v:v) ethanol (C2H6O) and diethylformamide (DEF, HCON
(C2H5)2) solution. The resulting crystals were subsequently collected and washed
via centrifugation with DEF and ethanol. These crystals were then dispersed in
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chloroform and drop-cast onto a TiO2-coated substrate to form the PPF-4/TiO2

working electrode. This working electrode was sealed together with a platinum
(Pt)-FTO counter electrode and iodide-based electrolyte. The photovoltaic properties
the prepared cells are shown below (Fig. 13.4).

From the current-voltage plots in Fig. 13.4, a clear increase in photocurrent
response is observed by PPF-4 over TiO2. When a 450-nm band-pass filter was
used to remove the photoresponse from UV-excited TiO2, a prominent contribution
from the PPF-4 is observed, while the TiO2 control electrode exhibits a photovoltaic
response nearly identical to the prepared PPF-4 cell under dark conditions. Ulti-
mately, due to the absence of a strong electronic contact in this device architecture,
the overall cell efficiencies were only 2.3 � 10�3%. In addition to the current-
voltage plots, electrical impedance spectra (EIS) demonstrate a reduction in the
electron transfer resistance across both PPF-4 MOFSCs and TiO2 control. However,
the cells prepared with PPF-4 as the sensitizer displayed consistently lower electron
transfer resistance than those of the TiO2 control. These results demonstrated
unambiguously that the PPF-4 MOF nanocrystals act as the sensitizer for the
MOFSC with no additional contributions from adsorbed linker or TiO2 photoexci-
tation. More importantly, this study provided the first proof-of-concept MOF/TiO2

electrodes for light-absorbing chromophores in photovoltaic applications.

Fig. 13.3 Crystallographic structure of PPF-4 displaying the characteristic layered TCPP units
joined by 4,40-bipyridine pillars
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Similar porphyrin-based frameworks aim to alleviate another significant chal-
lenge faced by MOFSCs: the reduction of deleterious recombination processes
between the redox electrolyte and the photogenerated electrons within the MOF
framework [12]. It was, therefore, reasoned that if the photogenerated holes could be
quickly and efficiently transported to the periphery of the MOF film where the
electrode/electrolyte interface exists, then exclusion of the redox electrolyte from
the pores of the MOF would lead to a reduced chance for unwanted electronic
recombination. In addition, one of the major considerations for the design of novel
frameworks for MOFSCs is the enhancement of the photogenerated electron diffu-
sion distance (Ld). In general, this kind of enhancement can be achieved through two
strategies – through the optimization of three-dimensional frameworks to allow for
rapid exciton transport through the extended MOF structure, or through collapsing a
three-dimensional, layered framework, into a two-dimensional framework. Regard-
less of which strategy is chosen, the overall goal is the same, to bring the chromo-
phore linkers of the MOF in close Van der Waals contact with one another, allowing
for the exchange of excitonic energy more readily.

As one example of the latter strategy, work by Hupp et al. with a derivative of the
PPF-4 framework employing metallated zinc(II) meso-tetra(4-carboxyphenyl) por-
phyrin (Zn-TCPP) was selectively collapsed from its three-dimensional structure
into a layered two-dimensional structure using solvent-assisted linker exchange
(SALE) [12]. In SALE, the MOF is soaked in a solution containing a separate linker
or coordinating unit which can then undergo ligand exchange with some of the
organic linkers in the MOF backbone. In this case, a collapse of the framework
brings the Zn-TCPP units in closer Van der Waals contact than in the pillared
configuration increasing khop for inter-layer electron transfer. That is to say, the
rate of electron transfer between two independent layers increases. The increase in
the inter-layer khop leads to an increase in Ld, as inter-layer electron transfer will
bring either a photogenerated electron closer to the TiO2 scaffold, or a

Fig. 13.4 A photovoltaic response of PPF-4 MOFSCs prepared via drop-casting of PPF-4 on TiO2

under AM 1.5 simulated illumination (a). The photovoltaic response of PPF-4 MOFSCs under
450 nm band-pass filtered illumination to remove UV-excited photoresponse from TiO2 (b).
(Reprinted (adapted) with permission from Spoerke et al. [41]. Copyright 2017 American Chemical
Society)
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photogenerated hole closer to the electrode/electrolyte interface. In contrast, intra-
layer hopping, hopping within a single layer between Zn-TCPP units, produces
largely no beneficial effect for increasing Ld.

In this instance, the pillared Zn-TCPP framework was soaked in a solution of
pyridine to remove the bipyridine pillars. When this process is carried out, the
pillared morphology of the framework was collapsed, such that the orientation of
the film would resemble that of a layered two-dimensional coordination polymer
(Scheme 13.3).

Pyridine was chosen as it possesses a slightly higher pKa than that of
4,40-bipyridine (5.25 vs. 4.9), allowing for the near-quantitative exchange of the
4,40-bipyridine pillars. The post-SALE films were characterized by both pro-
filometry and ellipsometry to determine the new film thickness and density. Mea-
surements of the film thickness supported an average decrease from approximately
80 nm to approximately 40 nm after SALE. In addition, collapsing such films led to
direct increases in film density and, therefore, the refractive index (n) of the material.
Since the refractive index of a porous framework can be estimated as a volume-
weighted average of the indices for the framework itself (nMOF > 1, dimensionless)
and the corresponding void space within the MOF (nvac = 1), the observed increase
in the refractive index from the native structure to the collapsed film (1.4–1.8)
indicated an approximate doubling of the film density. For these methods to be
expanded upon, it will be crucial in follow-up studies to conduct in-depth materials
characterization of the framework pre- and post-SALE.

To examine the enhanced excitonic transport properties of the collapsed film, a
molecular quencher was installed atop the framework prior to collapse. For this
purpose, a standout candidate that could easily be incorporated by an LBL approach
was the palladium-metallated porphyrin (Pd-TCPP) which is known to quench the
excited state of the Zn-TCPP linker [6]. By installing two layers of Pd-TCPP on top

Scheme 13.3 The collapse of a layer-by-layer Zn-TCPP PPF by SALE to produce a layered
two-dimensional MOF
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of films prepared with 13 cycles of Zn-TCPP and 4,40-bipyridine layers, the emission
intensity of the Zn-TCPP linkers was quenched by approximately 50%. Post-
collapse however, this quenching efficiency increased to approximately 70%, qual-
itatively indicating an increase in exciton transport distance via inter-layer hopping
to the Pd-TCPP quenchers. From this assessment, an estimate of Ld was derived by
equating the percentage of quenched emission to the percentage of Zn-TCPP linkers
capable of being quenched by Pd-TCPP, whether by direct energy transfer or by
inter-layer hopping between Zn-TCPP units. For this approximation, two assump-
tions must hold true. The first being that the rate of quenching of the Zn-TCPP units
by Pd-TCPP is fast relative to the nonradiative decay of the excited Zn-TCPP units,
and the second being the optical density of the film is small enough that the
probability of photon absorption by any individual Zn-TCPP unit is independent
of its location within the film. Based on these assumptions, prior to film collapse, an
exciton could readily diffuse across a maximum of eight layers. Post-collapse
however, this number increased to a maximum of 11 layers.

As a follow-up study, Hupp and coworkers have also investigated replacing the
4,40-bipyridine units of this framework, with smaller bifunctional organic linkers
which will maintain the three-dimensional nature of the framework while reducing
the distance between individual Zn-TCPP units [11]. In this work, 1,4-diazobicylco
[2.2.2]octance (DABCO) was exchanged with the 4,40-bipyridine struts through
SALE. In doing so, the authors demonstrated that the number of layers the exciton
could traverse was increased from 11 layers to 26. This substantial increase was due
to the three-dimensional structure of the framework, which forces the Zn-TCPP units
to sit facially aligned with each other, while in the collapsed two-dimensional
topology, the Zn-TCPP units adopt a staggered arrangement leading to almost no
decrease in the electronic coupling distance between porphyrin units. As such, only a
marginal increase was observed when pyridine (C5H5N) was used to replace
4,40-bipyridine. Ultimately, these studies clearly demonstrate that post-synthetic
modification of current frameworks could be utilized to improve device
performance.

In moving away from porphyrin-based MOFs, other investigators have charac-
terized MOFSCs utilizing MOF sensitizers in which the aromatic linker, typically
1,4-benzene dicarboxylic acid (bdc, C8H6O4) acted as the light absorber. Probably
the most well-studied case for such a system is the commercially available frame-
work aluminum coordinated benzene dicarboxylic acid [Al2(bdc)3]. The structure of
Al2(bdc)3 can be simply described as a zinc oxide [Zn4O] cluster bridged by benzene
dicarboxylic acid linkers (Fig. 13.5a). However, as discussed earlier, the HOMO-
LUMO gap for such a framework is ill-matched to the visible spectrum ca. 3.4 eV
[3]. Cells utilizing Al2(bdc)3 as their sensitizer were fabricated by spin coating
Al2(bdc)3 framework onto a TiO2 photoanode supported on indium-doped tin
oxide (ITO). A hole conducting layer of Spiro-OMeTAD (C81H68N4O8) was spin-
coated on top of the photoactive MOF layer, followed by deposition of a gold
counter electrode. Though revolutionary at their introduction, the current-voltage
performance of these devices displayed poor percent power conversion efficiencies
(% PCE) with a maximum % PCE of ~0.002% for 2.7 μm films (Fig. 13.5b).
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To mitigate these low efficiencies, Al2(bdc)3 was doped with
1,4-dimethoxybenzene (DMB, C8H10O2) which acts as a hole-trapping agent to
produce the framework DMB@Al2(bdc)3. By incorporating a hole-trapping agent
into the framework, the lifetime of the charge-separated state could be enhanced
reducing parasitic recombination within the cell. Indeed, by incorporating DMB into
the framework, the lifetime of the transient corresponding to free electrons (optical
absorption from 350 to 500 nm) increased markedly. In addition, by incorporating
these deep trap states into the framework, an increase in fill factor ( f f ) was observed
for cells prepared with DMB, which increased by 6.62% from 33.84% to 40.46%
(Fig. 13.5b). This, in turn, led to a substantial boost in the relative device % PCE up
to ~ 0.005% PCE under optimal conditions. More importantly, this study laid the
groundwork for the design of state-of-the-art MOFSCs, leading investigators to
consider the modification of the MOF linker as a suitable site for the incorporation
of a photosensitizing chromophore to compensate for poor spectral overlap of the
framework itself with solar irradiance.

More successful solar cells, however, were prepared with an iodine-doped Cu-MOF,
formed by the reaction of Cu(NO3)2 with benzene-1,3,5-tricarboxylate, acting as a
replacement for more traditional DSSC chromophores (Fig. 13.6) [24]. By utilizing
Cu-MOF as their sensitizer, cells prepared by LBL growth of Cu-MOF on TiO2-coated
fluorine-doped tin oxide (TiO2/FTO) substrates displayed % PCEs of 0.008% PCE. To
further enhance cell performance, iodine was doped into the framework. The benefit of
this additive is twofold. First, incorporation of iodine molecules into the framework
switches the electrical conductivity of the framework from the insulating regime to the
semiconductive regime through either partial oxidation of the Cu-MOF or conduction
through an ordered iodine network in the framework [21, 46]. Impedance spectroscopy

Fig. 13.5 Crystallographic structure of Al2(bdc)3 as viewed down the b axis displaying
one-dimensional rhombohedral channels (a). Photocurrent response of cells prepared with
Al2(dbc)3 as the sensitizer and Spiro-OMeTAD as the hole conductor with a gold counter electrode
with either Al2(bdc)3 sensitizer with a thickness of 2.7 μm (red solid squares) or 5.4 μm (red open
squares) or with DMB@Al2(dbc)3 sensitizer with a thickness of 2.7 μm (black solid circles) or
5.4 μm (black open circles) under AM 1.5 illumination (b). (Reprinted (adapted) with permission
from Lopez et al. [49]. Copyright 2011 American Chemical Society)
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was used to determine the effect of iodine doping on the conductivity of the framework.
From the EIS spectra, it is clear that doping the framework with iodine significantly
improves the conductivity of the framework under solar irradiance (Fig. 13.7a). It was
observed that the charge transfer resistance (Rct) of the iodine-doped Cu-MOF is one
order of magnitude lower than TiO2/FTO (Fig. 13.7b), and three orders of magnitude
lower than Cu-MOF/TiO2/FTO (Fig. 13.7c). Finally, Rct was investigated for iodine-
doped Cu-MOF under dark and illuminated conditions (Fig. 13.7d). The drastic
decrease in Rct under illumination suggests that upon illumination, iodine-doped
Cu-MOF acts as a photosensitizer generating electron-hole pairs on illumination
which are rapidly injected into the TiO2 support.

In addition to the impressive change in conductivity, iodine doping also increased
the efficiency of the device by an order of magnitude increasing the % PCE from less
than 0.01% PCE to 0.26% PCE. However, there is one major caveat to improving the
device performance with iodine, and that is that iodine is well-known to undergo
photoinduced dissociation into the radical species (I •) under visible illumination
(Eq. 13.4). In these circumstances, it is unclear whether the Cu-MOF acts indepen-
dently as a sensitizer for the PV, or if the photogenerated I • radical contributes
appreciably to the device performance by reacting with the TiO2 semiconductor.

I2 !hv 2I : (13:4)

In terms of modifying the MOF linker itself to incorporate various chromophores,
few examples exist in the literature. One instance can be found in the work presented

Fig. 13.6 Structure of
Cu-MOF as viewed down the
crystallographic a axis
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by Morris et al. utilizing a ruthenium [Ru(II)L2L0] (L = 2,20-bipyridine, C10H8N2;
L0 = 2,20-bipyridine-5,50-dicarboxylic acid, C12H8N2O4) (RuDCBPY) linker to form
a RuDCBPY-doped UiO-67 framework (UiO-67(Ru)) [29]. Cells sensitized with
UiO-67(Ru) were prepared using two methods, wherein UiO-67(Ru) was grown
either directly via solvothermal synthesis onto TiO2/FTO, termed UiO-67(Ru)-OP/
TiO2/FTO (OP = one pot), or by post-synthetic modification of pristine UiO-67
grown directly onto TiO2/FTO by submerging the prepared films in an ethanolic
solution of RuDCBPY termed UiO-67(Ru)-PS/TiO2/FTO (PS = post-synthetic).

When grown directly onto FTO, at low-doping concentrations of RuDCBPY, it
was found that the UiO-67(Ru) framework displayed excited-state properties con-
sistent with the RuDCBPY linker dissolved in DMF. These excited-state character-
istics include a long-lived metal-to-ligand charge transfer state (MLCT) with a
lifetime of ~ 1.4 μs [29]. By increasing the doping concentration, a decrease in the

Fig. 13.7 (a) Circuit model and impedance spectrum of cells prepared with either (A) undoped
Cu-MOF/TiO2/FTO (black squares), (B) TiO2/FTO (red circles), or (C) iodine-doped Cu-MOF/
TiO2/FTO (blue triangles) under simulated AM 1.5 illumination. (b) Zoomed in impedance
spectrum of (A) at higher frequencies emphasizing the insulating nature of the undoped Cu-MOF
framework relative to that of TiO2/FTO. (c) Zoomed-in impedance spectrum of (A) at the highest
frequency region. (d) Electrical impedance spectrum of iodine-doped Cu-MOF/TiO2/FTO cells
under dark and simulated AM 1.5 illumination. (Reprinted (adapted) with permission from Lee
et al. [24]. Copyright 2014 American Chemical Society)
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emission lifetime was observed, corresponding to homogenous energy transfer
between RuDCBPY centers [30]. Additionally, this framework readily grows on
TiO2 scaffolds without appreciably changing the energetics of the RuDCBPY linkers
relative to RuDCBPY in solution [28]. Based on these observations, this framework
represented a strong candidate for use in photovoltaic applications.

Cells prepared using the UiO-67(Ru) framework as a sensitizing material
displayed moderate photocurrents with short-circuit current densities (Jsc) ranging
from 0.03 to 0.54 mA/cm2 and open-circuit potentials (VOC) ranging from 370 to
520 mV when utilizing a common I�/I3

� electrolyte. In addition, cells displayed
higher amounts of charge recombination than traditional DSSCs with the average fill
factors ( f f ) across the cells being 0.50. These ff values were presumably due to
partial occlusion of the pores to I� and I3

� diffusion as well as large film thickness
which can prevent the majority of excitons from reaching the TiO2 scaffold. Evi-
dence for such an event can be seen in cells prepared using the post-synthetically
modified UiO-67(Ru) films. In a post-synthetic modification, only the outermost
layers of the UiO-67 framework are likely to undergo efficient linker exchange. This
was confirmed by confocal fluorescence microscopy which showed denser
populations of RuDCBPY centers along the edges of the UiO-67 crystallites.
When such a buildup occurs, the high density of RuDCBPYunits along the exterior
of the MOF film leads to exclusion of the redox electrolyte from the interior of the
MOF, resulting in lower ff values.

Another downfall of these devices was the lack of control over film thickness,
which resulted in a reduction in the efficiency of charge collection. For example, the
maximum hopping distance for photogenerated electrons in this material can be
calculated form khop (unit Angstrom) by the following equation (Eq. 13.5).

khop ¼ mDRET

R2
hop

(13:5)

In this equation, m is a dimensional factor (unitless, where m = 6 for three-
dimensional systems, m = 4 for two-dimensional systems, and m = 2 for
one-dimensional systems), DRET is the diffusion coefficient for energy migration
(cm2/s) in crystalline Ru(bpy)3

2+ salts [18]. From this data, it was calculated that the
maximum hopping distance for RuDCBPY-UiO-67-TiO2 of 254 Å. This distance
was significantly smaller than the average film thickness of ~10 μm as calculated
from scanning electron microscopy (SEM) images. As a consequence, the maximum
% PCE observed for the prepared cells was only measured to be 0.125%. Notably,
however, UiO-67(Ru) outperformed control cells constructed in this study in which
RuDCBPY adsorbed directly onto TiO2 or those in which UiO-67 acted as the
sensitizer. This study highlights some of the challenges and future considerations
that will be discussed at the end of this chapter. Namely, the need for control of MOF
film growth and transport of redox mediators through control of the MOF three-
dimensional (3D) structure.

In efforts to minimize the diffusion limitation inherent in many MOF materials,
some investigators have shifted their focus toward solid-state MOFSCs. These cells
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eschew traditional liquid electrolytes in favor of hole conducting polymers or MOF
materials. Possibly one of the most notable efforts to fabricate a MOFSC utilizes a
hole-conducting MOF based on the coordination between cobalt (Co2+) ions and a
redox active linker, di(3-aminopropyl)-viologen (DAPV, IUPAC Name 1 1,10-bis
(3-aminopropyl)-[4,40-bipyridinium] dianion, C16H24[X

�]2N2[N
+]2), to form the

framework Co-DAPV [1]. Hall-type measurements of the Co-DAPV MOF
displayed a [positive] p-type photoconductance with a hole concentration and hole
mobility of 3.35 � 108 cm3 and 0.017 cm2/V•s respectively. These mobilities are on
par with poly(3-hexylthiophene-2,5-diyl) (P3HT, (C10H14S)n) doped with 2,3,5,6-
Tetrafluoro-7,7,8,8-tetracyanoquinodimethane (F4TCQN, C12F4N4), an oxidant
used to increase the conductivity of organic semiconductors [36]. The origin of
such photoconductivity is attributed to metal-to-ligand charge transfer involving the
transfer of photoexcited electrons from the cobalt metal center to the DAPV ligand.

Films of Co-DAPV were grown on TiO2 using LBL techniques, and in doing so,
a [positive-negative] p-n heterojunction is prepared, which led to a maximum power
conversion efficiency of 2.1% PCE (Fig. 13.8). In terms of device performance, the
prepared cells displayed Jsc values, ranging from 0.98 to 4.92 mA/cm2 for cells
prepared with 5 and 15 LBL cycles of Co-DAPV, respectively. Likewise, The VOC
values achieved a maximum of 670 mVwhen 15 layers of Co-DAPVwere deposited
on the electrode surface. It is worth noting that up to 30 LBL cycles were performed
on some devices, but when 15 layers were exceeded, a reduction in Jscwas observed,
while the VOC values remained unchanged. The increase in Jsc, up to 15 cycles and
subsequent reduction in Jsc above 15 cycles was correlated to a reduction in the
charge transport resistance (Rtrans) within the Co-DAPV film. Ultimately, by com-
bining the light absorbing layer and the hole conducting layer into a single material,
the classical challenges of electrolyte diffusion and hole mobility have been

Fig. 13.8 (Left) Photocurrent response of MOFSCs prepared using Co-DAPV as both the sensi-
tizer and hole conductor as a function of layer-by-layer cycles. (Right) Nyquist plot of prepared cells
under 0.1 sun illumination displaying the increase in conductivity of the Co-DAPV MOF up to
15 LBL cycles. (Reprinted (adapted) with permission from Ahn et al. [1]. Copyright 2017 American
Chemical Society)
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alleviated allowing for the preparation of high-efficiency devices. Moving forward,
considerable interest should be given to developing and optimizing solid-state
MOFSCs as the absence of comparative cells for this architecture is currently lacking
within the literature. Additionally, designing novel hole-conducting MOFs capable
of fast and efficient redox hopping to improve hole mobility with absorption profiles
well-suited for visible and near-infrared light absorption should receive consider-
ation as well.

13.8 Conclusions and Future Outlook

Given the preliminary work discussed herein, it is suitable to provide a perspec-
tive of the field and future considerations for MOFSCs and their implementation.
To begin, three major challenges must be addressed for the field to advance. First,
the development of new MOF materials, which possess efficient exciton transport
is essential to improve photogenerated electron and hole transport through the
MOF. Significant progress has been made by utilizing dopants such as iodine or
redox active ligands like DAPV to improve exciton transport throughout the
MOF sensitizer. However, additional studies are needed to fully realize a highly
photoconductive material, which possesses satisfactory exciton diffusion. This
can be accomplished through the development of modified organic linkers, which
possess rapid self-exchange rate constants and long-lived charge-separated
states. Likewise, host-guest interactions can also be exploited to promote
increased exciton diffusion by incorporating additional trap states, which can
reduce exciton recombination and should evolve coincidently with the design
philosophy of increased photo-conductivity.

Second, new studies to enhance the diffusion of the redox electrolyte throughout
the MOF are necessary. For rapid and efficient chromophore regeneration, the redox
electrolyte must be able to freely diffuse into and out of the framework. As such,
framework engineering and design should account for and aim to improve electro-
lyte diffusion. This can be accomplished through modification of existing frame-
works with large channels such as the HKUST-1 and NU-1000 frameworks, or by
the development of novel frameworks unlike those presently studied. Considerations
such as pore obstruction by incorporated chromophores, channel, pore orientation,
and defect density will be primary research goals.

Finally, the growth and modification of MOF films must lead to strong electronic
contacts to the TiO2 scaffold. This is a necessity for rapid injection of electrons into
TiO2 as well as leading to uniform coverage of the TiO2 scaffold. Most MOFSCs can
be prepared by loading the MOF sensitizer onto the TiO2 either by solvothermal
growth, spin coating, or by LBL deposition. While LBL growth is preferred, not all
MOFs can be easily fabricated on the surface of TiO2 through LBL methods. While
most other MOFs can be prepared via solvothermal synthesis, this method of film
growth affords virtually no control over film thickness. This lack of control only
helps to exacerbate the diffusion limitations of prepared devices, despite the pres-
ence of strong electronic contacts between MOF film and the conductive substrate.
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Contrarily, spin-coating the MOF sensitizer allows for excellent control of film
thickness but leads to poor electronic contact between the MOF and TiO2 as growth
is not directly seeded from the surface as it is in both LBL growth and solvothermal
synthesis. This leads to poor injection rates for the photogenerated electrons lower-
ing the photocurrent the device can produce. Significant headway in this field could
be made if processes were developed which allowed for a wide array of MOF
structures to be grown via layer-by-layer growth or other means such as chemical
vapor deposition.

In closing, MOFSCs present a unique avenue to the development of new state-of-
the-art photovoltaics. The ability to fix chromophores into MOF backbones provides
several distinct advantages over dye adsorption onto a nanostructured semiconductor
electrode. These advantages include the prevention of dye aggregation and the
ability to incorporate multiple chromophores, through variation of the MOF linker
during synthesis, with various functionalities and absorption properties into the
framework. Despite the challenges that MOFs face as sensitizers, they represent a
novel molecular scaffold due to their unmatched synthetic tunability. The number of
preliminary experimental results has increased dramatically in the last 5 years, with
over one-hundred twenty independent studies exploring MOFs as either photosen-
sitizers directly in MOFSCs, photoconductors, photodetectors, or as an additional
component of more traditional DSSCs being published [25, 33, 42]. Compared to
only five studies between the years of 2000–2012, this field is rapidly growing and
expanding every year. It is feasible then to presume that the development optimiza-
tion of new MOF materials for light harvesting applications will lead to MOFSCs
emerging as one of the most promising candidates in the field of molecular
photovoltaics.
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Abstract
Solar industrial process heating systems have become very promising for the indus-
trial sectors as replacement of fossil fuel generation sources to supply heat for
industrial scale water heating, air drying, cleaning, food processing, metal refining,
and various other uses. The potential of solar industrial process heating systems
varies depending on the availability of solar resources and the government policy
towards process heat utilization. Though solar driven industrial heating systems may
reduce the environmental burdens to a great extent, the feasibility of integration due
to the system design requirements and capital cost should be considered systemat-
ically. This book chapter will discuss some of the processes which are currently using
solar industrial process heating systems and outlines about the leading countries who
are utilizing solar industrial process heating systems on a large scale.

14.1 Solar Industrial Process Heat (SHIP)

Industrial process heat is generated based on renewables and nonrenewable sources of
energy for various uses in the industrial sectors. The process heat generation sources
from the renewable resources promote a sustainable operation and reduction of
greenhouse-gas emissions. Solar process heat utilized in industrial processes is the
best solution for sustainability problems, irrespective of the higher capital costs associ-
ated with their implementation. However, many industrial sectors are currently relying
on solar process heat for thermal energy generation with or without energy storage
systems for off-peak hours. The implementation of these systems principally depends on
the capital costs of the industry, availability of solar energy, and the government policy.
The process heat generated from solar resources which are used in industrial operations
is termed as “solar heat for industrial processes (SHIP).” Process heat is generated using
solar power and the combination of suitable solar collector technologies. The design of
solar collector technology varies based on the design criteria such as the selection of
suitable collector, number or combination of collectors, collector size and area, the
position of installation, working fluid, thermal power, storage volume, and the temper-
ature range for a chosen industrial process.

Solar heat for industrial processes (SHIP) is currently growing throughout the world
with solar energy potential. According to the SHIP plants database, 303 plants are in
operation in conjunction with industrial processes. Mostly these SHIP plants are of
relatively small sized, running for low-temperature industrial processes. SHIP plants are
on the focus of researchers, industrialists, government, and policy makers to utilize the
immense potential of the abundant source of renewable energy while reducing the
environmental burdens associated with massive scale consumption of fossil fuels. To
achieve the sustainable development goal for 2050, solar heat for industrial processes
(SHIP) can play a vital role. Though many SHIP plants are already in operation,
enormous potential exists in many industrial sectors and countries which required to
be identified and analyzed to take necessary steps towards successful implementation of
SHIP plants.
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Industrialized and developed countries are already using SHIP plants in their
industrial sectors like agriculture, mining, manufacturing of food, meat, tobacco,
textile, leather, wood, paper, chemical, pharmaceutical, rubber, computer, machin-
ery, vehicle, furniture, and so on. Countries who are successfully operating the SHIP
plants in the abovementioned industrial sectors are Australia, Austria, Peoples
Republic of China (China herein), Chile, Germany, Greece, India, Oman, Qatar,
Romania, South Africa, Spain, Sweden, Switzerland, Turkey, United Arab Emirate,
and the United States of America (USA herein). Researchers also analyzed the
country-specific SHIP potential for India, Australia, the United States, Spain, Por-
tugal, Austria, China, Germany, South Africa, Mexico, Turkey, Pakistan, and Chile.
In addition, there is an increasing focus on design methodology of SHIP plants based
on software simulation and experimental investigation. The design optimization and
performance assessment of SHIP plants are also analyzed based on design
methodology.

In this article, Sect. 14.2 illustrates the previous literature studies based on
country-specific prospects of SHIP plants, their industries, and industrial processes.
Section 14.3 will describe the key industrial processes which are utilizing solar
process heat, based on their country, industrial sector information, and solar collector
specifications. Section 14.4 will discuss the summary of the present condition of the
SHIP plants based on collector area, type of collectors, collector’s summary based on
industry type, and country-specific SHIP installation summary. Section 14.5 gives
the concluding remark.

14.2 Existing Studies on SHIP

There are several studies in the form of research papers, review papers, and scientific
reports which analyzed the potentiality of SHIP plants based on their location
(country), industry, or process/operation. Analyzing the SHIP plants database infor-
mation about operating SHIP plants in the world, the 12 most influential countries
for SHIP are India, Austria, Germany, the USA, Spain, China, South Africa, Mexico,
France, and Greece.

In India, the dominant industrial sectors that are utilizing SHIP are agriculture,
food, tobacco, textile, wearing apparel, leather, paper, chemical metals, electrical
equipment, and transport equipment. With the growing demand for renewable
energy resources, solar radiation in India has an average of around 250 clear
sunny days which created immense opportunities for using SHIP plants. However,
still many industrial sectors lack using solar process heat. According to the existing
literature, SHIP plants in India are in the area of food, paper, and dairy industries.
Palappanian described an energy network named Planters Energy Network (PEN),
that is an nongovernment organization (NGO) for drying processes using solar
process heat utilized for drying rubber, leaves, pulses, fish, or grains. These units
are operating in conjunction with conventional process heating systems [1]. Sharma
et al. conducted several review works based on the potential of SHIP in the paper and
dairy industries in India based on the SHIP plants design requirements like process
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heat, thermal energy, and solar collector design. They conducted a survey based on
the location of paper industries in India and their requirements [2–5]. Suresh et al.
developed a solar industrial process heating system integration methodology through
matching process heating requirements and solar collector technologies. They con-
sidered the dominant industries in India while addressing the economic and devel-
opmental parameters [6].

In Austria, the dominant industrial sectors are food, beverages, leather, chemical,
metals, and furniture. Austria developed and used solar collector systems in the building
and industrial processes from the last two decades. However, industrial sectors like
paper, electronics, wood, pulp, etc. are still in lack of attention which is also major
industrial sectors in Austria. Very few research works or reports are available based on
SHIP plants in Austria in the open literature. Kranzl et al. analyzed the overview of
prospects of renewable energy in Austria until 2030, especially in the upper region of
Austria [7].

For Germany, the economy is ruled by the industrial sectors utilizing SHIP plants like
agriculture, food, beverage, textiles, chemicals, and metals. SHIP plants used in Ger-
many are mostly low-temperature process heating systems while few are high-
temperature industrial processes. Lauterbach reviewed existing potential studies in the
field of solar process heat used in Germany with a focus on their industrial processes.
According to their research, there are 11 potential industrial sectors which hold solar
process heat integration feasibilities. The temperature range determined by their work in
100–200 degree Celsius (�C) through the comparison among theoretical and technical
feasibility studies [8]. Frey analyzed a textile factory which has solar industrial process
heating systems installed in it located in Germany and practically analyzed their design
parameters, system requirements, and optimized results [9].

In the United States, the vital industrial sectors which are operating in conjunction
with SHIP plants are agriculture, food, textiles, and beverages. Many industrial sectors
like chemical, metal, mining, and electrical equipment-based industries are still in the
lack of attention, where the potential for solar process heating systems integration exists.
Kurup et al. conducted several studies based on solar process heating system integration
focus in the United States of America. They were focused on five top industrial sectors,
while they conducted their research based on food industries and SHIP potential. They
worked through analyzing solar resources availability, energy requirements in industrial
processes, and temperature range of solar collectors [10, 11].

For Spain, the SHIP plants are operating in conjunction with agriculture, food,
textiles, wood, metals, and motor vehicle. However, Spain also has great potential to
integrate SHIP plants in the industrial sectors like pharmaceutical, chemical, and
automobile industries. Schweiger et al. conducted a review work based on solar process
heat integration potential of Spain and Portugal. They studied the recent developments
of medium temperature and high-temperature industrial collectors and processes and
gave an outline for future trend [12, 13]. Silva et al. studied the SHIP plants installed in
the food industries while prime attention is on parabolic-trough solar collectors [14–16].

In the Peoples Republic of China, the SHIP operated industrial sectors are
agriculture, food, beverage, textiles, chemicals, and leathers. The dominant indus-
tries in China are mining, ore processing, and automobiles; so undoubtedly, immense
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potential still exists for solar process heat integration in these industries: mining, ore
processing, and automobiles. Though the SHIP plants in operation are mostly
low-temperature and medium-temperature process heating application where mining
industries require not only low and medium temperature but also high-temperature
process heating systems. Sturm et al. analyzed different types of steam generation
systems while focusing on renewable energy integration based on their energy
requirements [17]. Liu et al. studied energy consumption in Chinese industrial
sectors through an economic input-output analysis based on 29 types of industries
[18]. Jia et al. studied SHIP plants installed in P.R. China based on their energy
consumption, SHIP integration, and solar collector technologies. They have also
analyzed 26 SHIP cases from 10 industrial sectors in China [19].

For South Africa, SHIP driven industrial sectors are mining, food, beverages,
machinery, and motor vehicles. However immense potential still exists to integrate
solar process heat in automobile and electronic equipment industries which are
identified as major industries in South Africa. The existing SHIP plants in
South Africa are mostly low-temperature process heat applications, while medium
and high-temperature process heating systems are also in operation due to the huge
availability of solar resources. There are few research works based on SHIP plants in
South Africa. Brent et al. studied concentrating on solar water heating systems to
identify the potential for South Africa [20]. Joubert et al. analyzed 89 large-scale solar
thermal systems in South Africa based on their industries sectors, economics, and
application areas [21]. Uhlig et al. analyzed the potentialities of high-temperature solar
process heat applications based on concentrating solar thermal technologies [22].

In Mexico, solar process heat is used mostly in the agriculture and food industries.
Mexico has a good number of solar industrial process heating systems in operation
while mostly they are low and medium temperature solar thermal systems. Only a
few research works exist which analyzed the potentiality of SHIP plants in Mexico.
Ramos et al. studied parabolic-trough solar collector technologies to be considered
for the textile and food industries of Mexico [23].

In France, the food, beverage, and metal industries are utilizing solar process heat.
However, no significant research works or review studies have been reported which
have analyzed the potential of SHIP plants located in France.

In Greece, SHIP plants are operating in the industrial sectors like food, beverage,
textiles, pharmaceuticals, and leather industries. There are a few studies regarding
the SHIP potentiality analysis in respect of Greece. Karagiorgas et al. studied solar
thermal systems and compared with conventional thermal systems based on their
energy equivalency [24].

14.3 Industrial Processes with SHIP

This subsection will elaborate on the major industrial processes which are already
integrated with SHIP plants throughout the world. The subsections are organized
based on the industries processes with operating SHIP plants information. The
processes are cleaning, drying, pasteurization, general process heating, cooking,
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cooling processes, surface treatment, and other processes (evaporation, blanching,
sterilization, heating of production hall, cooling of production hall, melting, extrac-
tion, bleaching, painting, and retaining [25, 26]). Among the 303 SHIP plants
information collected in the SHIP plants database, 237 plants are in operating in
the abovementioned industrial processes. Rest of the 66 SHIP plants are operating
with other process heating conditions which are excluded from this study. Most of
the SHIP plants with widely integrated industrial processes are currently under
consideration. In these subsections, the tables describe the name of the SHIP plants,
industry information, country, solar collector specifications, and installed thermal
power requirements. Plants information are placed alphabetically, irrespective of
their design specifications and capacity.

14.3.1 Cleaning Process with SHIP

For the industrial cleaning processes, 61 plants are reported to date according to the
SHIP plants database information, while the industries are food, beverage, meat, textile,
mining, dairy, fish, transport, chemical, and manufacturing. The dominant industrial
sector is the food industries where 30 SHIP plants are operating with the solar-driven
cleaning process. Countries which are utilizing solar process heat for industrial cleaning
operations are Israel, Greece, the United States of America, South Africa, Mexico,
France, Germany, India, Austria, Portugal, Canada, Spain, and Saudi Arabia. The
leading countries are Austria (9 plants), Germany (6 plants), Greece (5 plants), Mexico
(11 plants), South Africa (6 plants), and United States (5 plants). Among these plants,
45 plants are operating with flat-plate solar collector technologies where mostly are
low-temperature industrial processes. The other types of solar collectors are parabolic
trough collector and evacuated tube collectors. The highest capacity SHIP plant with
solar cleaning operation is Prestige Food located in the United States, where the average
solar collector area is 7804 m2, installed thermal power is 5462.8 kWh, and storage
volume is 946 m3. Table 14.1 showed the SHIP plants summary based on solar driven
industrial cleaning operations and their key details.

14.3.2 Drying Process with SHIP

For the industrial drying processes, 33 plants are reported to date according to the
SHIP plants database information, while the industries are agriculture, textile,
furniture, food, transportation, tobacco, mineral, rubber, beverage, paper, and
metal. The dominant industrial sector is the food industries where 10 SHIP plants
are operating with the solar-driven drying process. Countries which are utilizing
solar process heat for industrial cleaning operations are India, the United States,
Romania, Mexico, Austria, Germany, Costa Rica, Panama, China, Argentina,
Thailand, Indonesia, Canada, Spain, and Portugal. The leading countries are the
United States of America (8 plants), Germany (3 plants), Austria (3 plants), Mexico
(3 plants), and India (4 plants). Among these plants, 18 plants are operating with air
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collector technologies where mostly are low-temperature industrial processes. The
other types of solar collectors are a flat-plate collector and evacuated-tube collectors.
The highest capacity SHIP plant with solar drying operation is Habau-concrete
component production located in Austria, where the average solar collector area is
1500 m2, installed thermal power is 1050 kWh, and storage volume is 80 m3.
Another similar one is Parc Solaire Alain Lemaire located in Canada, where the
average solar collector area is 1490 m2 and installed thermal power is 800 kWh.
Table 14.2 showed the SHIP plants summary based on solar driven industrial drying
operations and their key details.

14.3.3 Pasteurization with SHIP

For the industrial pasteurization processes, 16 plants are reported to date according to the
SHIP plants database information, while the industries are dairy, beverage, and
manufacturing industries. The dominant industrial sector is the dairy industries where
11 SHIP plants are operating with solar-driven pasteurization process. Countries which
are utilizing solar process heat for industrial pasteurization operations are India, Mexico,
Morocco, Czech Republic, and Austria. The leading countries are Mexico (9 plants) and
India (4 plants). Among these plants, ten plants are operating with parabolic-trough solar
collector technologies where mostly are low-temperature industrial processes. The other
types of solar collectors are flat-plate collector and multiple collectors. The highest
capacity SHIP plant with solar pasteurization operation is Solar Pasteurization (Lechera
Guadalajara Sello Rojo) located in Mexico, where the average solar collector area is
1641.25 m2, installed thermal power is 240 kWh, and storage volume is 50 m3. Another
similar one is Nestle Dairy Plant Lagos De Moreno located in Mexico, where the
average solar collector area is 1327.59 m2 and installed thermal power is 137 kWh, the
storage volume is 5 m3. Milma dairy located in India have installed collector area of
about 1440 m2 and installed thermal power is 1008 kWh, the storage volume is 60 m3.
Table 14.3 showed the SHIP plants summary based on solar driven industrial pasteur-
ization operations and their key details.

14.3.4 General Process Heating with SHIP

For the general process heating operations, 56 plants are reported to date according to
the SHIP plants database information, while the industries are metal, manufacturing,
dairy, food, chemical, agriculture, pharmaceutical, beverage, transport, mining, animal,
textile, vegetable, etc. The dominant industrial sector is the food industries where
23 SHIP plants are operating with solar-driven general process heating operations.
Countries which are utilizing solar process heat for general process heating Germany,
Mexico, Greece, Spain, Ukraine, Chile, Egypt, Switzerland, India, Netherlands, Jordan,
and Portugal. The leading countries are Mexico (30 plants), Spain (4 plants), and India
(5 plants). These plants are operating with parabolic-trough solar collector technologies
or flat-plate solar collector technologies, where most are low-temperature industrial
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Table 14.2 Summary of the SHIP-operated industrial drying processes [27]

Plant name Country Industry

Collector
technology
(temperature
range)

Installed
collector
area
(gross), m2

Installed
thermal
power
(actual),
kWth

Storage
volume, m3

AMR Dal
mill

India Agriculture Air collector
(65~75)

230 161

Acme
McCrary

USA Textile FPC 743 520.1 1

Aroma Plant
Romania

Romania Agriculture Air collector 80 56 1

CIATEQ Mexico Professional FPC (60~90) 80 56 4

Carpentry
Hamminger

Austria Furniture FPC (~60) 88 61.6 14

Carriers &
Sons

USA Food Air collector
(~43)

300 210 1

Cologne
Transit
Authority
(Kölner
VKB)

Germany Transportation ETC 237 165.9 25.2

Coopeldos Costa
Rica

Food Air collector
(40~45)

860 602 1

Duran
Coffee

Panama Food Air collector
(40~45)

900 630 1

FengLi Fruit
Drying

China Food Air collector
(50~70)

55.7 38.99 1

Grammer
Solar
Argentinia

Argentina Tobacco Air collector 737 515.9 1

Habau -
Concrete
Component
Production

Austria Mineral FPC (16~25) 1500 1050 80

Hofigal S.A. Romania Agriculture Air collector 60 42 1

Inter Rubber
Latex
Co. Ltd.

Thailand Rubber Air collector 80 56 1

Kaveri Agri-
Care Pvt.
Ltd.

India Food Air collector
(~105)

414 289.8 1

Keyawa
Orchards

USA Food Air collector
(~43)

864 604.8 1

Kreher’s
Poultry
Farms

USA Food Air collector
(~43)

50.4 35.28 1

Krimmer Germany Agriculture FPC (~35) 150 105 42

(continued)
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Table 14.2 (continued)

Plant name Country Industry

Collector
technology
(temperature
range)

Installed
collector
area
(gross), m2

Installed
thermal
power
(actual),
kWth

Storage
volume, m3

Lackiererei
Vogel

Germany Repair ETC 43 30.1 3

Leitl Beton
GmbH

Austria Mineral FPC 315 220.5 36

Malabar Tea
Drying

Indonesia Food Air collector
(~35)

600 420 1

Neumarkter
Lammsbräu

Germany Beverage Air collector
(~60)

72.5 50.75 1

PSG
Hospital
Laundry

India Human health PTC (~150) 50 35

Parc
Solaire
Alain
Lemaire

Canada Paper PTC
(120~140)

1490 800

Pincasa Spain Metal Various ETC
(~180)

180 26

Rockland
County

USA Waste Air collector 743 520.1 1

Silampos,
S. A.

Portugal Metal PTC
(50~160)

450 67

Surprise
Ship for
sewage
sludge
drying

USA Waste PTC
(90~100)

151 98

Sonoma
County
Herb
Exchange

USA Agriculture Air collector 10 7 1

Sunsweet
Dryers

USA Food Air collector 110 77 1

Ultramarine
Pigments

India Chemical Other (~140) 570 399

Zacatecas
Termosolar
Drying
Plant – Air
Collectors

Mexico Agriculture Air collector
(55~120)

120 84

Zacatecas
Termosolar
Drying
Plant – Flate
Plate

Mexico Agriculture FPC (70~85) 125 87 12
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processes. The other types of solar collectors are an unglazed collector or air collectors.
The highest capacity SHIP plant with general process heating operation is Codelco
Gabriela Mistral located in Chile, where the average solar collector area is 39,300 m2,
installed thermal power is 27,510 kWh, and storage volume is 4300 m3. Table 14.4

Table 14.3 Summary of the SHIP-operated industrial pasteurization processes [27]

Plant name Country Industry

Collector
technology
(temperature
range)

Installed
collector
area
(gross), m2

Installed
thermal
power
(actual),
kWth

Storage
volume, m3

B.G. Chitale India Dairy Various 320 224

Bevco, S. de
R.L. de C.V.

Mexico Beverage PTC (20~90) 33.43 15.05 2.5

COPAG
(rooftop)

Morocco Dairy PTC (80~90) 110 61

Casa Cuervo S.
A de C.V.

Mexico Beverage PTC (30~90) 577.13 123.55 9.6

Cider house
Hostetin

Czech
Republic

Beverage FPC 36 25.2 9

Durango Dairy
Company
(Productos
Lácteos
COVBARS)

Mexico Dairy PTC (80~90) 265.68 46.2 7

HP Dairy State India Dairy FPC 120 84 6

Indian Institute
of Horticulture

India Manufacturing Various 42 29.4

Krispl Fruit
Juice

Austria Manufacturing FPC (~80) 112 78.4 20

Lácteos Mojica Mexico Dairy PTC (20~95) 132 59.88 4.5

Milma dairy India Dairy FPC 1440 1008 60

Nestle Dairy
Plant Chapa De
Corzo

Mexico Dairy PTC (~90) 460 126 5

Nestle Dairy
Plant Lagos De
Moreno

Mexico Dairy PTC (~90) 1327.59 137 5

Quesera
Lacteos Ticoy,
S.A. de C.V

Mexico Dairy PTC (~90) 250 42 6

Quesos La
Doñita

Mexico Dairy PTC 66 22.2 1.5

Solar
Pasteurization
(Lechera
Guadalajara
Sello Rojo)

Mexico Dairy PTC (~85) 1641.25 240 50
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Table 14.4 Summary of the SHIP operated general process heating operations [27]

Plant name Country Industry

Collector
technology
(temperature
range)

Installed
collector
area
(gross), m2

Installed
thermal
power
(actual),
kWth

Storage
volume, m3

Alanod Solar Germany Metal PTC (~143) 108 75.6

Alimentos y
Productos para
Ganado Lechero

Mexico Manufacturing PTC (~60) 1031.25 179.85 24.4

Alpino S.A. Greece Dairy FPC (20~70) 740 518 25

Autolavados
Carte S.A.

Spain Other FPC (40~70) 138 96.6 12

Barcel Mexico Food FPC (60~70) 172 120 12
BASF Mexico Mexico Chemical FPC (60~70) 30 21 1.5

Bermejillo
Chapin

Mexico Agriculture FPC (60~75) 200 140 9

Biotecnología
Mexicana de
Microalgas
S.A. de C.V.

Mexico Pharmaceutical PTC (55~75) 110 31.67 10

Brewery Radoy Ukraine Beverage FPC 216 151.2 15
COFICAB Mexico Transport FPC (60~90) 25 17.5 2

Codelco
Gabriela
Mistral

Chile Mining FPC 39,300 27,510 4300

El NASR
Pharamaceutical

Egypt Pharmaceutical PTC 1900 1330

Emmi Dairy
Saignelégier

Switzerland Dairy PTC 627 360 15

Frito Lay USA Food PTC 5068 3547.6 1

Futtermittel
Fixkraft

Austria Animal FPC 324 226.8 6

Gamesa-Quaker
Pepsico Mexico

Mexico Food FPC (60~70) 64 45 4

Gatorade Mexico Mexico Beverage FPC (60~70) 56 39 3

General Electric
Queretaro

Mexico Manufacturing FPC (60~90) 24 16.8 2

Glaxo
Smithkline
Mexico

Mexico Pharmaceutical FPC (70~80) 360 252 25

Grupo BIMBO Mexico Food FPC (60~80) 232 162 15

Guetermann
Polygal

Mexico Textile FPC (55~85) 450 315 20

Gatorade USA Beverage FPC (~35) 4221 2954.7 114
Grammer Solar
Vietnam

Vietnam Textile Air collector 480 336 1

IER UNAM Mexico FPC (70~95) 75 52.5

ITEC Culiacan Mexico FPC
(75~110)

60 42

India Tobacco
Division

India Tobacco Various 900 220

(continued)
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Table 14.4 (continued)

Plant name Country Industry

Collector
technology
(temperature
range)

Installed
collector
area
(gross), m2

Installed
thermal
power
(actual),
kWth

Storage
volume, m3

Industria
Alimnetaria
Alcoyana

Spain Food FPC
(40~130)

151 105.7 12

KOF Mixcoac Mexico Beverage FPC (50~70) 125 87.5 10
KOF Tlanepantla Mexico Beverage FPC (50~75) 45 31.5 2.5

Körner KvK Austria Metal FPC (~80) 86 60.2 10

L’oreal Mexico Mexico Pharmaceutical FPC (55~75) 154 107 8
Lavin Industries Mexico Pharmaceutical FPC (60~75) 525 367 20

Liomont
Laboratories

Mexico Pharmaceutical FPC (60~80) 75 52.5 4

Laguna Germany FPC (20~90) 57 39.9 3.3

Lesa Dairy Switzerland Dairy PTC 115 67 0.01

Marinela CDMX Mexico Food FPC (60~70) 164 114 9
Mexlub Mexico Chemical FPC (60~75) 50 35 3

Minera El Rob
Peñoles

Mexico Mining FPC (60~80) 330 231 15

Matatlan Dairy Mexico Dairy PTC 64 46.2 2.5
Metadero
Montesierra

Spain Food FPC (50~60) 79 55.3 5

Nestle Chiapas Mexico Food FPC (~90) 650 455 25
Nestle. Toluca Mexico Food Unglazed

(~37)
3700 2590 500

Peñoles
Totolapan I

Mexico Mining FPC (60~70) 60 42 3

Peñoles
Totolapan II

Mexico Mining FPC (65~75) 160 112 8

Peñoles
Totolapan III

Mexico Mining FPC (65~85) 45 31.5 3

Panchmahal
Dairy

India Dairy FPC 472 330.4 20

Perfetti van
Melle

Netherlands Dairy FPC 2400 1680 95

RAM Pharma Jordan Pharmaceutical Fresnel
(160~165)

550 222 2

SANA
Internacional

Mexico Food FPC (55~75) 240 168 7.5

Salem District
Cooperative
Milk Producers
Union

India Dairy Various
(~95)

338 236.6

Simoa S.A. Portugal Food FPC (~30) 670 469

Stapleton-Spence
Fruit Packing Co.

USA Vegetable Unglazed 2637 1845.9 50

Synthokem Labs India Pharmaceutical ETC 288 201.6 10
TE-PE S.A. Spain Food FPC

(40~130)
260 182 20

(continued)
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showed the SHIP plants summary based on solar driven industrial pasteurization
operations and their key details.

14.3.5 Cooking with SHIP

For the solar cooking operations, 13 plants are reported to date according to the
SHIP plants database information, while the industries are food, meat,
manufacturing, and vegetables. The dominant industrial sector is the food indus-
tries where 7 SHIP plants are operating with solar-driven cooking operations.
Countries which are utilizing solar process heat for industrial cooking are Mex-
ico, India, Austria, and Spain. The leading country is Mexico (10 plants). These
plants are operating with parabolic-trough solar collector technologies or flat-
plate solar collector technologies, where most are low-temperature industrial
processes. The other types of solar collectors are a combination of different
type of solar collectors. The highest capacity SHIP plant for solar cooking
operation is Procesadora de Alimentos Integrales-Paisa located in Mexico,
where the average solar collector area is 577.13 m2, installed thermal power is
116.12 kWh, and storage volume is 3 m3. Table 14.5 showed the SHIP plants
summary based on solar driven cooking operations and their key details.

14.3.6 Cooling Processes with SHIP

F0or the solar cooling operations, 12 plants are reported to date according to the
SHIP plants database information, while the industries are food, construction,
beverage, manufacturing, and so on. The dominant industrial sector is the
manufacturing industries where three SHIP plants are operating with solar-driven
cooling operations. Countries which are utilizing solar are United Arab Emerits
(UAE), South Africa, Germany, Tunisia, and Spain. The leading country is UAE
(2 plants) and Germany (2 plants). These plants are operating with Fresnel
collector technologies, where most are low-temperature industrial processes.
The other types of solar collectors are a parabolic-trough collector, flat-plate
collector, or a combination of different type of solar collectors. The highest

Table 14.4 (continued)

Plant name Country Industry

Collector
technology
(temperature
range)

Installed
collector
area
(gross), m2

Installed
thermal
power
(actual),
kWth

Storage
volume, m3

Tapi Foods India Vegetable Various 93 65.1

Unison Mexico Education Various
(50~70)

254 177.8
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capacity SHIP plant for solar cooling operation is the Fédération Internationale
de Football Association (FIFA, Soccer) World Cup Solar Cooled Demonstration
Stadium located in Qatar, where the average solar collector area is 2000 m2,
installed thermal power is 790 kWh, and storage volume is 40 m3. Table 14.6
showed the SHIP plants summary based on solar driven cooling operations and
their key details.

Table 14.5 Summary of the SHIP operated solar cooking operations [27]

Plant name Country Industry

Collector
technology
(temperature
range)

Installed
collector
area
(gross), m2

Installed
thermal
power
(actual),
kWth

Storage
volume, m3

Agriculture
University
Tamil Nadu

India Food Various 250 175

Barcel S.A DE
C.V.

Mexico Food PTC
(35~164)

529.2 77.9 0.15

Conservas del
Norte S.A de
C.V.

Mexico Food PTC (25~95) 660 104.81 9

Fleischwaren
Berger

Austria Meat FPC (30~95) 1067 746.9 60

Grupo Mirasol
de Occidente
SA de CV

Mexico Meat PTC (21~95) 396 64.83 5

Grupo Mosa la
Luz SA de CV

Mexico Food PTC
(55~110)

693 92.61 9.6

IMATEC
Tortilla Dough
Factory

Mexico Manufacturing FPC (65~85) 125 87.5 5

INDUSTRIA
MAIZ

Mexico Food FPC (65~80) 72 50.4 3.5

INDUSTRIAS
CRICOTL

Mexico Food FPC
(55~85)

72 50 3

Nutrición
Marina

Mexico Manufacturing PTC 310 97.2 7.5

Papes Safor
S.L.

Spain Vegetable PTC
(200~250)

175 134

Procesadora
de Alimentos
Integrales –
PAISA

Mexico Manufacturing PTC (~95) 577.13 116.02 3

San Pablo Villa
Tortilla Dough
Factory

Mexico Food FPC (70~85) 70 49 5
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14.3.7 Surface Treatment with SHIP

For the solar driven surface treatment operations, 11 plants are reported to date
according to the SHIP plants database information, while the industries are a
computer, vehicle, machinery, metal, and manufacturing. The dominant industrial
sector is the metal-based industries where five SHIP plants are operating with solar-
driven surface treatment operations. Countries which are utilizing solar process heat
for industrial cooling are Sweden, Spain, Austria, Germany, Mexico, India, and
Switzerland. The leading country is Mexico (2 plants), Spain (2 plants), and India
(2 plants). These plants are operating with flat-plate collector technologies, where
most are low-temperature industrial processes. The other types of solar collectors are

Table 14.6 Summary of the SHIP operated solar cooling operations [27]

Plant name Country Industry

Collector
technology
(temperature
range)

Installed
collector
area
(gross), m2

Installed
thermal
power
(actual),
kWth

Storage
volume, m3

Bergamo Italy Manufacturing Fresnel 183 74
Canels S.A. de
C.V.

Mexico Food PTC (25~80) 577.13 118 2

FIFA world
cup solar
cooled
demonstration
stadium

Qatar Construction Fresnel
(7~15)

2000 790 40

GICB Wine
Cellars

France Beverage ETC (70~90) 216.2 151 1

Gerhard Rauch
Ges.mbH

Austria Metal
Manufacturing

FPC 264 184.8 12

Masdar City
Solar Field

UAE Other Other
(180~165)

44 21 16

Masdar
Demonstration
Project

UAE Other Fresnel 185 74

Solar cooling
for the data
center

South Africa Information Fresnel
(6~32)

678 272 42

Solar cooling
for stainless
steel pipe
industry

Germany Metal
Manufacturing

Fresnel
(7~12)

678 272

Solar
refrigeration in
the food
industry

Germany Fresnel
(�5~ � 10)

123 49

University of
Sevilla

Spain Education Fresnel
(7~15)

493 198

Winery
Grombalia

Tunisia Beverage Fresnel
(�10~7)

132 49.5 1
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a parabolic-trough collector or evacuated-tube solar collectors. The highest capacity
SHIP plant for solar driven surface treatment operation is Nissan Avila located in
Spain, where the average solar collector area is 530 m2, installed thermal power is
370 kWh, and storage volume is 40 m3. Table 14.7 showed the SHIP plants summary
based on solar operated surface treatment processes and their key details.

14.3.8 Other Processes with SHIP

The other type of industrial processes which have few plants already in operation
is evaporation, blanching, sterilization, heating, and cooling of production hall,
melting, extraction, bleaching, painting, and retaining. In the case of the solar-
operated evaporation process, the industries are a beverage, water supply, and
chemical industries which are in Mexico, the United States, and China. For the
evaporation process, heat is supplied through parabolic-trough solar collector
technologies. The highest capacity SHIP plant integrated with evaporation pro-
cess is the Solar steam boiler for Procter & Gamble (Tianjin) located in China
with the installed collector area 4600 m2 and installed thermal power is

Table 14.7 Summary of the SHIP operated solar driven surface treatment operations [27]

Plant name Country Industry

Collector
technology
(temperature
range)

Installed
collector
area
(gross),
m2

Installed
thermal
power
(actual),
kWth

Storage
volume,
m3

Bomans
Lackering

Sweden Computer PTC (~160) 100 40

FASA
Valladolid

Spain Vehicle FPC (~50) 243.6 170.52 15

Hoval
Marchtrenk

Austria Machinery FPC 202 141.4 6

Hustert
Galvanic

Germany Metal ETC (~80) 221 154.7

Industrias
MOSO

Mexico Manufacturing FPC (60~80) 110 77 5

Industrias
Verona
Galvanoplasty

Mexico Metal FPC (70~85) 64 44 3.5

Julius Blum Austria Metal ETC (85~60) 460 322 8

Kangaroo
India Limited

India Metal FPC 506 354.2 65

Nissan Avila Spain Vehicle FPC 530 370 40

SKF
Technologies
Mysore

India Metal PTC 400 72 95

Zehnder
Group AG

Switzerland Machinery ETC 395.2 276.64
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1050 kWh. For the blanching process, the only SHIP plant is operating at
Malaysia named Poultry Processing Malaysia PPNJ which is a meat factory
with installed collector area 181.35 m2, installed thermal power is 163.2 kWh,
and storage volume is 8 m3. Solar process heat is used for the sterilization process
in two plants located in Switzerland and China for food and dairy industries built
on the parabolic-trough collector and evacuated-tube collector. The largest one is
Cremo SA in Switzerland with installed collector area 581 m2, installed thermal
power is 330 kWh. Among the three operating SHIP plants for heating of
production hall, the largest one is Lhasa vegetable greenhouse located in China
with installed collector area 2150 m2 and installed thermal power 440 kWh. For
the cooling of production hall, two SHIP plants are in operation from which the
larger one is Sarantis S.A. located in Greece with installed collector area
2700 m2, installed thermal power 1890 kWh, and storage volume is 66 m3. For
the solar melting operation, the only SHIP plant is in Switzerland named Colar
Yverdon-Les-Bains, with installed collector area 197 m2, installed thermal power
96 kWh, and storage volume is 90 m3. For the extraction process, there are five
SHIP plants in metal, food, and mining industries of which Hellenic copper mine
in Cyprus is the highest capacity SHIP plant using solar driven extraction
process. The installed collector area is 760 m2, installed thermal power
532 kWh, and storage volume is 100 m3. In case of the bleaching operation,
there are five operating SHIP plants in apparel and textile industries located in
India, P.R. China, Greece, and Vietnam of which the largest one is on China
named Daly textile with installed collector area 13,000 m2, installed thermal
power 9000 kWh, and storage volume is 900 m3.

Similarly, five SHIP plants are operating with solar driven painting operation
of chemical, vehicle, textile, and machinery industries located in South Africa,
Spain, Germany, and India. The largest one is Wheels India with installed
collector area 1365 m2 and installed thermal power 955.5 kWh. For the retaining
operation, eight SHIP plants are operating in the leather industries of Thailand,
Austria, P.R. China, India, Kenya, Vietnam, and Greece. The largest one is
Atutthaya tannery located in Thailand with installed collector area 1890 m2,
installed thermal power 1323 kWh, and storage volume 80 m3. Table 14.8
showed the SHIP plants summary based on different types of solar-operating
processes and their key details.

14.4 SHIP Plants in the World

According to the SHIP plants database, there are 12 countries which have many
successfully installed and operated solar-driven industrial process heating plants for
different types of industrial operations. So far, 303 SHIP plants have been reported
throughout the world. The country-wise scenario for the highest number of installed
SHIP plant statistics is presented below to identify the leading countries in this field.
Table 14.9 describes the country-based statistics for installed and operating SHIP
plants information. According to the results presented in Table 14.9.
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According to the analysis results presented in Tables 14.1, 14.2, 14.3, 14.4, 14.5,
14.6, 14.7, and 14.8, SHIP plants vary among them based on process temperature
requirements, installed gross area, number of systems, installed capacity, and size
categories. Fig. 14.1 describes the brief relationship among these parameters in terms
of installed SHIP plants by March 2018 [28]. According to the results presented
here, SHIP plants with gross solar collector size above 30,000 m2 is 125 MWth

valued 250,000 m2 while for SHIP plants of solar collector size from 1000 to
30,000 m2 is 54 MWth valued 100,000 m2

. Hence, SHIP plants with gross solar
collector size from 500 to 1000 m2 are 16 MWth valued around 250,000 m2

. SHIP
plants with gross solar collector size above from 100 to 500 m2 is 17 MWth valued
50,000 m2

. SHIP plants with gross solar collector size below 100 m2 are 2 MWth

valued below 50,000 m2
. The installed capacity is largest for the first category of

collectors with gross size above 30,000 m2
.

Figure 14.2 describes the installed collector area, number of systems, and
installed capacity of the SHIP plants based on the type of solar collectors or their
combinations. The chart represents seven types of solar collectors: flat-plate collec-
tor, parabolic-trough collector, evacuated-tube collector, other or various collector,
air collector, unglazed collector, and Fresnel collector. According to the SHIP plants
database information and International Energy Agency (IEA) Solar heating &
Cooling Programme (SHC) Task 49, there are around 124 plants with the flat-plate
collector of installed collector area around 100,000 m2, and installed capacity
71 MWth. Forty-nine SHIP plants with parabolic-trough collector with installed
collector area around 250,000 m2 and installed capacity 111 MWth. Forty-six
SHIP plants are operating with evacuated-tube collector with installed collector

Table 14.9 Country-based analysis of SHIP plants [27]

Country
name

Number of
SHIP plants Industrial sectors using SHIP

Mexico 80 Agriculture, mining, food, tobacco, textile, wearing apparel,
leather, paper, chemical, metals, electrical equipment,
transport equipment

India 46 Agriculture, food, tobacco, textile, wearing apparel, leather,
paper, chemical, metals, electrical equipment, transport
equipment

Austria 27 Food, beverages, leather, chemicals, metals, furniture

Germany 26 Agriculture, food, beverages, textiles, chemicals, metals

United
States

19 Agriculture, food, beverages, textiles,

Spain 16 Agriculture, food, textiles, wood, metals, motor vehicle

China 12 Agriculture, food, beverages, textiles, chemicals, leather

South Africa 10 Mining, food, beverages, machinery, motor vehicles

Greece 10 Food, beverages, textiles, Pharmaceuticals, leather

Switzerland 6 Construction, dairy, machinery

France 4 Food and beverages, metals

Israel 4 Food, accommodation, and others
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area around 50,000 m2 and installed capacity 18 MWth. Twenty-eight SHIP plants
have a combination of different type collectors while installing collector area is
around 10,000 m2 with installed capacity 4 MWth. Similarly, 20 SHIP plants have air
collectors with installed collector area around 10,000 m2 and installed capacity
4 MWth. For the unglazed and Fresnel collectors, these statistics are very low.

Figure 14.3 describes the SHIP plants design specifications based on their
respective industrial sector. The diagram is subdivided into ten segments based

Fig. 14.1 Global SHIP plants in operation based on capacity and collector area [28]

Fig. 14.2 Global SHIP plants in operation based on collector type [28]
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on the industrial sector: food, other sectors, beverage, textile, chemical, other
producing industries, metal processing, mining, agriculture, machinery, and
automotive. The food industry has 104 systems with installed collector area
above 50,000 m2 and installed capacity 33 MWth. The other sectors have 31 sys-
tems with installed collector area above 10,000 m2 and installed capacity
3 MWth. The beverage industry has 28 systems with installed collector area
above 20,000 m2 and installed capacity 66 MWth. The textile industry has
23 systems with installed collector area above 40,000 m2 and installed capacity
22 MWth. The chemical sector has 17 systems with installed collector area above
20,000 m2. The other producing sectors have 16 systems with installed collector
area above 15,000 m2 and installed capacity 5 MWth. The metal processing
sectors have 15 systems with installed collector area above 5000 m2 and installed
capacity 1 MWth. The mining sectors have 14 systems with installed collector
area around 250,000 m2 and installed capacity 131 MWth. The agriculture
industry has 12 systems with installed collector area around 5000 m2 and
installed capacity 2 MWth. Similarly, the machinery and automotive industry
have installed capacity 2 MWth. and installed collector area 5000 m2 while the
number of the system is 11.

Figure 14.4 describes the installed gross collector area, number of systems, and
installed capacity of the SHIP plants installed in the world based on their country-
specific locations. The chart represents 17 countries which use solar process heat
for industrial use. According to the results presented here, the leading SHIP
operated countries are Mexico, India, Austria, Germany, the USA, Spain, China,
Greece, South Africa, and Chile. Only the SHIP plants with the gross area above
1000 m2 and installed capacity above 0.7 is considered here for analysis.

Fig. 14.3 Global SHIP plants in operation based on industrial area [28]
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In Mexico, the number of SHIP plants is 65, installed area around 23,000 m2, and
installed capacity 14 MWth. In the case of India, the number of SHIP plants is
46, installed area around 19,000 m2, and installed capacity 10 MWth. In Austria, the
number of SHIP plants is 26, installed area around 8000 m2, and installed capacity
5 MWth. In Germany, the number of SHIP plants is 23, installed area around
5000 m2, and installed capacity 2 MWth. In the USA, the number of SHIP plants
is 18, installed area around 25,000 m2, and installed capacity 16 MWth. In Spain, the
number of SHIP plants is 14, installed area around 5000 m2, and installed capacity
3 MWth.

In China, the number of SHIP plants is 22, installed area around 48,000 m2, and
installed capacity 12 MWth. In Greece, the number of SHIP plants is 10, installed
area around 8000 m2, and installed capacity 4 MWth. In South Africa, the number of
SHIP plants is 9, installed area around 3000 m2, and installed capacity 1 MWth. In
Chile, the number of SHIP plants is 25, installed area around 40,000 m2, and
installed capacity 2 MWth.

Table 14.10 describes the solar collector-related information and a carbon dioxide
(CO2) reduction of the leading countries with operating SHIP plants in the current
world in their order of installed SHIP plants in operation. The parameters presented
here are total collector area in m2, total capacity in MWth, collector yield in GWh/a,
and CO2 reduction in tCO2e/a. According to the statistics presented here, China has
the largest installed solar collector area of 413,600,000 m2, total capacity 289,520
MWth, collector yield 231,838 GWh/a, and CO2 reduction 80,435,787 tones of
carbon dioxide equilivalence per annum [tCO2e/a]. The second position goes to
United States with installed solar collector area of 24,279,331 m2, total capacity
16,996 MWth., collector yield 10,925 GWh/a, and CO2 reduction 3,790,555 tCO2e/a.
Next comes Germany with installed solar collector area of 18,256,700 m2, total

Fig. 14.4 Global SHIP plants in operation based on the country [28]
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capacity 12,780 MWth., collector yield 7434 GWh/a, and CO2 reduction 2,579,104
tCO2e/a. At next consequentially comes India, Austria, Greece, Spain, Mexico,
South Africa, and Switzerland. Though, according to these statistics, the position
of Mexico is far lags China, United States, India, and Germany, Mexico is the
leading country in the world with the largest number of installed SHIP plants in
operation

14.5 Conclusion

This book chapter studies the present condition of the installed SHIP plants based on
their industrial processes under consideration, country-based location, and solar
collector specifications. This chapter also studied the present condition of solar
collector installation in the leading SHIP-operated countries and their CO2 reduction
scenario. Furthermore, this chapter presented the industrial sectors with the poten-
tiality of SHIP integration in the leading countries. Further research should be carried
out in those countries where SHIP integration in the industrial processes has not been
started yet. In addition, identification of the low-temperature processes is required to
extend the scope of SHIP integration in the world.
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Acronyms
FPC Flat-plate collector
PTC Parabolic-trough collector
ETC Evacuated-tube collector
SHIP Solar heat for industrial processes

Table 14.10 SHIP plant design parameters in the leading countries

Country
name

Total collector
area [m2] [28]

Total capacity
[MWth] [28]

Collector yield
[GWh/a] [28]

CO2 reduction
[tCO2e/a] [28]

Mexico 2,817,077 1972 1612 559,127

India 7,451,900 5216 6435 2,232,502

Austria 5,161,798 3613 2087 724,070

Germany 18,256,700 12,780 7434 2,579,104

United
States

24,279,331 16,996 10,925 3,790,555

Spain 3,450,433 2415 2409 835,901

China 413,600,000 289,520 231,838 80,435,787

South Africa 1,650,050 1155 1178 408,709

Greece 4,286,300 3000 2986 1,035,865

Switzerland 1,484,640 1039 586 203,423
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Abstract
In this chapter, desalinated water quality analyses from various solar stills are
examined. Many authors have performed experiments in solar stills along with
the testing of physical and chemical water quality examinations for feed water
and desalinated water. This was performed on different types of feed water,
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namely, ocean water, bore well water, water from lakes, tap water, and synthetic
water from the laboratory are investigated. This research is important to under-
stand solar still performance for a variety of different water types. Based on the
investigation, the potential of hydrogen (pH) and total dissolved solids (TDS)
value (before and after treatment) of the synthetic water, brackish water, ground-
water, lake water, and seawater are improved and is compliant with WHO-2017
and BIS-2010 water quality standards. Water quality results of dissolved macro
minerals (before and after treatment) in the water are discussed and useful
conclusions are drawn.

Abbreviations
AT After treatment
BIS Bureau of Indian Standards
BT Before treatment
DSSS Double slope solar still
EC Electrical conductivity, μS/cm
ETU Ethylene thiourea unit
NTU Nephelometric turbidity unit
PCM Phase change material
SSSS Single slope solar still
TCU True color units
TDS Total dissolved solids, ppm
The EPA United States Environmental Protection Agency
TWAD Tamilnadu Water Supply and Drainage
WHO World Health Organization

15.1 Introduction

Water is the most crucial fluid on Earth; survival without water is impossible. Water
is the source of life on Earth since it is required for biological processes. Because of
its abundant presence and physical and chemical characteristics, water has a stabi-
lizing effect on interplanetary and earthly processes. Civilizations typically start near
water. Many people in India store water in copper vessels for drinking purposes.
Recently, researchers from the Indian Institute of Science (IISC), Bangalore, have
developed a water filter with copper to make drinking water safe. They proposed that
the water stored in the copper coated vessels for 16 h killed pathogenic bacteria such
as Escherichia coli (E. coli) and Vibrio cholerae. This is because of the anti-bacterial
property of the copper [23].

Researchers have enhanced fresh water production in different ways, including
solar stills with dye in the basin [26, 72], wick on the basin [29, 35–37, 40, 50, 57,
60, 69, 73], charcoal pieces [53], rubber scraps [5], internal reflectors [43, 74],
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sponge cubes [1, 7, 21], porous basin [47], spherical solar still [10], tubular solar still
[8, 12, 13, 15], concentrator assisted solar still [16, 17, 18], solar still with phase
change material (PCM) [11], solar still with heater [51], solar still with air blower
[39], photovoltaic thermal hybrid solar collector (PV-T) solar still [52], solar still
with bubble-wrap insulation [19], and solar still with heat exchanger [38].

Some misconceptions that distilled water is not good for health is not right. A few
important organizations such as the World Health Organization (WHO), US Envi-
ronmental Protection Agency (EPA), and Bureau of Indian Standards prescribe the
water quality standards for safe drinking water. The published water quality results
of different feed water intake and desalinated water samples in the solar stills are
examined. Many research works have been conducted by authors on solar stills to
enhance fresh water productivity. A collection of a compact review on recent
advances is essential for researchers to prioritize further work. The present review
focuses on water quality standards and their relevance in the light of recent research
findings. Based on the literature survey, it is found that very few review studies have
been performed in water quality analysis in solar stills to the best of authors’
knowledge.

15.2 Natural Water Resources

15.2.1 Type of Water Quality Problems

Upon reaching the surface, precipitation either percolates into the soil, becoming
groundwater or runs off along the surface in rivulets, streams, and rivers. Minerals
dissolve in both surface and groundwater, but greater contact with soil and minerals
generally results in higher dissolved-salt concentration in groundwater. Chemical
impurities that are commonly found in water in significant quantities include cal-
cium, magnesium, sodium, potassium, bio-carbonate, chloride, sulfate, and nitrate.
Traces of lead, copper, arsenic, manganese, and a wide spectrum of organic com-
pounds are also found. The organic compounds are mainly from four sources;
(1) decaying plant and animal matter, (2) agricultural run-off, (3) wastewater, and
(4) improper management of hazardous waste discharges.

15.2.2 Water Quality of Rivers, Lakes, Groundwater, and Domestic
Water

The main source of water for public, industrial, and commercial uses are either from
rivers or lakes. Many rivers and lakes are badly polluted due to the disposal of
domestic and industrial waste. Conservation of groundwater is essential because,
during the summer, it is the only option to provide the water for many places.
Groundwater pollution is more dangerous than surface water pollution because
groundwater contamination lasts much longer. Among all the uses of water, domes-
tic use of water has prime importance. Safe and wholesome water can be defined as
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uncontaminated water free from an excessive amount of minerals and free from
poisonous substances (see Table 15.1).

15.3 Water Quality Analysis of Solar Still Designs

Kumar et al. [46] experimentally studied the DSSS under Bareilly (India) climatic
conditions. The synthetic samples were tested in the Sam Higginbottom Institute of
Agricultural Technology & Sciences. The synthetic samples such as sodium carbon-
ate (Na2CO3), sodium hydrogen carbonate (NaHCO3), calcium chloride (CaCl2),
and magnesium iodide (Mgl2) are prepared and fed into the double slope solar still
(DSSS). The distilled water passed the standards of WHO-2017 and BIS-2010
standards.

Ahsan et al. [2, 6] studied the arsenic contaminated water in the single slope solar
still (SSSS). The arsenic water samples are fed into the solar still and the distillate
underwent water quality tests (i.e., pH (potential of Hydrogen), redox potential, EC
(electrical conductivity), and E. coli colony count). The “LaMotte Arsenic kit” was
used to test the presence of arsenic in the water. Escherichia coli is the pathogenic
bacteria which may cause diarrhea. The quality values show compliance with the
WHO-2017 standard. Palpandi and Raj [55] experimentally studied the SSSS with

Table 15.1 The physical and chemical water quality parameters according to the World Health
Organization (WHO)-2017, Bureau of Indian Standards (BIS)-2010 and Environmental Protection
Agency (EPA)-2014 standards

S.
No. Physical parameters

WHO
standard-2017

BIS standard-
2010 [22]

EPA standard-
2014 [31]

1 Color 15 true color
units

5 true color units –

2 pH value <8.0 6.5–8.5 �6.5 and � 9.5

3 Turbidity 5 NTU 1 NTU 1 NTU

4 Total dissolved solids
(TDS), mg/L

1000 500 500

Chemical parameters

5 Arsenic, mg/L 0.01 0.01 0.01

6 Copper, mg/L 2 0.05 2.0

7 Fluoride, mg/L 1.5 1.5 0.8

8 Manganese, mg/L 0.5 0.1 0.05

9 Nitrate (as NO3
�), mg/L 50 45 50

10 Aluminum, mg/L 0.2 0.03 0.2

11 Ammonia, mg/L 1.5 0.5 0.30

12 Chloride, mg/L 250 250 250

13 Iron, mg/L 0.3 0.3 0.2

14 Sulfate, mg/L 250 200 250

15 Chlorine, mg/L 0.6–1.0 0.2 0.5

16 Hardness 200 200 200
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PCM for seawater and bore well water distillation. The water quality tests were
carried out in the TWAD (Tamilnadu Water Supply and Drainage) board. The
physical examination (appearance of water, color, odor, turbidity, and total dissolved
solids (TDS)); electrical conductivity, (EC); and chemical examination (pH, alkalin-
ity, total hardness, and mineral content analyses of calcium (Ca), magnesium (Mg),
sodium (Na), potassium (K), manganese (Mn), ammonia (NH3), chlorine (Cl),
fluorine (F), sulfate (SO4), and phosphate (PO4)) were carried out. The physical
and chemical examination values after distillation were found to be in the acceptable
range of WHO-2017 and BIS-2010 standards.

Al-Hassan and Algarni [3] studied three identical pyramid type solar stills for
saline water distillation. The results of TDS and pH shows compliance with the
WHO-2017 standard. Siddiqqui et al. [70] studied water quality before and after
distillation. The water samples were tested at Sobhasaria Engineering College, Sikar,
India. The pH, EC, and TDS tested values were compliant with WHO-2017 stan-
dards. Abhishek and Navneet [64] studied SSSS for water desalination. The pH and
TDS values were in acceptable range by EPA-2014 standards. Raza et al. [61]
experimented on a hexagonal tomb type solar still. The pH, EC, TDS, and total
hardness of water were tested. The test values were compliant with WHO-2017
prescriptions. Almuhanna [4] experimentally studied an SSSS integrated with a
condenser for distillation. The output water collected from the SSSS was tested for
the water quality. The physical and chemical water quality (pH, TDS, total hardness,
and EC) values were compliant with the WHO-2017 standards. Bilal et al. [34]
studied an SSSS integrated with a photovoltaic thermal hybrid solar collector (PV/T)
system. The output water from the SSSS was collected and tested for water quality
(pH, TDS, and EC). The physical and chemical water examination result revealed
that the values were well within the WHO-2017 water quality standard. Vinoth
Kumar and Kasturi Bai [75] experimentally studied an SSSS for tap water and sea
water distillation. The physical and chemical water quality test results complied with
the EPA-2014 standard.

Gurmu et al. [33] analyzed the output distillate water obtained from a solar still.
The tested quality values were acceptable according to the WHO-2017 and
EPA-2014 standards. Ahsan et al. [2] experimentally studied the TSS for synthetic
and sea water distillation. The pH, redox potential, EC, TDS, and salinity were
studied for seawater and synthetic water. The quality results were that the tested
values complied with the WHO-2017 standard. Eltawil and Zhengming [30] studied
an SSSS integrated with a wind turbine for groundwater desalination. The output
water collected from the SSSS was tested for physical and chemical water qualities.
The results followed the WHO-2017 standard.

Kumar and Tiwari [45] have studied a photovoltaic thermal (PV/T) system for
groundwater distillation. The physical and chemical water quality tests such as
appearance, odor, pH, TDS, total hardness, Cl, and SO4 were conducted. The result
showed that the water quality after distillation was found suitable for drinking
purposes [76]. Sampathkumar and Senthilkumar [62] tested single basin solar still
integrated with a solar water heater for groundwater distillation. Four different water
samples were collected in Coimbatore, and physical and chemical water quality
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examinations were carried out. The water quality followed WHO-2017 and
BIS-2010 standards.

Arunkumar et al. (2012) experimentally studied hemispherical solar still for tap
water distillation. The pH, TDS, and EC of the water quality tests were performed.
The water quality results complied with the WHO-2017 standard. Arunkumar et al.
[14] tested a concentrator coupled hemispherical basin solar still for tap water
distillation. The pH, TDS, EC, and chloride parameters were tested, and the results
complied with theWHO-2017 standard. Omara et al. [54] studied the wick type solar
still with an evacuated solar water heater. Water quality analyses were done before
and after distillation (pH and TDS). The water quality lay in the acceptable range of
the WHO-2017standard. Agouz [28] investigated stepped solar still for seawater and
saline water distillation. The physical and chemical water quality tests were
conducted for the two input water type samples. The results of quality analysis
reveal that the values lie in the acceptable range of WHO-2017. Dev et al. [25]
testing inverted absorber solar still for seawater and laboratory sample distillation.
Seawater samples in the still were tested with different depth and water quality was
analyzed. The results showed that the output water values followed the WHO-2017
standard. Kaushal et al. [44] developed a vertical single solar still for saline water
distillation. The before and after distillation water samples were tested for TDS and
pH analysis. The after values found complied with the WHO-2017 standard.

Flendrig et al. [32] experimentally studied an SSSS of area 1.34 m2. The
purification performance test such as TDS, pH, and EC were conducted. The results
showed that the still produced safe drinking water in an economical way. Asadi et al.
[20] investigated an SSSS with brackish water distillation. The TDS and EC quality
parameters were tested for the desalinated water. The water quality results complied
with the WHO-2017 standard. Pillai et al. [56] studied an SSSS for saline water
distillation. The pH, TDS, and EC of before and after treated water were acceptable
by the WHO-2017 and BIS-2010 standards. Sengar et al. [66] studied an SSSS for
tap water distillation. The pH, EC, and chlorine level in the water were tested and
their results were compared with the WHO-2017 standard.

Sengar et al. [65] experimentally studied a wick type solar still for tap water and
saline water distillation. The water quality results complied with the WHO-2017
standard. Edwin and Sekar [27] investigated the SSSS for saline water distillation.
The chemical water quality examinations were conducted, and they complied with
the WHO-2017 standard. Saha et al. [59] experimentally investigated the SSSS for
municipal and sea water distillation. The water quality results complied with the
WHO-2017 standard. Kalbande et al. [42] tested a solar still for groundwater
distillation. Four different water samples were collected near Akola, India, and the
physical and chemical water quality was examined. The result showed that the water
quality after distillation was found suitable for drinking purposes [76]. Shatat et al.
[68] investigated a solar still for synthetic water distillation. The pH, TDS, and EC
were tested for before and after water collected from a solar still. The values after
distillation were acceptable according to the WHO-2017 water quality standard.
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Mashaly et al. [49] investigated three different feed water types in a solar still namely
ground water, sea water, and drainage water. The detailed physical and chemical
examinations were acceptable under WHO-2017 water quality standards. Chendake
et al. [24] experimentally studied the inverted pyramid solar still for brackish water
distillation. The pH and TDS results were measured before and after distillation. The
outcome of the after tested results showed compliance with the standards of
WHO-2017. Madhlopa [48] experimentally studied a solar still with a separate
condenser for bore well water distillation. The pH, EC, and TDS of the distilled
water were acceptable according to the WHO-2017 standard. Shanmugasundaram
[67] investigated the pyramid type solar still for bore well water distillation. The pH,
TDS, and EC tested values of distilled water were found to be in the acceptable range
of BIS-2010. Hansen and Murugavel [63] experimentally studied an SSSS and an
inclined solar still for water distillation. The result showed that the water quality after
distillation was found suitable for drinking purposes [76]. Riahi et al. [58] conducted
experiments in SSSS for lake water distillation. The physical and chemical water
quality examination revealed that the water was acceptable according to the
WHO-2017 standard. Sivakumar and Sundaram [71] experimentally studied the
SSSS for saline and sea water distillation. The detailed physical and chemical
water quality results were found to be in the acceptable range of WHO-2017
drinking water quality standards.

The quality of different types of feed water such as bore well water, tap water,
lake water, sea water, and laboratory synthesized water has been tested. The results
of physical and chemical water quality examinations (before and after treatment) are
shown in Tables 15.2 and 15.3.

15.4 Summary of Water Quality Results

Figure 15.1 shows the desalinated values for different feed water used in the solar
still. The pH and TDS value (before and after treatment) of the synthetic water,
brackish water, groundwater, lake water, and seawater are presented. The results
reveal that the quality of desalinated water improved and is compliant with
WHO-2017 and BIS-2010 water quality standards.

15.5 Conclusion

In this chapter, water quality examination results in solar stills are discussed. The
significance of the present work is to reveal the misconceptions that distilled water is
not good for health, is not right. A few important organizations such as theWorld Health
Organization (WHO), US Environmental Protection Agency (EPA), and Bureau of
Indian Standards prescribe the water quality standards for safe drinking water. The
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published water quality results of different feed water intake and desalinated water
samples in the solar stills are examined and the following conclusions can be drawn:

• Solar stills can produce good quality of potable water from most types of feed
water, basically anything with nonvolatile contaminants. The physical and chem-
ical testing reveals that the desalinated water quality is in the acceptable range of
the WHO-2017 and BIS-2010 standards.

• The pH and TDS value (before and after treatment) of the synthetic water,
brackish water, groundwater, lake water, and seawater are presented. The results
reveal that the quality of desalinated water improved and is compliant with
WHO-2017 and BIS-2010 water quality standards.

• Water quality results of dissolved macro minerals (before and after treatment) in
the water are reviewed. The inorganic compounds in the water such as Ca, Mg,
Fe, Na, K, F, and Po4 are shown in good agreement with prescribed water quality
standards suggested by WHO-2017 and BIS-2010.

Acknowledgments We thank all the researchers and their contributions which were cited in this
article.

2300
22Synthetic water-Shatat et al.

(2009)

Brackish water-Almuhanna (2014)

Ground water-Vinothkumar and
Kasturi Bai (2008)

Lake water-Riahi et al. (2016)

Sea water-Vinothkumar and
Kasturi Bai (2008)

8
7.5

1370
TDS BT

TDS AT

pH BT

pH AT

30
8.1
7.9

428
110

7.8
6.9

685

D
iff

er
en

t f
ee

d 
w

at
er

22
7.2
6.5

153
39350

8.2
6.9

1 10 100 1000 10000100000

Fig. 15.1 Treated water results of different types of feed water

452 A. Thirugnanasambantham et al.



References

1. B.A./.K. Abu-Hijleh, H.M. Rababa’h, Experimental study of a solar still with sponge cubes in
the basin. Energy Convers. Manag. 44(9), 1411–1418 (2003). https://doi.org/10.1016/S0196-
8904(02)00162-0

2. A. Ahsan, M. Imteaz, U.A. Thomas, M. Azmi, A. Rahman, N.N. Nik Daud, Parameters
affecting the performance of low cost solar still. Appl. Energy 114, 924–930 (2014). https://
doi.org/10.1016/j.apenergy.2013.08.066

3. G.A. Al-Hassan, S.A. Algarni, Exploring of water distillation by single solar still basins.
Am. J. Clim. Chang. 2, 57–51 (2013)

4. E.A. Almuhanna, Evaluation of single slope solar still integrated with an evaporative cooling
system of brackish water desalination. J. Agric. Sci. 6, 48–48 (2014)

5. A.O. Al-Sulttani, A. Ahsan, A.N. Hanoon, A. Rahman, N.N.N. Daud, S. Idrus, Hourly yield
prediction of a double-slope solar still hybrid with rubber scrapers in low-latitude areas based on
the particle swarm optimization technique. Appl. Energy 203, 280–303 (2017). https://doi.org/
10.1016/j.apenergy.2017.06.011

6. A. Amimul, N. Syuhada, E. Jolhi, M.D. Kh, K.R. Md, J. Md, S. Shafie, A.H. Ghazali,
Assessment of distillate water quality parameters produced by solar still for portable usage.
Fresenius Environ. Bull. 23(3 A), 859–866 (2014)

7. T.V. Arjunan, H.Ş. Aybar, N. Nedunchezihan, Effect of sponge liner on the internal heat transfer
coefficients in a simple solar still. Desalin. Water Treat. 29, 271–284 (2011)

8. T. Arunkumar, A.E. Kabeel, Effect of phase change material on concentric circular tubular solar
still-integration meets enhancement. Desalination 414, 46–50 (2017). https://doi.org/10.1016/j.
desal.2017.03.035

9. T. Arunkumar, R. Jayaprakash, D. Denkenberger, A. Ahsan, M.S. Okundamiya, S. kumar,
H. Tanaka, H.Ş. Aybar, An experimental study on a hemispherical solar still. Desalination 286,
342–348 (2012). https://doi.org/10.1016/j.desal.2011.11.047

10. T. Arunkumar, K. Vinothkumar, A. Ahsan, R. Jayaprakash, S. Kumar, Experimental study on
various solar still designs. ISRN Renew. Energ., 1–10 (2012). https://doi.org/10.5402/2012/569381

11. T. Arunkumar, D. Denkenberger, A. Ahsan, R. Jayaprakash, The augmentation of distillate yield
by using concentrator coupled solar still with phase change material. Desalination 314, 189–192
(2013). https://doi.org/10.1016/j.desal.2013.01.018

12. T. Arunkumar, R. Jayaprakash, A. Ahsan, D. Denkenberger, M.S. Okundamiya, Effect of water
and air flow on concentric tubular solar water desalting system. Appl. Energy 103, 109–115
(2013). https://doi.org/10.1016/j.apenergy.2012.09.014

13. T. Arunkumar, J. Rajan, A. Ahsan, V. Kandasamy, Effect of air flow on tubular solar still
efficiency. Iran. J. Environ. Health Sci. Eng. 10(31) (2013). https://doi.org/10.1186/1735-2746-
10-31

14. T. Arunkumar, D. Denkenberger, R. Velraj, R. Sathyamurthy, H. Tanaka, K. Vinothkumar,
Experimental study on a parabolic concentrator assisted solar desalting system. Energy
Convers. Manag. 105, 665–674 (2015). https://doi.org/10.1016/j.enconman.2015.08.021

15. T. Arunkumar, R. Velraj, A. Ahsan, A.J.N. Khalifa, S. Shams, D. Denkenberger,
R. Sathyamurthy, Effect of parabolic solar energy collectors for water distillation. Desalin.
Water Treat. 57(45), 21234–21242 (2016). https://doi.org/10.1080/19443994.2015.1119746

16. T. Arunkumar, R. Velraj, D.C. Denkenberger, R. Sathyamurthy, Influence of crescent-shaped
absorber in water desalting system. Desalination 398, 208–213 (2016). https://doi.org/10.1016/
j.desal.2016.07.039

17. T. Arunkumar, R. Velraj, D. Denkenberger, R. Sathyamurthy, K.P. Vinothkumar, A. Ahsan,
Effect of heat removal on the tubular solar desalting system. Desalination 379, 24–33 (2016).
https://doi.org/10.1016/j.desal.2015.10.007

18. T. Arunkumar, R. Velraj, D.C. Denkenberger, R. Sathyamurthy, K. Vinoth Kumar, A. Ahsan,
Productivity enhancements of compound parabolic concentrator tubular solar stills. Renew.
Energy 88, 391–400 (2016). https://doi.org/10.1016/j.renene.2015.11.051

15 Comparative Analysis of Water Quality of Different Types of Feed Water in. . . 453

https://doi.org/10.1016/S0196-8904(02)00162-0
https://doi.org/10.1016/S0196-8904(02)00162-0
https://doi.org/10.1016/j.apenergy.2013.08.066
https://doi.org/10.1016/j.apenergy.2013.08.066
https://doi.org/10.1016/j.apenergy.2017.06.011
https://doi.org/10.1016/j.apenergy.2017.06.011
https://doi.org/10.1016/j.desal.2017.03.035
https://doi.org/10.1016/j.desal.2017.03.035
https://doi.org/10.1016/j.desal.2011.11.047
https://doi.org/10.5402/2012/569381
https://doi.org/10.1016/j.desal.2013.01.018
https://doi.org/10.1016/j.apenergy.2012.09.014
https://doi.org/10.1186/1735-2746-10-31
https://doi.org/10.1186/1735-2746-10-31
https://doi.org/10.1016/j.enconman.2015.08.021
https://doi.org/10.1080/19443994.2015.1119746
https://doi.org/10.1016/j.desal.2016.07.039
https://doi.org/10.1016/j.desal.2016.07.039
https://doi.org/10.1016/j.desal.2015.10.007
https://doi.org/10.1016/j.renene.2015.11.051


19. T. Arunkumar, A.E. Kabeel, K. Raj, D. Denkenberger, R. Sathyamurthy, P. Ragupathy, Pro-
ductivity enhancement of solar still by using porous absorber with bubble-wrap insulation.
J. Clean. Prod. 195, 1149–1161 (2018). https://doi.org/10.1016/J.JCLEPRO.2018.05.199

20. R.Z. Asadi, F. Suja, F. Mashhoon, S. Rahimi, Feasibility studies for using a solar still on
Sarkhon gas refinery wastewater recovery. Desalin. Water Treat. 30(1–3), 154–160 (2011).
https://doi.org/10.5004/dwt.2011.1948

21. R. Bhardwaj, M.V. Ten Kortenaar, R.F. Mudde, Maximized production of water by increasing
area of condensation surface for solar distillation. Appl. Energy 154, 480–490 (2015). https://
doi.org/10.1016/j.apenergy.2015.05.060

22. BIS water quality standard report-2010. http://bis.org.in/sf/fad/FAD25(2047)C.pdf
23. S. Bose, Antibacterial property of copper coated membrane (2018). http://www.thehindu.com/

sci-tech/science/iisc-copper-coated-membrane-makes-drinking-water-safe/article19524569.ece
24. A. Chendake, S. Patil, P. Kamble, A. Mane, S. Mane, Design and performance evaluation of

inverted pyramid type solar still distillation unit. Int. J. Sci. Res. Dev. 4, 19–12 (2016)
25. R. Dev, S.A. Abdul-Wahab, G.N. Tiwari, Performance study of the inverted absorber solar still

with water depth and total dissolved solids. Appl. Energy 88(1), 252–264 (2011). https://doi.
org/10.1016/j.apenergy.2010.08.001

26. D.K. Dutt, A. Kumar, J.D. Anand, G.N. Tiwari, Performance of a double-basin solar still in the
presence of dye. Appl. Energy 32(3), 207–223 (1989). https://doi.org/10.1016/0306-2619(89)
90030-5

27. M. Edwin, S. Joseph Sekhar, Performance and chemical analysis of distilled saline water
production using solar distillation system. Int. J. ChemTech Res. 8(4), 1632–1637 (2015)

28. S.A. El-Agouz, Experimental investigation of stepped solar still with continuous water circu-
lation. Energy Convers. Manag. 86, 186–193 (2014). https://doi.org/10.1016/j.
enconman.2014.05.021

29. A.A. El-Sebaii, S.M. Shalaby, Parametric study and heat transfer mechanisms of single basin
v-corrugated solar still. Desalin. Water Treat. 55(2), 285–296 (2015). https://doi.org/10.1080/
19443994.2014.913998

30. M.A. Eltawil, Z. Zhengming, Wind turbine-inclined still collector integration with solar still for
brackish water desalination. Desalination 249(2), 490–497 (2009). https://doi.org/10.1016/j.
desal.2008.06.029

31. EPAwater quality standard report -2014. https://www.epa.ie/pubs/advice/drinkingwater/2015_
04_21_ParametersStandaloneDoc.pdf

32. L.M. Flendrig, B. Shah, N. Subrahmaniam, V. Ramakrishnan, Low cost thermoformed solar
still water purifier for d&e countries. Phys. Chem. Earth 34(1–2), 50–54 (2009). https://doi.org/
10.1016/j.pce.2008.03.007

33. D. Gurmu, B.W. Chala, B. Melese, Experimental evaluation of basin type solar still for saline and
fluoride water purification (a case on Giby-DeepWellWater, Dupti, Afar-Ethiopia). Am. J. Environ.
Resour. Econ. 2(1), 27–36 (2017). https://doi.org/10.11648/j.ajere.20170201.14

34. B. Hamza, A. Ghafoor, A. Munir, Desalination of brackish water using dual acting solar still.
J. Eng. Res. 4(4), 178–193 (2016)

35. R. Hansen, C. Samuel, S. Narayanan, K. Kalidasa Murugavel, Performance analysis on inclined
solar still with different new wick materials and wire mesh. Desalination 358, 1–8 (2015).
https://doi.org/10.1016/j.desal.2014.12.006

36. B. Janarthanan, J. Chandrasekaran, S. Kumar, Evaporative heat loss and heat transfer for open-
and closed-cycle systems of floating tilted wick solar still. Desalination 180(1–3), 291–305
(2005). https://doi.org/10.1016/j.desal.2005.01.010

37. B. Janarthanan, J. Chandrasekaran, S. Kumar, Performance of floating cum tilted-wick type
solar still with the effect of water flowing over the glass cover. Desalination 190(1–3), 51–62
(2006). https://doi.org/10.1016/j.desal.2005.08.005

38. P. Joshi, G.N. Tiwari, Energy matrices exergo-economic and enviro-economic analysis of active
single slope solar still integrated with a heat exchanger: a comparative study. Desalination 443,
85–98 (2018)

454 A. Thirugnanasambantham et al.

https://doi.org/10.1016/J.JCLEPRO.2018.05.199
https://doi.org/10.5004/dwt.2011.1948
https://doi.org/10.1016/j.apenergy.2015.05.060
https://doi.org/10.1016/j.apenergy.2015.05.060
http://bis.org.in/sf/fad/FAD25(2047)C.pdf
http://www.thehindu.com/sci-tech/science/iisc-copper-coated-membrane-makes-drinking-water-safe/article19524569.ece
http://www.thehindu.com/sci-tech/science/iisc-copper-coated-membrane-makes-drinking-water-safe/article19524569.ece
https://doi.org/10.1016/j.apenergy.2010.08.001
https://doi.org/10.1016/j.apenergy.2010.08.001
https://doi.org/10.1016/0306-2619(89)90030-5
https://doi.org/10.1016/0306-2619(89)90030-5
https://doi.org/10.1016/j.enconman.2014.05.021
https://doi.org/10.1016/j.enconman.2014.05.021
https://doi.org/10.1080/19443994.2014.913998
https://doi.org/10.1080/19443994.2014.913998
https://doi.org/10.1016/j.desal.2008.06.029
https://doi.org/10.1016/j.desal.2008.06.029
https://www.epa.ie/pubs/advice/drinkingwater/2015_04_21_ParametersStandaloneDoc.pdf
https://www.epa.ie/pubs/advice/drinkingwater/2015_04_21_ParametersStandaloneDoc.pdf
https://doi.org/10.1016/j.pce.2008.03.007
https://doi.org/10.1016/j.pce.2008.03.007
https://doi.org/10.11648/j.ajere.20170201.14
https://doi.org/10.1016/j.desal.2014.12.006
https://doi.org/10.1016/j.desal.2005.01.010
https://doi.org/10.1016/j.desal.2005.08.005


39. N. Joy, A. Antony, A. Anderson, Experimental study on improving the performance of solar still
using air blower. Int. J. Ambient Energy 39, 613–616 (2018). https://doi.org/10.1080/
01430750.2017.1324817

40. A.E. Kabeel, Performance of solar still with a concave wick evaporation surface. Energy 34(10),
1504–1509 (2009). https://doi.org/10.1016/j.energy.2009.06.050

41. A.E. Kabeel, Y.A.F. El-Samadony, W.M. El-Maghlany, Comparative study on the solar still
performance utilizing different PCM. Desalination 432, 89–96 (2018)

42. S.R. Kalbande, S. Deshmukh, V.P. Khambalkar, Evaluation study of solar water desalination
system for saline track area of Vidharba region. Int. J. Appl. Nat. Sci. (IJANS) 6(1), 55–64
(2017)

43. M.R. Karimi Estahbanati, A. Ahsan, M. Feilizadeh, K. Jafarpur, S.S.A. Mansour, M. Feilizadeh,
Theoretical and experimental investigation on internal reflectors in a single-slope solar still.
Appl. Energy 165, 537–547 (2016). https://doi.org/10.1016/j.apenergy.2015.12.047

44. A.K. Kaushal, M.K. Mittal, D. Gangacharyulu, Development and experimental study of an
improved basin type vertical single distillation cell solar still. Desalination 398, 121–132
(2016). https://doi.org/10.1016/j.desal.2016.07.017

45. S. Kumar, G.N. Tiwari, Life cycle cost analysis of single slope hybrid (PV/T) active solar still.
Appl. Energy 86(10), 1995–2004 (2009). https://doi.org/10.1016/j.apenergy.2009.03.005

46. A. Kumar, P. Anthony, M.A. Zaidi, Distillate water quality analysis and economic steady of
passive solar still. Recent Res. Sci. Technol. 6, 128–130 (2014)

47. A.A. Madani, G.M. Zaki, Yield of solar stills with porous basins. Appl. Energy 52(2–3),
273–281 (1995). https://doi.org/10.1016/0306-2619(95)00044-S

48. A. Madhlopa, n.d.Ph.D. Thesis, Development of an advanced passive solar still with a separate
condenser, University of Strathclyde Glasgow, United Kingdom, 2009

49. A.F. Mashaly, A.A. Alazba, A.M. Al-Awaadh, Assessing the performance of a solar desalina-
tion system to approach near-ZLD under hyper-arid environment. Desalin. Water Treat. 57(26),
12019–12036 (2016). https://doi.org/10.1080/19443994.2015.1048738

50. A.N. Minasian, A.A. Al-Karaghouli, An improved solar still: the wick-basin type. Energy
Convers. Manag. 36(3), 213–217 (1995). https://doi.org/10.1016/0196-8904(94)00053-3

51. S. Mohamed Iqbal, K. Karthik, J.J. Michael, Performance analysis on improved efficiency in a
hybrid solar still and solar heater. Int. J. Ambient Energy (2018). https://doi.org/10.1080/
01430750.2018.1517685

52. M. Naroei, F. Sarhaddi, F. Sobhnamayan, Efficiency of a photovoltaic-thermal stepped solar
still: experimental and numerical analysis. Desalination 441, 87–95 (2018)

53. C.E. Okeke, S.U. Egarievwe, A.O.E. Animalu, Effects of coal and charcoal on solar-still
performance. Energy 15(11), 1071–1073 (1990). https://doi.org/10.1016/0360-5442(90)
90035-Z

54. Z.M. Omara, M.A. Eltawil, E.S.A. ElNashar, A new hybrid desalination system using wicks/
solar still and evacuated solar water heater. Desalination 325, 56–64 (2013). https://doi.org/
10.1016/j.desal.2013.06.024

55. K. Palpandi, R. Prem Raj, Performance test on solar still for various TDS water and phase
change materials. Int. J. Innov. Res. Sci.. Eng. Technol. 4, 451–461 (2015)

56. R. Pillai, A.T. Libin, M. Mani, Study into solar-still performance under sealed and unsealed
conditions. Int. J. Low-Carbon Technol. 10(4), 354–364 (2015). https://doi.org/10.1093/ijlct/
ctt045

57. T. Rajaseenivasan, K. Kalidasa Murugavel, T. Elango, Performance and exergy analysis of a
double-basin solar still with different materials in the basin. Desalin. Water Treat. 55(7),
1786–1794 (2015). https://doi.org/10.1080/19443994.2014.928800

58. A. Riahi, K. Wan Yusof, B.S. Mahinder Singh, M.H. Isa, E. Olisa, N.A.M. Zahari, Sustainable
potable water production using a solar still with a photovoltaic modules-ac heater. Desalin.
Water Treat. 57(32) (2016). https://doi.org/10.1080/19443994.2015.1070285

59. S. Saha, N. Mistry, I. Husein, J. Nilesh, Design and construction of solar water distillation
system. Int. J. Sci. Res. Sci. Eng. Technol. 3, 606–610 (2017)

15 Comparative Analysis of Water Quality of Different Types of Feed Water in. . . 455

https://doi.org/10.1080/01430750.2017.1324817
https://doi.org/10.1080/01430750.2017.1324817
https://doi.org/10.1016/j.energy.2009.06.050
https://doi.org/10.1016/j.apenergy.2015.12.047
https://doi.org/10.1016/j.desal.2016.07.017
https://doi.org/10.1016/j.apenergy.2009.03.005
https://doi.org/10.1016/0306-2619(95)00044-S
https://doi.org/10.1080/19443994.2015.1048738
https://doi.org/10.1016/0196-8904(94)00053-3
https://doi.org/10.1080/01430750.2018.1517685
https://doi.org/10.1080/01430750.2018.1517685
https://doi.org/10.1016/0360-5442(90)90035-Z
https://doi.org/10.1016/0360-5442(90)90035-Z
https://doi.org/10.1016/j.desal.2013.06.024
https://doi.org/10.1016/j.desal.2013.06.024
https://doi.org/10.1093/ijlct/ctt045
https://doi.org/10.1093/ijlct/ctt045
https://doi.org/10.1080/19443994.2014.928800
https://doi.org/10.1080/19443994.2015.1070285


60. M. Sakthivel, S. Shanmugasundaram, T. Alwarsamy, An experimental study on a regenerative
solar still with energy storage medium – jute cloth. Desalination 264(1–2), 24–31 (2010).
https://doi.org/10.1016/j.desal.2010.06.074

61. R. Saleem, K.C. Mukwana, M.M. Tunio, Experimental study of desalination technologies and
timer-based solar PV tracking system. Quaid-E-Azam Univ. Res. J. Eng. Sci. Technol. 13(1),
1–6 (2014)

62. K. Sampathkumar, P. Senthilkumar, Utilization of solar water heater in a single basin solar still
an experimental study. Desalination 297, 8–19 (2012). https://doi.org/10.1016/j.
desal.2012.04.012

63. R. Samuel Hansen, K. Kalidasa Murugavel, Enhancement of integrated solar still using different
new absorber configurations: an experimental approach. Desalination 422, 59–67 (2017).
https://doi.org/10.1016/j.desal.2017.08.015

64. A. Saxena, N. Deval, A high rated solar water distillation unit for solar homes. J. Eng. (United
States) (2016). https://doi.org/10.1155/2016/7937696

65. S.H. Sengar, A.G. Mohod, Y.P. Khandetod, S.P. Modak, D.K. Gupta, Design and development
of wick type solar distillation system. J. Soil Sci. Environ. Manag. 2(7), 125–133 (2011). http://
www.academicjournals.org/JSSEM

66. S.H. Sengar, Y.P. Khandetod, A.G. Mohod, New innovation of low-cost solar still. Eur.
J. Sustain. Dev. 1(2), 315–352 (2012)

67. K. Shanmugasundaram, Experimental study on different designs of solar still and its uses. Int.
J. Trend Res. Dev. 32, 559–562 (2016)

68. M.I.M. Shatat, K. Mahkamov, K. Johnson, n.d.Experimental and theoretical investigations of a
performance of multi-stage solar still water desalination unit coupled with an evacuated tube
solar collector, in 2008 Proceedings of the 2nd International Conference on Energy Sustain-
ability, ES 2008, 2 (2009), pp. 655–664

69. S.K. Shukla, V.P.S. Sorayan, Thermal modeling of solar stills: an experimental validation.
Renew. Energy 30(5), 683–699 (2005). https://doi.org/10.1016/j.renene.2004.03.009

70. M.T. Siddiqqui, Satyapal, A. Jain, Analysis of solar still with a reflector. Int. J. Technol. Res.
Eng. 2, 1211–1216 (2015)

71. V. Sivakumar, E. Ganapathy Sundaram, Experimental studies on quality of desalinated water
derived from single slope passive solar still. Desalin. Water Treat. 57(57), 27458–27468 (2016).
https://doi.org/10.1080/19443994.2016.1176963

72. M.S. Sodha, A. Kumar, G.N. Tiwari, G.C. Pandey, Effects of dye on the performance of a solar
still. Appl. Energy 7, 147–162 (1980). https://doi.org/10.1016/0306-2619(80)90055-0

73. P.K. Srivastava, S.K. Agrawal, Experimental and theoretical analysis of single sloped basin type
solar still consisting of multiple low thermal inertias floating porous absorbers. Desalination
311, 198–205 (2013). https://doi.org/10.1016/j.desal.2012.11.035

74. H. Tanaka, Solar thermal collector augmented by flat plate booster reflector: optimum inclina-
tion of collector and reflector. Appl. Energy 88(4), 1395–1404 (2011). https://doi.org/10.1016/j.
apenergy.2010.10.032

75. K. Vinoth Kumar, R. Kasturi Bai, Performance study on solar still with enhanced condensation.
Desalination 230(1–3), 51–61 (2008). https://doi.org/10.1016/j.desal.2007.11.015

76. WHO water quality standard report-2017.: http://apps.who.int/iris/bitstream/10665/254637/1/
9789241549950-eng.pdf

456 A. Thirugnanasambantham et al.

https://doi.org/10.1016/j.desal.2010.06.074
https://doi.org/10.1016/j.desal.2012.04.012
https://doi.org/10.1016/j.desal.2012.04.012
https://doi.org/10.1016/j.desal.2017.08.015
https://doi.org/10.1155/2016/7937696
http://www.academicjournals.org/JSSEM
http://www.academicjournals.org/JSSEM
https://doi.org/10.1016/j.renene.2004.03.009
https://doi.org/10.1080/19443994.2016.1176963
https://doi.org/10.1016/0306-2619(80)90055-0
https://doi.org/10.1016/j.desal.2012.11.035
https://doi.org/10.1016/j.apenergy.2010.10.032
https://doi.org/10.1016/j.apenergy.2010.10.032
https://doi.org/10.1016/j.desal.2007.11.015
http://apps.who.int/iris/bitstream/10665/254637/1/9789241549950-eng.pdf
http://apps.who.int/iris/bitstream/10665/254637/1/9789241549950-eng.pdf


Toward Economically Rational Hydrogen
Production from Solar Energy: From Battery
Versus Hydrogen to Battery � Hydrogen

16

Michihisa Koyama

Contents
16.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 458
16.2 Trend of Renewable Capacities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 458
16.3 Trend of the Levelized Cost of Electricity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 460
16.4 Fermi Estimate for Energy Storage Options . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 462
16.5 Integrating Storage Measures to Photovoltaic Power Generation . . . . . . . . . . . . . . . . . . . . . . 464
16.6 Summary and Future Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 466
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 468

Abstract
The use of renewable energy as a main primary energy source can be perceived as
a common target of all the countries in the world to reach a sustainable society late
in this century. Toward the sustainable goal, the photovoltaic and wind power
generations are expected to play important roles in coming decades. To counter
the intermittency of their power outputs, economically feasible energy storage
measures are necessary. In this chapter, the storage technologies as key technol-
ogies for making intermittent renewable energies a main power generation option
are discussed focusing on the battery and hydrogen energy systems. The ratio-
nality of hydrogen energy as a long-term storage measure is first discussed by a
Fermi estimate formula proposed by Hasegawa. Then the rationality of
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integrating battery with hydrogen production from solar energy is discussed. A
concrete example of the integrated system optimization is introduced to clearly
show that the integration will lead to the realization of an economically viable
hydrogen production from solar energy.

16.1 Introduction

Future energy vision cannot be separable from the global warming problems. Until
Kyoto protocol agreed in 1997, demand-side energy savings and a reduction of
greenhouse gas (GHG) emission associated with electricity generation have been
major directions. Early in this century, nuclear power attracted much expectations
and new plant constructions have been promoted in many countries, which is called
as “Nuclear Renaissance.” Severe accident in Fukushima Daiichi Nuclear Power
Plant in March 11, 2011 (hereafter, 3.11) has changed this paradigm drastically. It
has become difficult to locate the nuclear power as a major option for the GHG
emission reduction and better energy security especially in Japan [1]. This shift can
be clearly seen, for example, from the energiewende in Germany [2] and fourth
strategic energy plan of Japan published in 2014 [3] as an update of the third
published in 2010, before 3.11 [4].

Two major world directions have been published in 2015: sustainable develop-
ment goals (SDGs) [5] by United Nations in September and The Paris Agreement [6]
adopted at the twenty-first Conference of the Parties in December. In Paris Agree-
ment, Japan has promised 26% GHG emission reduction by 2030 compared to 2013
[7]. In 2016, Japan’s cabinet published the Plan for Global Warming Countermea-
sures [8], in which 80% GHG reduction by 2050 is targeted as a long-term goal. The
2030 target is set on the basis of reasonable bases, and thus, its achievement will be
realized by promoting the measures in the course of present trends. However, many
recognize 2050 target as unachievable by the extrapolations of present trends. In fact,
Japan’s fifth strategic energy plan published in 2018 [9] describes “It is difficult to
foresee a long-term perspective of 2050 with a certain rational due to the possibilities
and uncertainties of technology innovations as well as a lack of transparencies of
geopolitical situations.”

In this chapter, the author would like to discuss the future directions and present
the possibilities of hydrogen production from solar energy toward the massive
utilization of intermittent renewable energy.

16.2 Trend of Renewable Capacities

Toward the deep decarbonization for the world to meet key climate goals by
2050, we only have three options for primary energy: nuclear energy, renewable
energy, and fossil fuels implemented with carbon capture, utilization, and storage
(CCUS) measures as illustrated in Fig. 16.1. If we regard a nuclear fusion as a
nuclear energy, no other option exists, thus those three options are the
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first-principles for considering the deep decarbonization. As discussed in the
introduction, illustrating a realistic pathway to increase the contribution from
nuclear power is difficult especially in developed countries. CCUS is an impor-
tant and necessary option especially considering the deep decarbonization in
chemical and steel-making industries [10–12]. Even if the high cost and low
social acceptance outstanding presently as technology challenges are solved in
future, this option is associated with fossil fuel depletion. In addition, a present
trend of divestment from fossil fuel-based technologies should be recognized as a
risk for this option. Therefore, it would be preferable to minimize the dependence
on this option as possible. As a result, maximizing the contribution from renew-
able energy is essentially required for the deep decarbonization as well as
massive energy savings at the demand side [13].

Total capacity of renewable energy systems in the world has reached more than
2350 GW in 2018 [14] as shown in Fig. 16.2. Hydropower’s capacity is
ca. 1172 GW, accounting for approximately half of the total capacity. Those of
wind and solar energy are 564 and 486 GW, respectively. When we focus on the
increase ratio from 2009 to 2018 rather than the present capacity, rapid increase of
solar energy is noticed. Solar increased by ca. 2000%, and wind energy increased by
300%. On the other hand, hydropower increased by ca. 30%. From the projection of
this trend, it is expected that wind and solar energies will play central roles in future
deep decarbonation. As is well known, wind and solar energies are intermittent by
nature and cannot adjust their outputs to the power demand in a timely manner
required for the stable operation of the electricity grid system. In addition, due to low
capacity ratios of wind and solar energies, total capacities will become much larger
than the maximum peak demand when one envisions a fully renewable power supply
system [15]. Therefore, storage measures must be massively implemented together
with wind and solar energy systems in order to supply a major part of the energy in
future.

Fig. 16.1 Three primary energy options for future deep decarbonization
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16.3 Trend of the Levelized Cost of Electricity

World trend of the levelized cost of electricity (LCOE) is summarized in the
LAZARD’s report [16]. Unsubsidized mean LCOE’s of coal are 0.111 and 0.102
US $/kWh, in 2009 and 2018, respectively, and those of gas combined cycle are,
respectively, 0.083 and 0.058 US $/kWh. Mean LCOE of nuclear decreased from
0.123 US $/kWh in 2009 to 0.095 US $/kWh in 2011, then increased to 0.151 US
$/kWh in 2018, from which one can see the shift of paradigm from Nuclear
Renaissance to Safety-first after 3.11. Those of crystalline photovoltaic (PV) and
wind power plants decrease from 0.359 to 0.043, and from 0.135 to 0.042 US
$/kWh, respectively, during the same period. To see more closely the trend, the
author summarized the LCOE of selected power generation options focusing on
Japan as shown in Fig. 16.3 [17–22]. Horizontal and vertical axes of the figure
correspond to the LCOE associated with plant and fuel, respectively. Vertical axis
value of nuclear includes the front end, reprocessing, back end costs. That for LNG
and Coal consists of fuel and GHG countermeasure costs. From the figure, nuclear
increases its LCOE associated with the power plant, especially after 3.11. General
trends in Coal and LNG are the increase in LCOE associated with fuel, in line with
the future prospects of current and new policy scenarios of IEA [23]. Note that recent
sustainable development scenario of IEA [23] may influence those estimates. Com-
pared to other countries in the world, the LCOE of the PV is much higher in Japan.
The deployment of PV in Japan is accelerated by Feed-in Tariff actuated in July
2012, leading to a rapid decrease of its LCOE from 2013 to 2017. The value of 2040
is estimated to be 3.7 JPY/kWh. Crossover with nuclear, coal, LNG is expected to

Fig. 16.2 Capacities of renewable energy systems [14]
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occur between 2020 and 2025. The LCOE of renewable technologies under Feed-in
Tariff is controversial. In Fig. 16.3, the plot of setting the policy incentive
corresponding to the internal ratio of return as the vertical value of the PV with
the unsubsidized LCOE as the horizontal axis is also shown. From Fig. 16.3, three
distinct trends are clearly seen. One is the horizontally increasing trend of the
nuclear. The second is the vertically increasing trend of the Coal and LNG, and
the third is horizontally decreasing trend of the PV. Under the trend of the nuclear,
one may assume a background paradigm: No incentive to increase the conversion
efficiency; high incentive to increase the capacity ratio for easier capital investment
recovery. Actually, no increase in efficiency is found in references [17–21]. The
trend of the coal and LNG will evoke a different background paradigm: High
incentive to increase the conversion efficiency even with some increased capital
investment costs; the simultaneous importance of energy savings at the demand side
to reduce the total GHG emission because the increase in supply capacity will result
in the increase in the total GHG emission, also accepting the decrease in the capacity
ratio to a certain extent. A future paradigm expected from the trend of the PV’s
LCOE in Fig. 16.3 can be free from all of the above. Energy savings may not be
important after massive deployment and decreased LCOE of PV in future, especially
during a sunny daytime. This means that measures with lower thermal or exergy
efficiency but with better economic rationality may increase their importance in
future.

1998

Fig. 16.3 Levelized cost of electricity of representative power generation options in Japan. The
LCOE’s of nuclear power plants estimated for 1998 [17], 2003 [18], 2010 [19], 2013 [20], 2014
[21], 2030 [21], coal and LNG combustion power plants for 2010 [19], 2013 [20], 2014 [21], 2030
[21], and non-residential photovoltaic power plants for 2013 [20], 2014 [21], 2017 [22], 2025 [22],
2030 [22], 2040 [22]. 20130 and 20140 for photovoltaic are the different plots of 2013 and 2014. In
references [20, 21], the unsubsidized LCOE and the procurement price of Feed-in Tariff scheme are
explicitly considered. The latter is a policy-incentive cost corresponding to internal rate of return,
which is proportional to the electricity generated. This policy-incentive is assigned to horizontal
axis values for 2013 and 2014 while it is assigned to vertical axis values for 20130 and 20140. (This
policy-incentive is not explicitly described in reference [22].) Copyright retained by the author
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Also, one can see the transition of relative locations of the PV, nuclear, coal, and
LNG power generation systems in the context of energy security, environmental
protection, and economic efficiency (3E). The nuclear was favorable in all aspects of
3E. The coal was the worst in terms of environmental protection, while it was the
second better choice from the other two aspects. The PV was too unfavorable to
consider in terms of economic efficiency. After 3.11, 3E and Safety (3E + S) was set
as a new paradigm of the energy systems. This makes the nuclear less favorable
economically, but still favorable compared to the coal and LNG partly due to the
increase in the fossil fuel prices. Focusing on 2030, most economically favorable
option is expected to be the PV, followed by the nuclear, coal, and LNG in this order.
It is needless to mention that the PV is also favorable in terms of the energy security,
environmental protection, and safety. Therefore, one may imagine a future humanity
freed by the economically efficient future PV from the depletion and geopolitical
risks associated with fossil fuels, which have often been a cause of wars historically.
Of course, one may point out a serious concern of the intermittency of PV, which is
not explicitly considered in the values shown in Fig. 16.3. Therefore, I would like to
discuss the storage options and their integration with PV in the subsequent sections.

16.4 Fermi Estimate for Energy Storage Options

Only studying the future investment costs of storage measures is insufficient because
the levelized cost of storage depends on the role of storage. A system integration of
storage measures to counter the intermittency of renewable energies has been
intensively studied [24–29]. Schmidt et al. investigated the levelized costs of storage
and showed valuable global map for technology options suitable for specific existing
application targets [24]. When we assume the existing application targets, deep
understanding of the present system and paradigm is important. By contrast, it is
important to consider the system configuration itself, free from a priori assumptions
when designing future systems that do not exist in the course extrapolated from the
present trends and paradigm. However, it should be noted that even when we design
future energy systems, one should place a highest priority on economic rationality.
Therefore, it is ideal attitude to consider the economic rationality of future energy
systems even early in the conceptual design phase.

Hasegawa has proposed a Fermi estimate formula to calculate the crossover
storage time at a given set of costs related to technologies considered [30]. Fermi
estimate means the estimate of approximate values, which cannot be easily investi-
gated, based on a certain clues and logics, named after Enrico Fermi’s estimate of the
strength of the atomic bomb [31]. Such an approach is also known as an order
estimate or a back-of-the-envelope calculation.

Hasegawa focused on the hydrogen energy-based and lithium ion battery (LIB)-
based energy storage system (ESS) for renewable electricity in his first study
[30]. The LIB is an electrochemical device that stores electrical energy as chemical
energy through the charge-transfer reaction at the interface between the active
material and electrolyte. Therefore, the LIB itself is equipped with functions of
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both energy conversion and storage. On the contrary, a high-pressure tank for
hydrogen storage only has a function of energy storage. Therefore, energy conver-
sion functions, i.e., to convert electricity to hydrogen and vice versa, are needed
externally to the tank. He assumed a set of water electrolyzer and fuel cell
(FC) systems. Because the storage function is independent from the energy conver-
sion function in the hydrogen ESS, the system’s economic rationality is determined
by the cost for storage, i.e., the high-pressure tank when the stockpile is infinitely
large. Oppositely, the economic rationality is determined by the cost for energy
conversions when the stockpile is small. In the case of LIB, the cost is apparently
proportional to the storage.

Table 16.1 shows a conceptual comparison of LIB and hydrogen ESS. Because
the energy conversion function is inherently equipped with LIB, the cost for energy
conversion can be defined to be zero. Energy storage cost of LIB can be regarded to
be expensive compared to high-pressure tank because the former needs 1 mol of
functional compounds to store 1 mol of electrons while the latter requires vacuum
space for hydrogen storage and the metallic alloy or carbon fiber composing high-
pressure tank as a shell. The energy conversion cost of hydrogen ESS is expensive
compared to that of LIB ESS, which is zero.

Crossover time for storage, at which the costs of LIB and hydrogen ESS’s become
equal, can then be derived as follows.

A� P þ B� P � t ¼ C � P þ D� P � t (16:1)

P and t are the rated power of ESS (kW) and storage time (h), respectively. A is
zero by its definition, and given that B, C, and D are independent from P, t is
expressed as

t ¼ C= B� Dð Þ: (16:2)

For an initial estimate in this chapter, I updated values of B, C, and D, by referring
available technology information. The battery cost of 125 $/kWh can be found as
United States Department of Energy (US DOE) Project target [32] and 50 $/kWh is
indicated as cost of advanced battery in 2030 [33]. Because those are for the battery
pack, the doubled cost is assumed for LIB-based ESS cost: i.e., $100–250/kWh for
B. US DOE’s cost target is 53 $/kW for FC power plant, on a condition of
500,000 units annual production of 100 kW-FCs [34]. 50,000 JPY/kW
(ca. 455 $/kW) as a cost target of the water electrolyzer plant can be found in the
report of CO2 free hydrogen working group, the Ministry of Economy, Trade, and

Table 16.1 Comparison between LIB and hydrogen ESS [30]

LIB ESS Hydrogen ESS

Energy conversion cost
Cost per power ($/kW)

Low
A (�0)

High
C

Energy storage cost
Cost per storage ($/kWh)

High
B

Low
D
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Industry, Japan [35]. Considering that a balance of plants cost for integrating FC,
electrolyzer, and high-pressure tank is necessary, 1000 $/kW for C is assumed: an
approximately doubled cost of the summation of the cost targets of FC and electro-
lyzer plants. The cost for hydrogen tank is estimated by US DOE’s project: 14.8
$/kWh for 700 bar baseline tank system at a manufacturing volume of 500,000
systems/year [36]. Also, doubled cost is assumed for high-pressure tank, meaning
30 $/kWh for D.

Assigning those values to Eq. (16.2) will give us a crossover time of 4.5 and
14.3 h for the battery cost of 250 and 100 $/kWh, respectively. If we assume a good
advancement of battery and retarded advancement of the FC and electrolyzer, i.e.,
100 $/kWh for B and 10,000 $/kW for D, crossover time is calculated to be 143 h,
still shorter than a week. Fermi estimates here mean that the crossover time will be in
the order of 101–102 h, and hydrogen ESS will show the economic rationality over
LIB ESS for the energy storage period longer than the estimated crossover time.
Schmidt et al. assumes that LIB and hydrogen will be major options for energy
storage in future [24]. Their detailed estimation of levelized cost of storage showed a
crossover time of ca. 30–40 h. One can see how the Fermi estimate formula proposed
by Hasegawa works well.

16.5 Integrating Storage Measures to Photovoltaic Power
Generation

The discussion in the previous section is to show the rationality of hydrogen energy
as a long-term storage measure for renewable electricity. However, a simple combi-
nation of hydrogen and PV will not result in the economically feasible system due to
the low capacity ratio of the PV, hindering a capital recovery within a reasonable
depreciation period. So far, various studies have been conducted under the concept
of the Power-to-Gas [37]. Recently, hybridization possibility of the battery with
hydrogen production from the PV was discussed by Gillessen et al. [28]. They
considered technology options such as the LIB and redox-flow battery with the
technology levels around 2030 to conclude that the system without battery is most
economically feasible, even assuming an electricity cost of zero. This result is in line
with our apparent intuition that the system becomes more expensive by incorporat-
ing the expensive battery into the expensive hydrogen production from the PV. Then,
is there no solution in this direction, and should one consider different directions to
realize a sustainable energy supply system based on the PV?

In this section, let me consider the system configuration free from a priori
assumptions or background knowledge. An extreme of the free electricity assumed
in [28] does not provide a solution because it does not directly solve the difficulty of
the capital recovery due to the low capacity ratio. Therefore, another extreme of
battery cost of zero, i.e., sufficiently low cost in a practical context, will be discussed.
When we do not need any investment to install a battery system, sufficiently large
capacity of battery can be installed to PV system. In this extreme end, all the
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electricity generated by the PV is once charged to the battery, then discharged to the
electrolyzer with a constant output power as schematically illustrated in Fig. 16.4.
When the battery is not installed, the capacity of the electrolyzer is determined by
referring the capacity of PV, leading to a low capacity ratio of the electrolyzer. On the
contrary, the capacity of the electrolyzer is designed to the discharge output of the
battery in the extreme case discussed here. In addition, the capacity ratio becomes
100% meaning much easier capital recovery. Assuming that the capacity ratio of
12% for PV and the battery charge/discharge efficiency of 100%, the discharge
output will become 12% of the PV capacity, then the capacity of the electrolyzer
can be 12%, ca. one-eighth, compared to that without battery. From this estimate,
one can understand that the battery installation is economically beneficial when the
investment cost of the battery is smaller than the benefit by decreasing the invest-
ment cost and increasing the capacity ratio of the electrolyzer. Here, let’s assume the
reference system of 1 kW of PV equipped with 1 kW of electrolyzer. When
the electrolyzer cost is 500 $/kW, the reference system requires 500$ to install the
electrolyzer of 1 kW capacity. On the other hand, the necessary electrolyzer capacity
is 120 W when the sufficiently large capacity of the battery is installed, meaning that
the necessary investment for the electrolyzer is only 60 $. The difference, 440 $, can
be used to invest for the battery. When the battery cost is 100 $/kWh, 4.4 kWh can be
installed. The question will be the expected increase of the capacity ratio by
installing the 4.4 kWh battery, which can only be estimated by referring the actual
power generation profile of PV.

Kikuchi et al. have optimized the system integration of the PV, battery, and
electrolyzer [27]. Figure 16.5 shows a schematic system configuration of a battery-
assisted hydrogen production from solar energy. The electricity generated by PV is
transferred to the energy management system (EMS). The EMS determines the
appropriate operation mode from the options of direct input to the electrolyzer,
charging excess electricity to the battery, discharging from the battery to meet the
electricity deficiency, and rejecting the electricity. When the costs of the PV, battery,
and electrolyzer, as well as a solar irradiance profile are given, an operational mode
and capacities (ratio) of the PV, battery, and electrolyzer, minimizing the levelized
cost of hydrogen (LCOH2), can be determined.

Fig. 16.4 Schematic of the power generation profile of PV and electrolyzer capacity with suffi-
ciently large capacity of battery
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Figure 16.6a shows the breakdown of the optimized LCOH2 when the LCOE of the
PV and electrolyte investment cost is 7 JPY/kWh and 50,000 JPY/kW, respectively.
When the battery unit cost is 20,000 JPY/kWh, LCOH2 becomes ca. 50 JPY/Nm3,
indicating that the system will be economically viable against the present gasoline price.
One can see that the PV electricity occupies the large part of the cost, followed by the
electrolyzer including investment, operation and maintenance. As the unit cost of the
battery becomes cheaper down from 20,000 JPY/kWh, the ratio of the battery cost in
the total cost increases. Below the unit cost of around 14,000 JPY/kWh, the ratio of the
battery cost decreases as the unit cost decreases. To see more details, the ratio of the
battery and electrolyzer capacities is plotted against the battery unit cost in Fig. 16.7.
When the unit cost of the electrolyzer (CAPEXely in the figure) is 50,000 JPY/kW, the
relative battery capacity increases steadily as the battery unit cost decreases from 20,000
JPY/kWh. Below 14,000 JPY/kWh, the relative capacity increases only slightly. The
cost of the installed battery is given as the product of the unit cost and installed capacity.
The increase of the installed capacity explains the increase of the battery cost in
Fig. 16.6a even if the unit cost decreases from 20,000 to 14,000 JPY/kWh, while the
plateau of installed capacity will explain the decrease of battery cost as the unit cost
decrease below down to 14,000 JPY/kWh. Figure 16.6b shows the breakdown of the
LCOH2 when the LCOE of PV and the battery unit cost is 2 JPY/kWh and 5000
JPY/kWh, respectively. It can be seen that the LCOH2 is ca. 20 JPY/Nm3 when the
electrolyzer unit cost is 20,000 JPY/kW.

16.6 Summary and Future Perspective

In this chapter, the author introduced the discussion focusing mainly on the storage
technologies as key technologies for making intermittent renewable energies a main
power generation system of the future. From the trend analysis of LCOE’s of the PV,

e-: Electricity

Fig. 16.5 Schematic system configuration of a battery-assisted hydrogen production from solar
energy [38]
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nuclear, coal, and LNG, future paradigm of power generation options was discussed.
As an option for long-term storage, rationality of hydrogen against battery was
discussed by referring a Fermi estimate formula by Hasegawa. The rationality of
integrating battery with hydrogen production from solar energy was discussed. By
considering the rationality of the system from scratch, it was derived that the
investment cost of the electrolyzer can be one-eighth of the system without
the battery. Examples of the system optimization were introduced. By the appropri-
ate integration of the battery into the system, an economic competitiveness of the
hydrogen production from the solar energy was clearly shown especially when the
future technology costs were assumed.
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Fig. 16.6 Examples of estimated levelized cost of hydrogen for a battery-assisted hydrogen
production from solar energy: (a) the LCOE of PV and electrolyzer unit cost is 7 JPY/kWh and
50,000 JPY/kW, respectively, and (b) the LCOE of PV and the battery unit cost is 2 JPY/kWh and
5000 JPY/kWh, respectively. (Reprinted from Int. J. Hydrogen Energy, 44/3, Y. Kikuchi,
T. Ichikawa, M. Sugiyama, M. Koyama, Battery-assisted low-cost hydrogen production from
solar energy: Rational target setting for future technology systems, 1451–1465, Copyright 2019,
with permission from Elsevier)
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Promoting the research and development to make the PV and electrolyzer cost-
competitive toward the economically viable hydrogen production is important
beyond controversy. However, one should be reminded that even if the electrolyzer
becomes more efficient and less expensive, the issue of a low capacity ratio of the
PV, which makes the capital recovery of the electrolyzer difficult, remains outstand-
ing. The investment to the battery may increase the economic rationality of the
expensive hydrogen production from the PV. The battery and hydrogen have been
often discussed as “battery vs hydrogen,” as if they are incompatible competitors. An
example discussed in this chapter is a trial of the discussion free from such context.
Harmonic integration of battery and hydrogen, i.e., “battery � hydrogen”, will be a
key toward a renewable energy-centered energy system in future.
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Abstract
The rise of China since World War II has been centralized in the form of a series of
five-year plans. These plans affected society at all levels and have now reached a
zenith in terms of ecological, environmental, energy, and economic outcomes. A new
power law was enacted to govern the Chinese Electricity sector. The central govern-
ment intent is to decentralize energy generation, transmission, and storage through
the formulation of policies which affect energy generation through tighter supervi-
sory controls, through innovation and economic rebates and aid. These new pro-
visions are targeted to slow down the rate of energy consumption and enable the
transition of China to an electricity generator based on renewables including hydro-
electric, biomass natural gas, and nuclear with a lesser reliance on coal-fired elec-
tricity generation. The policies are derived from earlier noticed in area of electricity
generation, transmission, and environmental protection. The formulated policies
using southernChina as a test casemigrated fromgeneral pronouncements to specific
policy outcomes; the acceptance of which is based on the level of gain, fairness, and
transparency. Heavy electricity users can buy directly from the power generator
competitive rates; however, the social justice principle ensures that users who do
not choose to participate in the electricity market are quoted prices that are not at far
higher levels than high volume users. Also, there needs to be tighter integration
between the supply and return of investment or rebates either at the government or
province-level to ensure transparency and fairness to supply. To meet the ambitious
targets of decarbonization and environmental goal’s, the policymakers have allowed
the local municipalities meet the projected targets using local knowledge, expertise,
and resources; however, more research and development (R&D), technical assis-
tance, and workforce training are required to meet the new policies scenario by 2040.

17.1 Introduction

Energy policymaking in the People’s Republic of China (China) is coordinated by the
State Council [1], but the practical implementations are decentralized through a number
of entities in the form of a national action plan [2]. This plan lays out performance
targets in the form of five-year plans which recently have included renewable energy
with traditional energy portfolios, such as nuclear power, coal-fired power stations,
methane, and methane hydrates [3]. The rise of China as an industrial power is aligned
with its rise as an economic power like the United States or European Union political
trading block of 28 countries (EU28) and is shown in Fig. 17.1 [4, 5, 6, 7].

The plot shows a positive correlation between carbon dioxide emissions and
industrial production as measured in the gross domestic product, as well as a steady
rise in atmospheric carbon dioxide levels. China is currently the world’s largest
electricity generator and energy consumer, as well as a carbon emitter [8].

Under the five-year master plan, China’s electric power law coordinates energy
services between state-owned enterprises and province or regional government entities
that purchase using a decentralized approach [9]. The State Council formulates union
which is delineated by the National People’s Congress in the form of published
articles. For example the 1995 National People’s Congress (NPC) articles 35 and
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36 guarantee investment returns through price caps as a means of attracting “private
sector” financing and meeting the energy demands set forth in the quinquennial five-
year plan; the latest iteration is the 13th five-year plan (State Council [10–13]).

The early five-year plans emphasized a catch-up mentality to Japan, a regional
competitor and a potential hostile foe, the United States as a Pacific dominant power,
and Europe. These plans enable the Central Planner to meet the performance targets
by enabling sectors such as manufacturing and heavy industries to have the power as
required [14]. From the tenth to the current plan, a slight re-think was emphasized
particularly during the Olympics held in Beijing to tackle grid inefficiencies, waste,
greenhouses gas (GHG) emissions, and particulate matter which can cause serious
health issues particularly to the millennials who are expected to carry the intellectual
and practical burden into the next three decades [15–23].

In the early five-year plans, the purpose was to catch up after an internal civil war
and a war against Japan to rebuild and rebuild fast using the Soviet planning model.
To accomplish the energy requirements, a high investment in coal-fired generators
was initiated from near 90% to around 70% to 40% around 2040 [24–26].

17.2 Evolution of Decentralized Energy Policy

It can be seen that the country’s energy generation capacity and consumption are
closely aligned, with an increase in consumption of 5.9%, the fastest since 2014
(Fig. 17.4). The new policy scenario envisages a transition to a more robust
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renewable portfolio by 2040 from the current 58% (coal-fired electricity generation)
to 32% (Fig. 17.5) [27, 28]. A close look at electricity consumption over the last five-
year plan is shown in Table 17.1. The per capita electricity consumption for 2017 is
summarized in Table 17.2 by sector consumption. The total per capita usage was
4589 kW/h of which the domestic sector accounted for 628 kW/h with a
corresponding increase of 268 kW/h from 2016. The total nationwide usage was
63,625 kW/h (Figs. 17.2 and 17.3).

Electricity consumption in the whole country was 636.25 TW/h with an annual
growth rate of 6.6% or a relative increase of 2.7% relative to 2016 [30–34]. These
successive increases indicate that the expected industrial output due to the steel
tariffs imposed by the Trump Administration either have not taken effect or have not
slowed the economy significantly to affect energy consumption, with heavy industry
contributing toward the largest increase in the share [35].

The five-year plans from 2005 have stressed self-sufficiency in energy, as well as
manufacturing and a managed transition to renewables, and to lower greenhouse gas
emissions and improve the air quality in large metropolitan cities of China
[36–41]. This can only be accomplished if the reliance on coal-fired power stations
is diminished (cf. Fig. 17.5).

The current mix is summarized in Table 17.3. This transition can be better
managed by placing new environmental standards in the coal sector through policy
reforms [42–44]. One is the modernization of older coal-power stations or early

Table 17.1 Summary of installed capacity and corresponding growth rate

Year

The installed capacity of
power generation
(kW � 10)

Growth
rate (%)

The per capita installed capacity of
power generation (1 � 103 adults,
kW/h)

Growth
rate (%)

2010 96,641 10.6 0.85 11.9

2011 106,253 9.9 0.79 9.3

2012 114,676 7.9 0.86 8.9

2013 125,768 9.7 0.93 8.1

2014 137,018 8.9 1.02 9.7

2015 152,527 10.6 1.10 7.8

2016 165,051 8.2 1.19 8.2

2017 177,708 7.7 1.28 7.6

Table 17.2 Summary of installed capacity and corresponding growth rate by the end user for 2017

Electricity consumption
(�1 � 109, kW/h)

Growth rate
(%)

Primary industry electricity 1175 7.5

Secondary industry electricity 44,922 5.5

Electric power in the tertiary industry 8825 10.7

Electricity consumption for urban and
rural residents

8703 7.7

http://www.cec.org.cn/guihuayutongji/tongjxinxi/niandushuju/2019-01-22/188396.html

474 Y. Gao et al.

http://www.cec.org.cn/guihuayutongji/tongjxinxi/niandushuju/2019-01-22/188396.html


retirements as solar, wind, and hydroelectric have increased their share. The second
factor related to price and energy mix adjustment is related to the cancellation of
projected commissions from the 12th five-year plan. Lastly, the third factor related to
changes in energy policy is loosening of state controls in terms of pricing, to promote
trade and competitiveness between power utilities and manufacturers as directed by
the State Council in 2015 [25]. Collectively, these three factors are designed to
increase efficiencies, enable fast transitions in use of the energy portfolio and
minimize excess capacity.

The total installed capacity of non-fossil energy (non-thermal) power generation
was 688.5 TW/h (37.8%), as renewables of the new policy scenario sustainable mix
(wind power, solar energy) installed account for 16.5% [30].

This has enabled investment on renewables (excluding hydro, Eyre et al. [46]) to
increase as their share of the total product portfolio increases. To promote efficien-
cies within the grid, the new price controls have resulted in reduced tariffs, saving
regulatory costs and top-down supervision and enabling localities to better manage
their production and demand. These State Council articles and local management
have enabled China to be responsive at the local level while maintaining top-down
control [47]. The policy makers within the State Council recognize that the cost of
doing business should also factor in environmental and health costs associated with
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higher greenhouse gas emission and particulate matter. Since much of the electricity
is dominated by coal-fired power stations, reform of the electricity system is logical
as is the transition from a planned economy to a service economy, where the energy
generators negotiate directly with the large energy consumers. The justification for
this transition is based on the greater responsiveness and adaptability to changing
circumstances from the bottom-up as opposed to the traditional top-down [48].

The goal of the current five-year plan to increase renewables (excluding hydro) to
15% by 2020 and to 20% by 2030 is designed to meet the environmental goals of all
major 338 cities meeting the air quality standards. In 2016, only 84 major cities met
the air quality standard [49, 50]. To lower both carbon and particulate emissions the
dependence on central large thermal power stations needs to be better managed and
aligned with local entities such that the power is transmitted from great distance to
the desired location, and that better coordination is required over the use and

FYP0
FYP1

FYP2
FYP3

FYP4
FYP5

FYP6
FYP7

FYP8
FYP9

FYP10

FYP11

FYP12

FYP13

-100000

0

100000

200000

300000

400000

500000

600000

700000

19
52

19
56

19
60

19
64

19
68

19
72

19
76

19
80

19
84

19
88

19
92

19
96

20
00

20
04

20
08

20
12

20
16

20
20

 Actual

Quinquennial year

Projected

)h/
Wk age

M( noi tarene
G yticirtcelE lautcA ro detcejorP

Five Year Plan #

Fig. 17.3 Summary of annualized planned and actual electricity generation as outlined in the
quinquennial five-year plans (bottom axis) and the corresponding years (to axis). (Source: IEA [30],
USCC [16, 17], Sun et al. [45, 31, 32])

476 Y. Gao et al.



1990 1995 2000 2005 2010 2015 2020
0

1000

2000

3000

4000

5000

6000

7000

 Generation
 Consumption

)h/
WT( noitp

musnoc ro n oitar en eg yt icir tc elE

Year

Fig. 17.4 Summary of annualized electricity generation and consumption (TW/h). (Source:
yearbook.enerdata.net, 2017)

16.25
32.5

Install Power Capcity by Source (2016) Installed Power Capcity by Source (2040)

325

65

16.2581.25

942.5

Total Coal Solar Wind Hydro Nuclear Gas Oil Other

146.25

16.25

357.5

520

3188

113.75
292.5

243.75
65

1.625
30.875

Fig. 17.5 Summary of the installed power capacity in China today (2016, left) and anticipated by
2040 (right) by energy source. (Source: IEA [30])

17 Postface: China in the New Policies Scenario 477

http://yearbook.enerdata.net


management of the power grid, summarized in Table 17.4 [51]. In reference to
Table 17.4, it can be seen that relative to 2016, the consumption of energy from large
centralized thermal units or thermal power stations decreased by 2.2%, in spite of an
overall increase of gas power station by 8% [52].

By the end of 2017, the national installed capacity of full-caliber power genera-
tion was 1.777 billion kilowatts, up from the previous year by 7.7%. In addition, by
the end of 2017, the per capita installed was 1.28 kilowatts, an increase of 0.09
kilowatts over the previous year, an increase of 7.6%, Slightly above the world
average (http://english.cec.org.cn/No.110.1481.htm).

In Fig. 17.6 and Table 17.5 it is clear that use of large thermal units and thermal power
stations will remain a dominant mix of the energy portfolio for some substantial time,
although transition to renewables (excluding hydroelectric) has resulted in a slight
decrease of thermal consumption from 72% to 71% from a high consumption of
82.5% in 2010 [30, 53].

An example of the State Council (top-down) and local city planners (bottom-up)
approach is how the City of Shenzhen (southern China) has managed its energy
needs. According to the State Council article 9 [13, 25] and in coordination with the
National Development and Reform Commission [54–56], a repricing of electricity
and use of the transmission grid was initiated in 2015 [25].

Table 17.3 Summary of energy from renewables and percent change from 2016 to 2017

Power generation installation structure

Percentage ratio (%)

2016 2017

Thermal (coal) 64.3 62.2

Hydropower 20.1 19.3

Wind power 8.9 9.2

Solar power generation 4.7 7.3

Nuclear power 2.0 2.0

http://www.cec.org.cn/d/file/guihuayutongji/tongjxinxi/niandushuju/2019-01-22/4fedb4c956f6059
c5998913b10a6233a.pdf

Table 17.4 Summary of installed power capacity by energy type for 2017

Installed
capacity
kW(�10)

Percentage ratio
(%)

Coal-fired power generation 98,000 55.2

Gas power generation 7570 4.3

Yu Wen, residual pressure, residual gas power
generation

2989 1.7

Biomass power generation 1651 0.9

http://www.cec.org.cn/d/file/guihuayutongji/tongjxinxi/niandushuju/2018-12-19/b386d97a65996
f9e3520b9d63b4ba634.xls
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17.3 Policy Implementation: Illustration from Southern China

The work plan for Shenzhen is shown in Fig. 17.6. Briefly, the State Council
formulates the framework policy through assurances of articles [57, 58]. The pro-
vincial or municipalities formulate these articles at the local level based on need and
available resources or access [59]. The aim of article six of the State Council circular
is to improve efficiencies in energy production and transmission and is not focused
on a single inflection point. The circular deals with several factors, which can be
classed as either strengthening or improving supervision of energy production,
technical improvements in the areas of energy generation or economic support to
enable provinces to migrate to cleaner energies whilst meeting the energy targets.
These include but are not limited to subsidies which yield tax discounts to manu-
facturers of solar cells who utilize the solar panels for light-harvesting and genera-
tion of electricity. A more common approach is to encourage the city planners to
promote the purchase and use of local photovoltaic components, materials, and
assemblies to provide energy at a local level. While the subsidies are modest at
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Table 17.5 Summary of installed percentage change of power capacity between 2016 and 2017

Generation

Percentage ratio (%)

2016 2017

Thermal (coal) 71.8 71.0

Hydropower 19.5 18.6

Wind power 4.0 4.7

Nuclear power 3.5 3.9

Solar power generation 1.1 1.8
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<0.3 yuan/kWh (cf. Table 17.6 for a range of tax credits), they promote local
innovation and increase the non-renewable portfolio in line with the State Council
articles [27, 43, 44, 60].

An analysis of approximately 32 major cities or administrative centers in southern
China (such as Guangdong, Guangxi, or Hainan) shows an equal implementation of
the three reforms (supervision, technical, or economic) [49, 61] (Fig. 17.7).

A common problem faced by policy planners is central versus decentral. Does
the state consolidate and invest in a few but large energy producing or consuming
entities, or does the state decentralize and have numerous but lower capacity
generating or consuming entities [62]. In China, during the first few five-year
plans, the earlier models were based on centralized management and quotas as
developed by the Soviet System, that took less account of local needs, resources,
and know-how. The current five-year plans have migrated towards more subsid-
iarity, enabling localities to develop solutions which impact the entire nation,
such as the environment, economy, healthcare or energy. The five-year plans
concerning energy have increased the sustainable mix and governance or imple-
mentation of directives via a more deregulated model. Deregulated energy thus

Table 17.6 Summary of subsidies offered to entities in southern China business based on energy
type per kW/h of generated electricity

Type Cost (RMB)

Thermal 0.2~0.3

Hydropower 0.25~0.3

Onshore wind power 0.2~0.35

Photovoltaic power station 0.3~0.4

Nuclear power 0.45~0.5

Fig. 17.7 Summary of the State Council policies driven at the local level using policy implemen-
tation and policy instruments at the City of Shenzhen as a test case
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relies on renewables at the local level, lowering transport costs and improving
responsiveness to local energy needs and lowering the likelihood of blackouts or
brownouts during peak emergencies as the grid is decentralized, including a stop
on authorized construction projects [63, 64]. The first advantage of such a
deregulated approach is fostering of adaptability to dynamic energy
needs. Some of the older sustainable energies such as hydroelectric imply auto-
mation without heavy human involvement, while other newer sustainable ener-
gies such as PV and to a lesser degree wind suggest human involvement and
capital costs providing near zero emitting carbon energy sources [55]. A number
of policy instruments have been issued and adopted to promote deregulated
energy to lower the barrier to market, promote market penetration, as well as
lower carbon emissions and increase high technology products manufactured in
China. These policies often have been contradictory and not consistently applied
as the focus of successive five-year plans has not been the same, as macro-
incentive policies have shifted depending on the specifically stated goal. Between
November 2015 and July 2018, the NDRC issued a series of policies designed to
reform the electricity generation and distribution in southern China [54, 56,
94]. At the end of 2016, the renewable portfolio accounted for 36% of the total
electric installation with photovoltaic and wind energies contributing the highest
kW/h in the world, although the relative ratio to the total energy demand in China
is modest. Through the introduction of subsidies, preferential trading policies
(cf. Fig. 17.8), and grants, the anticipation has been that uptake in renewables will
increase [30].

The redistributed energy policy has three broad goals: the first is the reduction of
electricity from coal-powered utilities, and the second is local planning, input, and
implementation of central policy directives, based on local need and resources to
provide clean, safe, reliable (high up-time), and sustainable energy to industry and
local population centers [47].

Supervision Technical Economic Gas Solar Wind Geothermal Biomass

6 6

10
6

3
14.00

10.00

8.00

Type of Policy control in Souther China Number of Initiative to Promote use of
renewables in Souther China

Fig. 17.8 Summary of policy types in southern China, such as enhancement of supervision and
training, technical innovation and modernization or economic or infrastructure assistance (left) from
the central government and number of policy subsidies or changes at the local level (southern
China) to promote renewables (right)
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The second is to enable the local municipalities to have a greater say in which
renewable energy portfolio is their focus based on financial strength, local resources,
and need, such as photovoltaics (PV), wind, and hydroelectric. Lastly, is the minimi-
zation of long-distance or high-voltage transmission of energy from central thermal
plants reducing cost, waste, loss, and cost of installation, maintenance management,
training and safety upgrades. These initiatives are designed to lower power loss due to
transmission but also increase the renewable energy mix portfolio [65].

In Shenzhen, the NDRC policy implementation has not resulted in price changes, but
has enabled: (a) participation of high volume energy users in the power market to
compete for feed-in electricity price adjustments from power generation enterprises; (b)
increased participation of power generation enterprises to supply feed-in electricity at
fixed prices, which were not competing before due to long-term fixed contracts with
guaranteed price caps; and (c) the ability for direct negotiation between energy generator
and user for more competitive rates, regardless of volume of energy usage. While these
reforms have not altered the price category band, the new round of power system reform
has altered how the market is managed and is summarized in Fig. 17.9 [66].

The new policy directives have four modalities “off-grid, on-grid, grid-connected
without power injection, and grid connected with power injection.” In the off-grid
modality, local energy services are provided without transmission from a central
source; whereas on-grid, electrical power is supplied locally to the grid and then to a
source with air-conditioning and steam supplied locally, with the grid supplying
on-demand peak loads [67]. A series of reforms are tailored to enable renewable
resources to be better managed and be price competitive with coal, where price caps,
tariffs, and rebates have generated a pricing mechanism which generates a sales price
band to ensure “fairness” and “equity” to both end users who enter the market to
price competitive transactions and also for users who choose not to enter the market
but rely on fixed price long-term contracts [1, 68, 95]. The charge caps within each
price band take into account a form of social justice or “the protection of people’s
livelihood” as well as being responsive to large combines who are major consumers
of energy. This mechanism allows them to conduct strategic planning and budgeting,
as the prices are fixed using long-term contracts for a definitive period, summarized
in Fig. 17.10 [69, 70].

Fig. 17.9 Summary of classification of electricity price related to power generation enterprises
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The oil crisis focused policymakers on energy security, on the turn of the millennium,
and environment dimension was added for minimizing climate change through a
balanced energy approach of combining renewable energy, clean energy, and traditional
fossil fuels [71]. The transition has also offered an opportunity for workforce training
and new revenue lines. The State Council articles of 2016 [27, 60] are designed for
stabilizing energy, reducing greenhouses gas emissions, and controlling air pollution.
The reforms in the power sector incorporate elements of a regulated market in the
decision making, a process in which the energy sector was opened to both domestic and
foreign investments and capital and on/off-grid electricity tariffs, price caps, and
subsidies [44]. The 2015 reforms [25] were build upon the 1985 reforms [57] with
power generation sector using the concept of energy justice and social equity formulated
in articles [“Chapter V Electricity Rates and Fees Article 35 The electricity rates herein
refer to the rates charged to the power-generating enterprises for incorporation into the
power network, the rates of mutual supply between different power networks and the
sales rates of electricity supplied to consumers”. “The rates of electricity shall be based
on a centralized policy, fixed in accordance with a unified principle and administered at
different levels. Article 36 Establishment of electricity rates shall be based on the
principles of reasonable compensation of cost and reasonable determination of profits,
legal incorporation of taxes, fairly shared burdens and promotion of electric power
construction”] [13], which enshrine the concept of a guaranteed return on investment
and also controlled inflation and capped the returns for investors. These early reforms
enabled local and state entities to invest in the power generation sector to meet new
growth targets. The relationship between electricity generation, consumption, and price
controls is summarized in Figs. 17.10 and 17.11 [72].

In practical terms, direct trading between major energy users to buy electricity at
competitive prices has expanded. While the pricing mechanism to determine the unit
purchase price of heavy users has not been substantially been changed, the policy tweak
has enabled the voice of small to intermediate energy users to be factored into the overall
pricing model, along with the choice of renewable energy mix into long term strategic
planning [73]. Through this reform, market bid to transactions of energy units has

Fig. 17.10 Classification of electricity price related to related manufacturers or heavy energy
consumers
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increased, while maintaining price structure similar to pre-reform approach, for end-
users who did not enter the price competitive bidding process. The purpose of these
market-based reforms is to make the electricity generation to market process more
responsive to local needs across different regions of South China, whilst maintaining
the concept of ‘social justice’ [74]. The rollout of reforms is not consistent or uniform
across the region; some cities are able to implement the reform policy quicker, while
there is a lag in adoption in other municipalities. The pre-reform trading includes large
users who directly buy [66–110 kW/h] electricity or greater users such as heavy
industrial and commercial manufacturers and power generation enterprises who trade
directly with local commercial consumers [75]. Power generation enterprises will sell
electricity to the power grid to sell to end users and a third to heavy users who bid
directly to the power generating entity. The price band is designed to provide an
equitable settlement, with the power grid enterprises ensuring a guaranteed power
supply services and also minimum length contracts to stop end users from shopping
for a power supplier too frequently [45, 76].

17.4 New Policy Scenario

This triad approach is designed to simultaneously increase the power supply from
renewables, by fostering local actors to build local power generation capacity from
domestic and foreign investors, who are guaranteed higher on-grid tariffs to entice
their investment and allow a maximum return on investment [77]. The role of foreign
investment or higher returns may not be politically beneficial at the State Council
level, but by deferring to local municipalities, the political penalty is by-passed as a
greater foreign share of power generation in China is decentralized, limiting the
probability of one foreign actor dominating the China power-generating market [73,
78]. The electric power law has pivoted China to consolidate the infrastructure phase
and maintain annual growth of 1% in contrast to an annualized growth of 4.5% over
the last two five-year plans. The stabilization of growth is equivalent to an improve-
ment of 3.4% gain in energy on a per capita basis which is expected to increase until
2040 [30, 33]. The growth model also predicts that China will overtake the EU28 by
2035 in per capita energy consumption [79]. The energy law promotes “newenergy”
through the generation of electricity from renewable resources such as natural gas,
and nuclear, and hydropower while lessening the reliance on coal. This

Fig. 17.11 Classification of electricity price related to electricity sales companies
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diversification in the energy mix is expected to continue for at least the next 3–4 five-
year plans (cf. Fig. 17.12; [30, 80]). The renewable portfolio is also used for energy
storage related to heating and transport. If the current trend is continued, electricity
as an energy carrier will be the dominant form of energy consumption rather than
natural gas or petroleum or coal [81]. The cross over is expected to occur around
2025–2030 for both coal and oil as photovoltaics, biomass, and wind provide energy
for domestic, light energy, and battery/and hydrogen for transport (cf. Fig. 17.13). A
total of 150 GW of new coal capacity has been postponed until 2020, in addition to
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the retirement of 20 GW of older coal-fired plants and technological upgraded to
1 TW of current coal-fired power stations and is expected with natural gas and
petroleum to be significant until 2040 [30, 33].

17.5 Photovoltaics as a Model of Deregulated
and Redistributed Energy

New Power Law of China is designed to formulate a distributed energy system
through administrative controls [52]. These controls consist of the top-down State
Council policies which apply to all state and private agencies, the Ministry of
Industry and Information Technology for industrial entities, and other area-specific
ministries such as the Ministry of Science and Technology. These State Control
entities also offer directly or through the province assistance to promote and use
renewable energy resources in the form of tariffs, feed-in tariffs, power generation,
or installation subsidies, in addition to state grants, tax rebates, preferential loans,
on-grid tariffs, and guaranteed minimum returns in the form of articles, notices, or
interim measures as the communication instrument [82]. At the top level, the
National Energy Administration (NEA) supervises the province or special adminis-
trative unit power generation capacity. The province dictates the scale and scope of
implementations of the power capacity scale, requiring state-owned enterprises or
other actors to buy power generation rights from large thermal power stations [83].

To encourage and lower the cost of business, financial loans, subsidies, and heavy
rebates were implemented; however, this rate of investment cannot continue and is
likely to be tapered off, as some businesses generate less income than anticipated,
while others are unable to meet the current financial obligations (as subsidies are
lowered). Return back to the province may not be accounted for until 2–5 years after
the initial construction phase was completed; lastly, the quality of the electricity
generation and feed into the grid varies with load [83]. Photovoltaics (PV) and wind
is intermittent, and some power generation units are not appropriately grounded or
produce a lower voltage with a broad frequency distribution which can affect the
quality of the grid voltage [84]. The device storage capacity, grounding, voltage level
steady output, connections, type of inverters, and frequency/voltage filters are
important factors in addition to power generation prior to grid injection [85].

Both wind and solar have significantly increased their share over the last 3 years
with a relative rate increase of 20% in 2017 from 2016 in terms of installed capacity.
In 2017 an additional 103 GWh was installed a capacity increase of 29.4% year, a
record high [30, 33]. The photovoltaic (PV) surge is occurring in China, the United
States, Japan, and India as the ‘big four players’ in the PV market, who account for
more than 80% of the available capacity, the installed capacity of 53.06 GW, 10.6
GW, 331 9.63 GW, and 7.2 G W, respectively. As the world’s largest photovoltaic
market, China has installed more than half of the world’s capacity in 2017, and the
Chinese market has largely swayed global market trends in the past 2 years, with
newly installed increments in the Chinese market in the 2016 and 2017 accounting
for 70% and 82% of the global market increase [33].
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China’s photovoltaic new grid capacity in the first three quarters of 2018 was
34.5 GW, a decline of 19.6% relative to the same period in 2017. A starting capacity
of 19.6%, at 17.4 GW from the province’s power generating entities, to 10.92 GW
over the previous year, which was a decline of 37% in generating PV capacity. This
slowdown may be a reflection of the implementation of the new policy scenario
rebalancing. The off-grid capacity in the province of southern China was 17.1 GW,
an increase of 12% from the previous year with 13% in off-grid usage [30]. The
overall decline in state-owned enterprise capacity is balanced by an increase in
installation, and usage by new businesses and heavy energy users and also installa-
tion in provinces previously identified as being below the poverty line are consistent
with State Policy regarding “social justice” and “equity” and opening up of markets
to new players particularly in financially depressed regions or provinces [13]. The
current photovoltaic construction and installation in southern China are expected to
be capped at 30–40 GW, although private non-subsidized projects are likely to
increase leading to grid injection and lower output from coal-powered power
utilities. The combined subsidized and non-subsidized PV installed capacity is
expected to reach 45–50 GW by the end of 2019. One reason for the increased
participation of smaller companies in the PV market without subsidies is the
lowering of market entry as the cost of PV has continued to decline. While power
generation from PV is less than 2% of the global total energy (~333 vs. 16,894 TW/h
or 1.97%, [34]), it is likely to increase as the cost of PV continues to fall and the
environmental costs of coal-based electricity generation are expected to rise, not in
the generation of electricity but in environment-related cleanup costs, related to acid
rain and greenhouse gas emissions. In southern China, the cost of photovoltaic
electricity is about 31% higher than that of coal, without subsidies. With increased
marketization, the cost of photovoltaic power generation is expected to be lower than
coal by 2021 years, and continue to decrease or taper off. It is expected that the share
of photovoltaic power generation will gradually rise to 10% by 2040, while photo-
voltaic and wind energy will account for 37% of the total installed capacity of
electricity generation in southern China by 2040, which will be a fourfold increase
(cf. Fig. 17.14 and insert). “Solar photovoltaic (PV) module prices (measured in
2016 US$ per watt-peak) versus cumulative installed capacity (measured in
megawatts-peak, MWp). This represents the ‘learning curve’ for solar PV and
approximates a 22% reduction in price for every doubling of cumulative capacity”
(Our Word in Data and Fig. 17.15 including insert).

17.6 From Yesterday to Today to Tomorrow: Lessons Learned,
What to Expect Next?

The early five-year plans emphasized self-sufficiency and today’s plan are no
different in ensuring that there is energy security in China. The consumption of
energy outstripped capacity, resulting in the fifth five-year plan promoting an
increase in coal-fired power stations to meet and exceed demand. This trend has
continued until the ninth five-year plan. The economy in the 1990s focused on
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Fig. 17.14 Solar PV consumption by country. (Source: Our World in Data)

Fig. 17.15 Solar PV module price versus cumulative capacity, 2000 to 2016. (Source: Our World
in Data)
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expectation and actuality in the tenth five-year plan which slowed the construction of
new coal plants. To meet this “shortfall,” the planners at the province level continued to
build plants or look at renewables. Also, the early market reforms of 2002 decoupled
generation and transmission with a state-owned enterprise quintopoly to compete with
each other and other private sector actors in the power generation sector [58]. These
reforms were supplemented in 2004 by “generation rights” whereby construction of
thermal plants (heat and power from coal) required prior approval from the national
development and reform commission [64], due to decoupling between central planning
and performance targets for the 11th and 12th five-year plans, resulting in a divergence
between projected and actual growth or generation of electricity. As China was devel-
oping, little attention was paid to tangential issues regarding workflow training, safety,
and environmental impact, but the emphasis shifted in the 13th five-year plan to
incorporate societal and environmental goals into industrial output and energy targets.
For example, the plan placed a 5 billion metric tons of coal cap [12] as a means to lower
carbon emission to 15–18% [27, 60] in addition to particulate matter. These new
requirements resulted in older coal power stations being retired equating 20 GW [27],
as well as newer and cleaner manufacturing techniques [43, 54]. The current plan
emphasizes on three aspects: supervision, technical innovation, and economic aid. It is
likely the latter aspect will taper off as newer generating capacity including non-hydro
renewables become more prominent, to meet China’s ecological and environmental
goals. The proportion of non-fossil energy installed capacity in China will exceed 40%
by 2020 and will continue to surpass that of the European Union and the United States
over the next 20 years [30]. This is both clean [coal, natural gas, and nuclear] and [wind,
solar, wave, geothermal] renewable energy. The downward trend in carbon and green-
houses gas is related to market reform and stricter [NDRC] control of the scale of coal
power development and the quick elimination of “dirty” production capacity forming
the supervisory arm [44, 55, 56]. The development of new wind, PV, and thermal
storage including batteries has enabled smaller firms to participate directly in the
electricity market as purchases of electricity or as buy-to-sell entities, which has been
implemented with varying degrees of vigor within southern China, promoting grid
flexibility. Lastly, economic aid to clean up or replace coal-based electricity generation
and/or utilization of clean electricity has resulted in an increased rate of renewables.
Technical innovations and deployment of intelligent power systems improvements in
load-leveling have contributed to increasing efficiencies in available electricity and
decreased the requirement for transmission over large distances from large thermal
units. Unrelated directly to the generation of electricity, but tangentially involved in
the incorporation of elements from information technology to provide technical support
for the intelligent development of the power system [86].Other allied areas of incorpo-
ration are the use of cloud computing, big data, Internet of the Things, mobile Internet,
and deep integration between the smart grid and appliances. Specific applications
include communication between electric vehicles, wireless charging, and other fields
of rapid technological breakthroughs that rely on electricity [87]. These have promoted
distributed energy using an intelligent supply system to increase responsiveness to load
changes at high efficacy and low transmission loss. Third, the internationalization of
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electric power development, particularly at the province level, is an important compo-
nent in attracting outside (foreign or out of province) investment, both as importers and
exporters related to “Belt and Road” initiatives. This implies that Chinese business
related to energy will be exported to nearest neighbor countries as well as attracting
outside investment and research and development. These R&D efforts are based both
within China and also at “technology hubs” in select cities in the United States, Canada,
Europe, Australia, Africa, and the Middle East. This research includes both devices,
software, and artificial intelligence tools; thus China can export and promote both
products [solar panels] and solutions [intelligence, cell phone-based apps, smart algo-
rithms] to improve its economy, aid its workforce in high technology, and open up new
markets in Africa, Asia, Eurasia, and Latin America [88]. The internal marketization
within China will continue in the form of institutional mechanisms. : A new round of
power system reform, from power generation, transmission, distribution, to electricity
sales, and user’s service. These reforms include provisions from the State Council
circular which are promulgated in the form of articles, notices, and interim measures,
reflecting varying degrees of ‘implementation urgency’. The application of State circu-
lars conforms to the multi-mode pilot level of multi-level integration reflecting both
human (‘vertical’) and capital/technical (‘horizontal’) resources type of amalgamation.
The above reform involves comprehensive promotion across local, provincial and
national areas of administration to make stakeholder aware and to enable planners to
implement the provisions uniformly across the energy mix portfolio. The steel and good
tariffs imposed on China by the Trump Administration resulted in a focused attention on
the internal market, which was often obscured by the drive “to go outside” [89]. Heavy
energy users can directly buy electricity within their province or cross-provincial
bidding, promoting the province-to-province retail transactions which are beginning to
increase in the proportion of total market share. With the gradual maturation of this
business model, both light and heavy industries can take advantage of competitive
pricing, driving innovation and leading the development of the power industry in a new
direction and fostering potential new revenue streams as export products and
solutions [90].

The five-year plan is a blueprint which is not implemented consistently or
uniformly as drivers are different from province to province. The Electric Power
Law has attempted to unify both social justice, equity, and energy security to
maintain the high electricity generating capacity to meet the high energy needs.
This has been accomplished using both administrative supervision changes, techni-
cal innovation, and economic aid. The end result is for China to continue to be a
world leader in electricity consumption, but to generate electricity from renewables
including hydro and nuclear. This is expected to keep prices low (controlling
inflation) and lower the carbon emission as cleaner coal stations are brought
on-line and renewables take up a greater share of the total energy mix [91].

In southern China (Guangzhou Province), the electricity generation sector played
an important role in delivering the state policy outcomes from upper administration,
although the actual implementation was varied based on local needs and resources.
The decarbonization process of the sector was accomplished through increased
photovoltaic, wind, and biomass usage, as well as pricing deregulation to manage
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the local sector [92]. This has resulted in improved efficiencies and savings, gives
each heavy energy user a stake, and is more transparent as end users are aware of the
price structure and how they can contribute and gain financially through grid-
injection or off-line consumption [93]. In general five approaches have been
observed which contributed toward the decarbonization process: (a) Policy deregu-
lation enabling each municipality to manage its energy needs has allowed heavy
energy users to buy directly from local energy generators and has each user to
strategically plan on how best to manage their resources, using a market price
mechanism [95]. (b) Diversity in the energy mix: Allowing each municipality to
generate electricity using local resources, as diversified energy generation. While
solar and PV are the more dominant forms of renewables, others include biomass,
thermal storage, as well as clean coal for heating and cooling, to lower the carbon
footprint, restricting unauthorized electricity from coal [94]; (c) the use of targeted
subsidies to enable high-cost items such as construction of energy plants to progress
on-time and on-budget. Subsidies, tax rebates, and in-feed pricing should promote
renewables through issuance of green electricity certificates [68], which are seen as a
price competitive advantage relative to energy from large thermal units [96] (d)
technical innovation in construction and energy production is important in driving
costs down due to incorporation of new technology, improvement of current tech-
nologies, and availability of expertise from the “research hubs” to promote local
businesses to become more energy efficient [97]; and fifthly, (e) the decoupling of
generation and transmission. The last ‘structural’ change requires constant monitor-
ing and adjustment to avoid excess capacity or brown-outs. The promotion of local
generation and off-grid storage is tailored towards a smart grid approach using
sensors and artificial intelligence that self-manage load and energy balance in real-
time by making the appropriate electric power adjustments at each node as an energy
device injects or feeds electricity The five-year plan has a provision for a smart grid
development plan to distribute medium and low voltages and is expected to be
deployable around 2020 [98].

In summary, China is today a world leader in power generation and power
consumption and will be a world leader if calculated on a per-capita basis by
2040. To continue with its “social justice” program, the policymakers need to
examine their approach to decentralize and distribute energy to incorporate an
element of subsidiarity and diversity. Subsidiarity is enabling local municipalities
to manage how the target goals are met and when they are met over the five-year plan
projected targets. Diversity is using different energy mixes, from solar, hydro,
nuclear, wind, tidal, biomass, or thermal storage. The policy instruments should
continue with adaptable supervision, technical innovation, and economic incentives
and tighter integration between on-grid injection and payback of subsidies.
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