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At present, resource shortage, environmental pollution, and ecological deterioration
of the earth have become the main challenges for humanity. To protect resources and
the environment, people all over the world make arduous efforts. Among them, the
use of solar energy has attracted much attention in the last few decades. It is obvious
that this clean and renewable form of energy, available in abundance, will be the
main energy source for human beings in the future. Solar photovoltaic (PV) effect
was discovered by a French scientist, A. E. Becquerel, in 1839, and his device could
directly transform solar energy into electrical energy. A century later, in 1954, D. M.
Chapin et al., at the Bell Labs in the USA, invented the first solar cell with an
efficiency of about 6%. Since then, research and application of modern photovoltaic
solar cells have been booming. Solar cells have been mounted on satellites, space
stations, remote prairies, mountains, and islands to offer off-grid electricity, and on
the roofs of houses, apartments, and public buildings to generate in-grid electricity.
In most cases, solar cells have been installed together to form large photovoltaic
power stations to produce mega-watt (MW) or even giga-watt (GW) electricity. Up
to 2017, more than 405 GW solar cells were installed all over the world. It is clear
that the photovoltaic industry has become one of the most important renewable
energy industries, which influences the future direction of energy consumption of
human beings.

Silicon, a semiconducting material, has widely been used in the microelectronic
industry for more than 60 years as the basic material. Currently, silicon, including
Czochralski (CZ) and multicrystalline (mc) silicon, is also the main material for the
photovoltaic industry, and the related solar cells occupy more than 90% market
shares. In fact, the first solar cell was produced using n-type silicon. It is clear that
silicon is the key material for the photovoltaic industry. At first, in the production
chain of the silicon photovoltaic industry, polycrystalline silicon with high purity
should be manufactured. Second, crystalline silicon based on Czochralski, con-
trolled directional solidification techniques, and other technologies is obtained.
After wafer processes, silicon solar cells will be fabricated on the basis of pn
junction. Finally, those solar cells are assembled as modules for further installation.
Therefore, this handbook will depict the properties, structures, fabrications, and
applications of those silicon materials used in the photovoltaic industry.
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This handbook provides a comprehensive summary of the state of the art of
photovoltaic silicon science and technology. It is divided into six parts, which are
Polycrystalline Silicon, Crystalline Silicon Growth, Silicon Wafer Preparing, Impu-
rity and Defect in Crystalline Silicon, Thin Film Silicon, and Nano-structure Silicon
Materials and Solar Cells. Every part contains several self-contained and accessible
chapters that are connected to each other and are also independent for new comers.
Totally, there are about 26 chapters in this handbook. Forty-seven world class
scholars and industrial experts from 27 institutes/universities/research centers (com-
panies) in China, France, Germany, Japan, Russia, and the USA have contributed
their valuable knowledge to the handbook. As the editor in chief, I would like to
express my great appreciation to the authors for their contributions.

This handbook opens with an introduction in which I describe the importance of
photovoltaic power for humanity and the research and application of silicon photo-
voltaics. In Chapter 1, I also introduce the developmental history of silicon photo-
voltaics in the last 60 years, the silicon materials which are used, and current
investigations. Finally, I describe the part contents in the handbook so that readers
can have an overview of the topics.

Part 1 is about polycrystalline silicon, co-edited by Dr. Yupeng Wan, the CTO of
GCL-poly Energy Holdings Limited in China, as the part editor. This part consisting
of four chapters discusses higher purity polycrystalline silicon materials that work as
raw materials for silicon solar cells. The contents include the basic properties of
polysilicon and its characterization methods, written by X. Liu, P. Payra, and Y. Wan;
Siemens process, written by D. Yan; fluidized bed process, written by L. Jiang,
B. Fieselmann, L. Chen, and D. Mixon; and upgrade metallurgical grade silicon,
written by W. Ma, J. Wu, K. Wei, and Y. Lei.

Part 2 describes crystalline silicon, co-edited by Prof. Kazuo Nakajima from
Tohoku University in Japan as the part editor. This part is divided into five chapters
and discusses the different techniques for the growth of crystalline silicon ingots and
their properties. The contents include Czochralski single crystal silicon, contributed
by X. Yu and D. Yang; high-performance cast multicrystalline silicon, contributed by
C. Lan; dendritic cast multicrystalline silicon, contributed by K. Fujiwara; mono-like
crystalline silicon, contributed by K. Kutsukake; and noncontact crucible crystalline
silicon, contributed by K. Nakajima.

Part 3 depicts wafer processes of crystalline silicon, co-edited by Prof. Hans
Moller from Fraunhofer Technology Center for Semiconductor Materials in Ger-
many as the part editor. This part contains three chapters and discusses how to
prepare wafers from crystalline silicon ingots. The chapter about general wafer
processing and the chapter characterization of wafer and supply materials during
cutting are written by H. Moller, and the chapter about the wafer cleaning, etching,
and texturization are written by A. Stapf, C. Gondek, E. Kroke, and G. Roewer.

Part 4 is about impurities and defects in crystalline silicon that have seriously
affected the efficiency of solar cells. This part consists of six chapters and is
co-edited by Prof. Michael Seibt from Gottingen University as the part editor. This
part first depicts the important impurities in crystalline silicon, including oxygen
impurity, contributed by G. Kissinger; carbon impurity, contributed by B. Gao and
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K. Kakimoto; and nitrogen impurity, contributed by S. Yuan and D. Yang. Further-
more, the chapter on metal impurity and gettering processes is contributed by
E. Yakimov. Finally, dislocations in crystalline silicon, written by I. Yonenaga, and
grain boundary, written by M. Trempa, G. Miiller, J. Friedrich, and C. Reimann, are
discussed in detail.

Part 5 consisting of three chapters is about thin film silicon materials, co-edited by
Prof. Y. Zhao from Nankai University in China as the part editor. This part describes
hydrogenated amorphous silicon thin films and hydrogenated microcrystalline sili-
con thin films, written by Y. Zhao, X. Zhang, B. Yan, and L. Bai, and polycrystalline
silicon thin films, written by F. Liu and Y. Zhou.

Part 6 is the last part which mainly describes nanocrystalline silicon and their
application in solar cells. This part consists of four chapters, which are co-edited by
Prof. J. Xu from Nanjing University in China. This part discusses nanocrystalline
silicon, written by D. Wei, S. Xu, and I. Levchenko; nanocrystalline silicon-based
multilayers, written by Y. Cao and J. Xu; polymorphous nano-Si and radial junction
solar cells, written by L. Yu and P. Roca i Cabarrocas; and colloidal silicon quantum
dots, written by S. Zhao and X. Pi.

The handbook provides the most comprehensive, authoritative, and updated
reference on photovoltaic silicon from material fabrication, physical structures,
and processing techniques to their applications in solar cells. I believe all the readers
from universities, institutes, and industries in silicon photovoltaic field will benefit
from this handbook.

November 2019 Deren Yang
Editor
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Earth is the home of human beings. However, resource shortage, environmental
pollution, and ecological deterioration of the earth have become the main chal-
lenges for humanity. To protect resources and the environment, people all over the
world make arduous efforts. Among them, one of the main tasks is to change the
energy sources of modern industries, which have seriously deteriorated earth’s
environment. It is well-known that modern industries are driven chiefly by fuel-
combustion power generation, hydroelectric power generation, and nuclear power
generation, which conflict with environmental protection. Therefore, people are
now devoted to clean and renewable energies.

The sun, producing huge amounts of energy, is an important star for humanity.
It is a continuous source of energy and light for people on earth, which maintains
human life. While sunlight shines on earth, one part of this light is absorbed by the
atmospheric layer and the other reaches the earth’s surface, which is absorbed or
reflected by earth. Once the sunlight is absorbed by earth, it can be either directly
used or transformed into other forms of energy. Therefore, it is believed that solar
energy is one of the most important renewable energies that can support the
development of human economy.

There are several ways in which humans can use solar energy, e.g., photosynthesis,
photochemical reaction, solar thermal, and solar photovoltaic. Among them, solar
photovoltaic directly transforms solar energy into electrical energy by photovoltaic
effect, which is the primary usage mode of solar energy. Dating back to 1839, A. E.
Becquerel, a French physicist, found that under the illumination of sunlight, electrical
voltage could be detected on two metal pieces in dilute hydrochloric acid, so-called
photovoltaic (PV) effect. In the 1950s, the first silicon solar cell was invented by Bell
Labs in the USA, which triggered off its research and application in the modern PV
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2 D. Yang

industry. Nowadays, solar cells have been widely used in different fields all over the
world. Solar cells have been mounted on satellites and space stations for electric
power. They have been installed in remote prairies, mountains, and islands to provide
off-grid electricity. They have also been installed on the roofs of houses, apartments,
and public buildings to generate in-grid electricity. In most of the cases, solar cells
have been installed together to form large PV power stations to produce megawatt
(MW) or even gigawatt (GW) electricity.

Since the invention of the first solar cell, with about 6% conversion efficiency, in
1954, by D. M. Chapin, C. S. Fuller, and G. L. Pearson at Bell Labs in the USA, the
PV industry has gradually developed due to the support by governments of the
USA, Japan, Europe, China, India, etc. Solar cells were first installed on spacecrafts
to provide electric power. Then, people used them to support the powering of
electronic counters, electronic watches, electronic toys, and so on. However, solar
cells were expensive and their cost was largely higher than that of conventional
electrical power. Therefore, solar cells were not used widely. In the 1970s and 1980s,
the efficiency of solar cells increased gradually, and their cost decreased due to the
support of different projects by governments of the USA, Germany, and Japan, such
as “Sunshine Project,” “100,000 Roofs Project,” etc. Solar cells were installed in
remote areas such as grasslands, deserts, mountains, and islands to provide electric
power. They were also installed in light towers, communication bases, and oil
pipelines. People also started to install solar cells on the roofs of buildings to
generate electricity. In the 2000s, PV industry was booming and developed very
fast. Many countries made laws and policies to enhance the application of solar cells
and nurture the PV industry. In 2017, about 98.9 GW of solar power capacity was
installed all over the world, which was an increase of more than 60 times in
comparison with the installation of 1.5 GW of solar power capacity in 2006. The
growth rate of PV industry per year was more than 40% during the last decade and
even higher than that of microelectronic industry. Meanwhile, the cost or price of
solar cells and modules has continuously dropped and in 2017, by comparison, is
only about 15% of that in 2006. Figure 1 shows the PV installation amount per year
in the world, indicating rapid increase in the last decade. Of the 98.9 GW of solar
power capacity installed all over the world in 2017, China added 53 GW, which is
the largest PV market. Moreover, it is expected that more PV panels will be installed
in the future. It is predicted that PV power all over the world in 2040 will be more
than 1 terawatt (TW). Therefore, it is obvious that PV industry is one of the most
promising industries in the world.

Silicon (Si) is the main material for PV industry and occupies more than 90%
market shares in the last decades while other thin film solar cells including amor-
phous Si, CdTe, and CulnGaSe occupy less than 10%. On the basis of high purity
polycrystalline Si as raw materials, crystalline Si including Czochralski (CZ),
multicrystalline (mc) Si, ribbon Si, etc., have been used for fabricating solar cells.
In the initial stage of PV industry, leftover Si materials or fragments of Si wafers in
microelectronic industry were used as raw materials. Since the beginning of this
century, polycrystalline Si became scarce in the market because PV industry
bloomed. More and more polycrystalline Si is being manufactured in Europe, the
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USA Asia, and the USA, especially in China. For example, GCL-Poly Energy
Holdings Limited in China, built in 2006, has become the largest manufacturer of
polycrystalline Si in the world and produced ~75,000 ton polycrystalline Si in 2017,
which is about ~20% of world market share. Similar to Si solar cells, production of
polycrystalline Si increased very much in the last decade and has satisfied market
demands. Figure 2 shows the polycrystalline Si production as a function of time. It
can be seen that in 2016 more than ~400,000 tons polycrystalline Si were produced
to support the production of 77 GW Si solar cells.

Silicon is one of the most important materials in the world and was discovered in
1824 by Swedish scientist Jons Jakob Berzelius (1779-1948). In modern industry,
Si is made from silica sand (Si0,). After the reaction of SiO, and carbon, metallurgic
Si with purity of 95~98% can be fabricated. It is mainly used as an additive in steel
and organosilicon production or as a component to produce Si-Al alloy. It is also
used in the areas of medicine, biomaterials, etc. After the purification by means of
Siemens and other technologies, metallurgic Si becomes high purity Si with a
content larger than Si 99.99999% (7 N) and is so called PV grade polycrystalline
Si or semiconductor grade polycrystalline Si. In this process, the main target is how
to reduce the concentration of boron, phosphorous, and metal impurities and how to
decrease cost including energy consumption.
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And then, man melts high purity Si in a quartz crucible and grows the molten Si
into single crystalline Si by means of Czochralski (CZ) technology. This method was
first used to produce Si wafers for the microelectronic industry and later was also
used to fabricate Si solar cells. From the 1950s to 1980s, all Si solar cells were
made of CZ Si wafers. CZ Si possesses perfect crystal lattices and little impurities,
which is of higher quality fit for higher efficiency solar cells, but however consumes
more energy and is produced by scarce raw materials, which increases cost.
At present, CZ Si occupies about 25% market share and will increase its share
in the near future. In addition, the higher quality single crystalline Si fabricated by
float zone (FZ) technology can be used to produce Si solar cells with higher
efficiency. In 2017, 26.6% efficiency of Si solar cells was reported, which is the
highest efficiency for Si single junction solar cells in the world. However, due to
higher cost, FZ Si has not been widely used in PV industry, but only in the
manufacture of higher efficiency solar cells in which cost is not sensitive.

Multicrystalline Si (mc-Si) is another important Si material used in PV industry
and occupies more than 60% market share. It is fabricated by melting Si raw
materials in a square quartz crucible and then is casted by directional solidification
technology. It was developed in the 1970s and has been mass-produced since the
1990s. Recently, Si slugs or other particles at the bottom of crucibles are used as
seeds to grow mc-Si, so called high-performance mc-Si. Based on cast solidification
technology, mono-cast Si is developed by means of single crystal Si seeds at the
bottom of crucibles. However, multicrystalline grains around the edges and corners
of mc-Si ingots, higher density dislocations and dislocation clusters in the ingots,
and higher cost of seeds used for the ingots are hindering its application in
PV. Moreover, several kinds of Si ribbon materials, which can be directly cut and
used for the fabrication of solar cells, have been explored and even have been
produced.

Amorphous thin film Si (a-Si) and solar cells have been widely investigated for
more than 40 years and currently have little market share even if their efficiency was
above 10% in the past. Single-junction, bi-junction, and tri-junction a-Si thin films
and solar cells have been fabricated, and, SiGe, SiC, etc., are also investigated as
layers in the thin film solar cells. At the moment, nano-Si materials including micro-/
nanocrystal Si combined of a-Si thin films, nano-Si wires, nano-Si core-shell
structures, etc., are focused.

This handbook covers the photovoltaics of silicon materials, providing a
comprehensive summary of the state of the art of photovoltaic silicon science and
technology. It is divided into various areas including, but not limited to, fundamental
principles, design methodologies, wafering techniques/fabrications, characteriza-
tions, applications, current research trends, and challenges. The handbook includes
six sections, which are Polycrystalline Silicon, Crystalline Silicon Growth, Silicon
Wafer Preparing, Impurity and Defect in Crystalline Silicon, Thin Film Silicon, and
Nano-structure Silicon Materials and Solar Cells, respectively.

Higher purity polycrystalline Si is the raw material for crystal Si and solar
cells. Therefore, Section 1 first discusses the polycrystalline behaviors and its
characterization methods and then describes three main technologies to produce
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polycrystalline Si, including Siemens process, fluidized bed process with silane, and
upgrade metallurgical grade silicon. Currently, Siemens process is the main tech-
nology while fluidized bed process is slowly increasing its market share. However,
the application of upgrade metallurgical grade silicon in PV industry is still contro-
versial due to its purity and costs, even if a great deal of research has been done in the
last decade.

Section 2 is mainly describes the growth technology of crystalline Si and its
behaviors. CZ Si as the main technology for single crystal Si solar cells is intro-
duced. And then, the growth and characterization of mec-Si, known also as high-
performance mc-Si, is discussed. Moreover, the recently developed new technolo-
gies related to mono-like cast Si and noncontact crucible cast Si are introduced.

Section 3 is related to wafer preparing. This section is first dedicated to wafer
cutting process, which is divided into slurry wire sawing and diamond wire sawing.
Later, wafer cleaning, etching, and texturization related to solar cell fabrication are
discussed. Finally, the characterization of Si wafers and supply materials during
wafer preparing is depicted.

Section 4 describes impurities and defects in crystal Si, which have significantly
influenced the efficiency of solar cells. The behaviors, measurements, and effects
of oxygen, carbon, nitrogen, and metal impurities are reported. Finally, gettering
technology, which reduces the deteriorate effects of metal impurities, is discussed.
Moreover, the defects including dislocations and grain boundaries in mc-Si are also
focused.

Section 5 introduces the behavior and fabrication of thin film Si and its solar
cells. At first, hydrogenated amorphous Si thin films, which are basic amorphous
Si thin films, are elaborated. Later, hydrogenated microcrystalline silicon thin
films, which have less light degradation, of solar cells are discussed. Even if
polycrystalline silicon thin films are not used to produce solar cells due to lower
efficiency, its behavior, characteristics, and fabrication are also mentioned in this
section.

Section 6 describes the properties and manufacture of nanostructure Si and
solar cells, which have been widely investigated and are expected to have the
advantage of structures for the improvement of solar cell efficiency. Several
concepts, including nanocrystalline Si and solar cells, size-controllable nanocrystal-
line Si-based multilayers and solar cells, silicon nano-wires and radical junction
solar cells, and colloidal Si quantum dots and their PV applications, are expounded
in this section.

Finally, I would like to thank all the section editors and co-authors of this
handbook for their valuable contributions. I am also grateful to Rebecca Urban,
Karin Bartsch, and Stephen Yeung from Springer for their help.
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Abstract

The purity of polysilicon is usually between 6 N (99.9999%) and 9 N
(99.9999999%). This chapter describes the test methods for measuring physical
characteristics as well as quantification of elemental impurities in
polysilicon materials. Float zone (FZ) process is an important method for
converting granular polysilicon and polycrystalline chunk materials to
monocrystalline silicon. A monocrystalline silicon rod is used to test the resistiv-
ity (n-type or p-type), minority carrier lifetime, carbon, oxygen, donors, and
acceptor impurities in the polysilicon materials. Due to technological advance-
ment, the analytical instrument detection limit (IDL) has improved in recent years
allowing parts per billion atomic (ppba) to parts per trillion atomic (ppta) impurity
detection in polysilicon. Donors (P, As, Sb), acceptors (B, Al), carbon, and
oxygen can be measured by low-temperature FT-IR. The concentration of bulk
and surface metal impurities (iron, chromium, nickel, copper, zinc, etc.) can be
measured using ICP-MS.

Keywords

Polysilicon - Characterization - Analytical methods - Float zone (FZ) -
Conductivity - Resistivity - Minority carrier lifetime - Donors - Acceptors -
Metallic impurities

Introduction

Ultrapure polycrystalline silicon (polysilicon) is the major material used for crystal-
line silicon-based solar cells. The silicon purity required is generally more than
99.99999%, or called 7-nines, or 7 Ns. Theoretically, the higher the purity of the
silicon material, the better is the quality of the solar cell that is produced. The effect
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of the polysilicon purity on the cost and quality of the resulting solar cells is an
important factor that needs to be considered.

Ultrahigh-purity silicon is manufactured by the purification of metallurgical-
grade silicon (MG silicon). MG silicon is produced from high-purity silicon dioxide
using an electric arc furnace process and is typically about 98.5% pure. The feed
materials silica and carbon (such as high-purity coals, charcoals, wood chips, cokes,
etc.) are reacted in a furnace according to the following high temperature reduction:

Si0, (s) 4+ 2C (s) = Si () + 2CO (g). (1)

Metallurgical-grade silicon is widely used in the metallurgical, chemical, and
electrical industries. About 55% of MG silicon production is consumed by the
metallurgical industry for aluminum production. Another 35% of the MG silicon
manufactured is consumed by the chemical industry, mainly for the use in silicone-
related polymers and other materials. Only a small portion of the MG silicon
produced is consumed for the semiconductor and photovoltaic applications which
require further purification to form ultrahigh-purity polysilicon. For semiconductor
and solar applications, ultrapure silicon is separated into electronic-grade silicon
(EG silicon) and solar-grade silicon (SG silicon).

In the past 15 years, there has been a rapid growth in the demand for solar-grade
silicon, as shown in Fig. 1. Before 2005 ultrapure polysilicon was mainly consumed
by the semiconductor industry. The source of silicon feedstock for solar cells at that
time was the scrap leftovers from the semiconductor industry. After the rapid growth
of the photovoltaic industry started around 2006, the demand on silicon for solar
applications exceeded the amount of SG silicon that could be obtained from the
semiconductor industry. Much polysilicon production capacity was added to meet
the needs from the PV industry. By 2016 the quantity of polysilicon consumed by the
PV industry was about 326,000 metric tons, which was more than 11 times the
amount of polysilicon required for semiconductor needs.
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S 240000
o
=
G 180000
z

120000

60000 - %
o B A b %_% |

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016
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Fig. 1 Market demand for polysilicon in the semiconductor and photovoltaic industries. (Source:
CPIA reports, Bloomberg new energy, and GCL research data)
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Solar grade silicon (SG silicon) is a term used to describe the silicon feedstock
that can be directly utilized to produce solar cell material. This term is similar to
the electronic-grade silicon (EG silicon) or semiconductor-grade silicon. Under
the current main processes for solar cells, the purity requirement for SG silicon is
not as high as that for EG silicon. Therefore, the sources of SG silicon may
include virgin silicon (directly produced from Siemens reactors or fluidized
bed reactors), pot scraps, and recycled silicon. SG silicon may also include
MG silicon material purified with physical processes (called as upgraded metal-
lurgical silicon, UMG).

The quality of SG silicon is determined by its purity. The purity of silicon is
characterized by the amount of impurities, such as the concentration of donors,
acceptors, metals, oxygen, carbon, and other impurities. This chapter outlines the
accepted analytical methods for determining the concentration of the major impuri-
ties in SG polysilicon.

There are several standards for the specifications of SG polysilicon. The Chinese
national standard for solar-grade polysilicon was issued in 2010 by the General
Administration of Quality Supervision, Inspection and Quarantine of the People’s
Republic of China (AQSIQ) and the National Standardization Management Com-
mittee. The code is GB/T25074-2010 (Yang et al. 2010). This is the first version of
the SG polysilicon national standard in China. The quality of the SG polysilicon is
divided into three categories. Compared to the national standard for the EG poly-
silicon where only one grade is defined, it also implied that the purity requirement for
polysilicon in solar applications is so far relatively less strict. The detailed require-
ments are cited in Table 1.

The SEMI (Semiconductor Equipment and Materials International) standard
committee also issued a standard on the polysilicon for solar cell in 2011 (new
approved edition published on Aug 30, 2012), SEMI PV 17-1012 (2012). In this
standard, polysilicon is categorized into four grades. The purity requirements for the
III and IV grade levels of polysilicon in the SEMI (SEMI PV17-1012 2012)

Table 1 Specifications for the solar-grade polysilicon (Yang et al. 2010)

Specifications
Parameters Grade | Grade 11 Grade 111
Resistivity (P, As, Sb): (Q.cm) >100 >40 >20
Resistivity (B, Al): (©2.cm) >500 >200 >100
Donors (P, As, Sb): ppba <1.5 <3.76 <7.74
Acceptors (B, Al): ppba <0.5 <1.3 <2.7
Minority lifetime: ps >100 >50 >30
Oxygen: (atoms/cm®) <1.0 x 10"7 <1.0 x 107 <1.5 x 10"
Carbon: (atoms/cm®) <2.5 x 10" <4.0 x 10" <45 x 10'°
Total metal impurities <0.05 <0.1 <0.2

(Fe, Cr, Ni, Cu, Zn, etc.)

Note: Bulk metal impurity requirement is optional
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Fig. 2 Process flow diagram of polysilicon production and materials characterization

specification guidelines are much lower than that in the GB/T25074-2010 (Yang
et al. 2010).

In fact, it is difficult to specify the polysilicon purity that is acceptable for the
manufacturing of solar cells because of the changing requirements. The topic of
polysilicon purity is getting even more difficult to define as the impurity concen-
trations may change during crystallization and other processing steps. In general,
the solar cell conversion efficiency will increase as the impurity concentration
(mainly metallic impurities) decreases, until the minority lifetime of the wafer
does not show significant effect on the efficiency. As the solar cell manufacturing
process improves, the requirement on the minority lifetime of wafers will be
increased for the enhancement of the solar efficiency. The need to improve solar
cell operating efficiency will impose new and higher requirements on the purity of
polysilicon.

With advances in the solar cell processing, the conversion efficiency of solar cell
has been improved significantly in the past decade. The requirements for virgin
polysilicon for the PV applications are getting more stringent. The standards for SG
polysilicon will be upgraded, and the different specifications of various organiza-
tions will likely approach each other.

In addition to the purity of polysilicon, the requirements for particle size, size
distribution, and the surface impurities will be adjusted. The standards will apply to
both polysilicon chunks produced by Siemens process and polysilicon beads pro-
duced by fluidized bed reactors (FBR) (Fig. 2).

Specific methods that can be used to characterize polysilicon for semiconductor
and/or solar applications are discussed in this chapter.

Float Zone (FZ) Method for Polysilicon Characterization

The float zone process converts polycrystalline silicon (e.g., polysilicon or poly-
Si) to monocrystalline silicon for impurity analysis. A rod (diameter ~20mm)
is drilled through the polysilicon produced in the Chemical Vapor Deposition
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(CVD) reactor. This sample polysilicon rod is then heated with an
induction heating ring to form melt zone. The melt crystallizes into monocrystal-
line silicon, while the polysilicon rod is continuously melted by moving
through the heating zone. Through this zone-melting process, many of the metal
impurities in the polysilicon remain in the liquid phase as it moves down
the polysilicon rod.

The float zone process can also convert granular polysilicon to monocrystalline
silicon as described in SEMI MF1708-1104 (2004). Granular polysilicon to
single-crystal conversion is a two-step process. The silicon granule consolidation
into a polysilicon rod by melting fluidized granules into the molten end of a silicon
pedestal during the downward pass is the first step. A single-crystal silicon seed is
then melted into the bottom end of the poly rod during a single zone pass in the
upward direction to convert to a single crystal in the second step. The single-crystal
rod is used to measure trace impurities such as acceptor and donor components
(typically boron, aluminum, phosphorous, arsenic, and antimony) and even substi-
tutional carbon in the polysilicon.

Float Zone for Acceptors (Boron, Aluminum) and Donors
(Phosphorous, Arsenic) Determination

Procedure

(a) Seed preparation: N-type single crystal, resistivity >500€ cm, carbon content
<0.2 x 107, no dislocation, crystallographic orientation deviation <5°, crystal
orientation < 111 >. To avoid surface contamination, the seed crystal must be
stored properly and recommended to use within 36 h after decontamination,
pickling, cleaning, and drying.

(b) Sample preparation: All operations should be performed in the clean room. HF
and HNO; are mixed into an etching fluid in the volume ratio of 1:4-1:8.
Polysilicon rod obtained from the core drill (core samples) is polished to remove
100 pm surface damage in the process of coring and then cleaned with deionized
water of 18 Megohm-cm. The cleaned core sample must then be float-zoned as
soon as possible to reduce the possibility of contamination. If the sample is
beyond the maximum period, the previous process must be repeated. The core
sample may be sealed with appropriate clean material and stored in a clean room.
Granular polysilicon may be used for float zone without prior cleaning of
granules.

(c) Device preparation: Float zone apparatus with radio-frequency (RF) generator is
used for RF coupling to the silicon. The apparatus is set up inside an ISO 6 (class
1000) clean room. Carefully clean all parts and thoroughly dry in the clean room
environment.

(d) Ingot growth: Through zone-melting process, the core sample from Siemens
polysilicon was drawn as a single-crystal ingot with a diameter of 10-20 mm.
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(e) Ingot evaluation:
(1) Visual inspection. Check the uniformity of the crystal ingot diameter and

the continuity of the growth plate ridge and the ingot color to ascertain
whether the ingot is a dislocation-free single crystal and free of oxide
deposition caused by air leak or other reasons.

(i1) Testing of crystal structure and electrical parameters.

(iii) Test the orientation of the single crystal according to GB/T 1555 (Yang
et al. 2009).

(iv) Test the integrity of the ingot crystal according to GB/T 1554 (He et al.
2009).

(v) Detect minority carrier lifetime of the single-crystal ingot according to
SEMI MF28-0707 (SEMI MF28-0317 2017).

(vi) Cut coupons on the position where it was eight times the single-crystal
ingot melting zone length to measure its phosphorus content. Detect the
phosphorus content using low-temperature Fourier transform infrared
(LT FT-IR) spectroscopy or fluorescence spectroscopy. Detect longitudinal
resistivity of single crystal according to the method of GB/T 1551 DC two
probe (Li et al. 2009). Read the data in the appropriate space based on the
segregated coefficient of phosphorus, get N resistivity, and calculate the
phosphorus content. Float zone method for boron determination may be
found in GB/T 4060 (Luo et al. 2007).

Calculation

After measuring the donors, acceptors, and carbon impurities in cut wafers, the
values can be related to the impurity level present in the polysilicon by following
Eq. (2). For parallel core sample where the silicon may have doped or may have
different composition compared to deposition layer, Eq. (2) can be used to determine
the values for the total rod product.

o A x Gt (i) x Ca

) y @

where:

C, = concentration (total rod product)

Ay = cross-sectional area of silicon core, cm?

Cr= concentration of impurity in the silicon core, in ppba for donor or acceptor
and ppma for carbon

A, = cross-sectional area of polycrystalline silicon rods, cm?

C, = concentration of impurity in deposition layer in ppba for donor or acceptor
and ppma for carbon
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Polysilicon Donor and Acceptor Test Methods

Polysilicon producers and users rely on the impurity (donors and acceptors) data
obtained from low-temperature Fourier transform infrared (LT FT-IR) spectroscopy,
SEMI MF 1630-1107 (2012).

Donor impurities refer to elements in Group V of the periodic table,
including P, As, etc. The donor impurity acts as a substitution replacement for a
silicon atom. Acceptor impurities refer to elements located in Group IIIA in the
periodic table and include B, Al, etc. Likewise, the acceptor impurity is a substi-
tution replacement for a silicon atom and is measured using LT FT-IR or
photoluminescence.

The boron (n-type) or phosphorous (p-type) impurity content is an important
index to evaluate the quality of the polysilicon. The instrumental sensitivity and
reproducibility for phosphorus and boron remain to be improved.

Sample Wafer Preparation

(a) Samples must be cut and polished to fit the LT FT-IR sample holder. The sample
surface can be mechanically or chemically polished so that the thickness varia-
tion of each sample should be less than 1% of the thickness.

(b) Measuring electronically active impurity content, according to the thickness of
the following samples:
samples of high purity (greater than 2000 Q-cm) should have a thickness of
3-5 mm, to achieve a lower detection limit. Samples with the thickness of
5-20 mm can be used to measure the impurities below 0.01 x 10~ atoms
(0.01 ppba).

Note: For heavily doped silicon (less than 10 Q cm), the thickness of the
sample should be 1-2 mm, to obtain adequate infrared light transmission.

Procedure

(a) The thickness of sample should be measured accurate to 0.02mm. Measure all
the samples by the instrument, meanwhile, the reference sample should be
measured at the same time to check the device performance.

(b) Mount samples in cryostat and cool down below 15 K.

(c) Set the instrument parameters with resolution of 1.0 cm ™" or higher.

(d) Take reference sample as the first test sample.

(e) A total of 1000 scans were collected for the empty sample chamber as a
background.

(f) Move the sample to the measurement position.

(g) Turn on the continuous source of incandescent lamp; make sure that the samples
are completely in the beam and aligned relative to the infrared beam.

(h) Take 300 times scans of the sample at least; get all the maps collected.
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(i) The blank, the apodization, and then the interferogram are converted to the
spectrogram and the background spectrum.

(j) Convert to an absorbance spectrum as a sample.

(k) Store the spectrum for further processing and calculation of the absorption peak
areas.

(1) Steps of (e—k) should be repeated for each sample.

Calculation

Calculate the concentration of active impurities/dopants at each point in the sample
measured according to Eq. (3):

Cy = (Iy/4) < f; 3)

where:

C;; = concentration of impurity/dopant element 7, in sample j

1;; = integral area of component i

t; = thickness of sample j in millimeters (mm)

/i = the calibration factor for component 7, in millimeters (mm-cm)

Concentration can also be expressed as density, D; (atoms/cm’), shown in
Eq. (4):

Dy =5.0 x 10" x Cy 4)

Measuring Polycrystalline Silicon Conductivity

The conductivity is determined by the nature of the majority carrier in the
semiconductor materials for electrical conductivity, generally n- and p-type. A
conductivity type tester is used to directly measure the conductivity. There are
several basic methods that can be used, such as “rectifier method,” “thermoelectric
emfs,” “double-current dynamic conductance method,” and “Hall effect method.”
This chapter mainly introduces “thermoelectric emfs” and “rectifier method.” One
can choose a suitable measurement instrument according to the value of the
resistivity.

Hot Probe, Thermoelectric Conductivity Type Test Method

Two metal probes with different temperatures are contacted with the
sample; the thermoelectric potential signal is generated between the
two probes. Silicon acts as a semiconductor. Conductivity can arise from either a
p- or n- type of doping.
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Measurement Equipment

(a) Two probes are made of stainless steel and nickel; each probe tip is a 60° cone.
One of the probes’ rod is wrapped with a 10-20 W heating coil. For the
resistivity of germanium materials greater than 40 Q cm at room temperature,
the probe is made of lead or graphite; the temperature of the probe is 5°C higher
than the room temperature.

(b) The power supply can bring the temperature of the hot probe to 40-60 °C.

(c) The null indicator is adjusted to make the deflection sensitivity less than
1 x 1077 A/mm.

(d) The temperature sensor is used to measure the temperature of the hot probe.

Procedure

(a) Verify that the thermal probe is connected on the negative pole zero indicator.

(b) The material (stainless steel wool and other equivalent materials) is used to
polish the thermal probe tip to remove the surface oxide layer.

(c) The hot probe is heated to 40—60 °C, and use a temperature measuring device to
measure temperature.

(d) The distance between two probes is brought to within a few millimeters, and the
sample is pressed by the two probes firmly without damage to the thin silicon.

(e) Observe the deflection of the pointer of null indicator. If the pointer is deflected
to the positive direction, the sample is p-type. If the is deflected to the negative
direction, the sample is n- type.

(f) Determine the conductivity type through moving the probe on the test area of the
specimen surface.

Rectifier Conductivity Type Test Method

In this method, the conductivity of the sample is determined by the polarity of the
voltage of the point contact reverse bias required. An alternating voltage is added
to two contacts of the sample contacted. In the first half cycle, one of the contacts
will be inversely biased and will suffer most of the voltage drop. In the second half
of next period, the contact will be a positive bias; compared with the first half
cycle, the voltage drop on the contact will be much smaller; there is a DC
component in the mutual fluctuation voltage drop, which can be detected by a
third contact.

Measurement Equipment

(a) For three probes in GB/T 1551 (Li jing et al. 2009), a collinear four-probe array
can be used.

(b) The voltage using AC power is 6-24V; and the general using of 12.6V is to make
sure the maximum current is not greater than 1.0A.

(c) The sensitivity of the zero indicator should be better than 10-7 A/mm, and
the 1 MQ resistor series should be at least 0.1 V/mm resolution or polarity of
the digital voltmeter (DVM); the resolution is better than the 0.1 V/unit scale.
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Procedure

(a) The probe is contacted with the sample, and the silicon wafer is supported by the
thin silicon wafer without damage.

(b) Observe the deflection of the zero-indicator pointer or the digital gauge reading.

(c) Move the probe on the test area of the specimen surface to determine the
conductivity type of the material.

Test Methods for Measuring the Resistivity of Polysilicon

Resistivity reflects the electrical properties of single-crystal silicon rod. A resistivity
analyzer test uses a two-point probe or a four-probe method. For monocrystalline
silicon resistivity measurements, the four-probe method is the most commonly used.
The four-probe method has the advantage of requiring simple equipment, of provid-
ing ease of operation, and of giving high-precision measurements.

Method for Determining Interstitial Oxygen and Substitutional
Atomic Carbon Content in Polysilicon

Polysilicon oxygen exists in the form of interstitial oxygen or oxygen precipitation,
and the carbon is present as a substitution for a silicon atom. Infrared absorption is
the most common method for the determination of oxygen and carbon.

The Method of Determining Interstitial Oxygen Content in Silicon
Infrared Absorption

Use a corrected infrared spectrometer and appropriate reference materials, and
record the infrared transmission spectrum of a double-sided polishing oxygen-
containing silicon chip by a reference method. The thickness of the oxygen-free
reference sample should be similar to the test sample to eliminate the effects of
absorption caused by the silicon lattice vibration. Using the absorption coefficient of
the silicon-oxygen absorption band at 1107 cm™', calculate the concentration of
interstitial oxygen in silicon wafer.

Apparatus

(a) Infrared spectrometer: The resolution of Fourier transform infrared spectropho-
tometer should be 4 cm ™' or better and that of dispersive infrared spectropho-
tometer should be 5 cm™" or better.

(b) Sample holder: Sample should be loaded on a holder with tiny holes to prevent
the passage of any infrared light beside the sample when testing smaller samples.
The sample should be perpendicular (or substantially perpendicular) to the axial
direction of the infrared beam.
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(c) Micrometer: Micrometers or other devices applicable to the measurement of the
thickness of the sample and the error should be less than +0.2%.

(d) The thermocouple millivolt meter or other measuring systems applicable to
measure the temperature of the sample during the test.

Sample Preparation

(a) The thickness of the sample in this method ranges from 0.04 cm to 0.4 cm.

(b) Cut the monocrystalline silicon sample; measure the thickness of the sample by a
micrometer or other devices after sided grinding and polishing. Both sides of the
sample after processing should be parallel and the angle should be less than 5°.
The difference value of the thickness should be less than or equal to 0.5%, and
the surface evenness should be less than the 1/4 of that at the maximum
absorption wavelength of the measured impurity band.

(c) Choose monocrystalline silicon wafers with their concentration of oxygen as
low as possible. Compare these wafers by using them as reference to each
other, and choose the one with lowest absorption coefficient as the reference
sample.

Procedure

(a) The spectrometer: Fourier transform infrared (FT-IR) spectrometer should be
equipped with optics and detector to be used in the region 250—1300 cm ™.

(b) Equipment inspection: Determine the noise level at 100% baseline by measure-

ment. During the measurement, record the transmission spectrum with both the
sample and reference optical path being empty when using double-beam spec-
trometer. For single-beam spectrometers, record the transmittance spectrum as a
ratio of two spectra keeping the sample optical beam empty. Draw the 100%
baseline of the spectrum with the wave number within 900 cm ™" and 1300 cm ™.
Increase the testing time until transmittance line reaches (100 & 5) %. If the
problem persists, the equipment needs to be repaired.
Determine 0% transmittance line only when using dispersive equipment (DIR).
Block the sample optical path, and record the zero of the device at the wave
number ranging from 900 cm ™' to 1300 cm ™. If there is a larger non-zero signal
in this range, it should be checked if there is stray light on the detector. If the
problem persists, the equipment needs to be repaired.

Record the characteristic curve of luminous flux of the spectrometer only when
using Fourier transform infrared spectrophotometer (FT-IR). Leave the sample
optical path empty and draw the single-beam spectrum with its wave number
ranging from 450 cm™' to 4000 cm~'. Record the spectrum as the reference
spectrum to assess the equipment performance after adjusting the equipment
according to the equipment specification. It should be readjusted when there’s
larger difference between the sample spectrum and the reference spectrum.

Measure the spectrum of the sided and polished single-crystal silicon slice with
its resistivity greater than 0.5 Q-cm and its wave number ranging from 1600 cm ™' to
2000 cm ™' by air reference method to check the mid-scale linearity of the spec-
trometer. If the value of the transmittance is not (53.8 &+ 2) % in this wavenumber
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range, it should be adjusted by placing the sample perpendicular to the axial
direction of the incident light, and the tilt angle should be no more than 10°.

Determine the measuring time of the spectra, and keep a sided and polished
single-crystal silicon slice with its resistivity greater than 0.5 Q-cm, thickness
ranging from 0.04 cm to 0.065 cm and content of oxygen ranging from 6 x 10'”
atoms/cm’ to 9 x 10'7 atoms/cm?, through Fourier transform infrared spectro-
photometer (FT-IR) at the speed of 64 times a minute or through dispersive
infrared spectrophotometer (DIR) at a certain speed, and scan to get the trans-
mission spectrum with the record of full peak height. If the ratio of the net
amplitude (Tpase — Tpeak) of the oxygen absorption band to the standard deviation
does not exceed 100, increase the number of sweeps (FT-IR) or reduce the sweep
rate (DIR) until the indicator is reached.

(c) Surface treatment: Prior to each laboratory measurement, all samples, including
the reference sample, are first etched with HF to remove oxide from the surface.

(d) Thickness measurement: When measuring the thickness of the test samples and
the reference sample, the difference in thickness should be less than +0.2%. It is
necessary to separately prepare a reference sample of appropriate thickness if it
is more than +0.2%.

(e) Temperature: Measure and record the temperature of the spectrometer sample
chamber.

(f) The infrared transmission spectra measurement: Obtain the spectra. It should be
checked that the infrared beam passes through the center of the test sample and
the reference sample. The spectra are obtained by putting the oxygen-free
reference sample in the reference optical path and putting the testing sample in
the sample optical path when using double-beam dispersive equipment and by
calculating with reference spectrum and sample spectrum when using single-
beam equipment.

(g) Transmission spectra plotting: The wave number from 900 cm ™' to 1300 cm ™
should be covered during the scanning of the transmission spectrum. Draw a line
as the baseline within 900 cm ™' and 1300 cm ™', and take the average transmit-
tance of 900 cm ™' to 1000 cm ™' and 1200 cm ™' to 1300 cm ™" as the two sides
of the line. Find the wave number corresponding to the minimum transmittance
within 1102 em ™" and 1112 em ™!, and record the value as Wp (given 5 signif-
icant digits). Record the minimum transmittance as Tp as the peak absorbance.

(h) Record: Determine and record the full width at half maximum height (FWHM)
of the absorption peak.

1

Calculation
Calculate the interstitial oxygen content in silicon, N/O] in absolute units of atoms/
cm’. Absolute units can be divided by 5 x 10'® to convert it to the relative units in

ppma.
N[O] =3.14 x 10" a, (atoms/cm’) ®)

where a, = absorption coefficient.
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Test Method for Substitutional Atomic Carbon Content of Silicon by
Infrared Absorption

This test method is suitable for production control, quality assurance, and research
on polysilicon materials, SEMI MF1391-1107 (2012). This method measures the
substitutional atomic carbon content of silicon depending on its absorption coeffi-
cient of infrared absorption peak at the wave number of 607.3 cm™' (16.47 pm) at
cryogenic temperature (below 80 K). For room temperature (~300 K), the absorption
band at 605 cm ™! (16.53 pum) can also be used.

Apparatus

(a) Fourier transform infrared (FT-IR) spectrometer: The spectrum range is
500-700 cm™"' (14-20 pm), and the resolution of spectrometer must be above
2 cm™ ! at room temperature and above 1 cm™' at 77 K.

(b) Thickness measuring instrument: Thickness tolerance should be 0.005 mm
or less.

(c) Sample stand: The sample should be placed into the holder with hole to avoid
any infrared crossing beside the sample if the sample is too small, and the sample
stand should be perpendicular to or fundamentally perpendicular to the axis of
infrared.

(d) Window materials: The cryostat and proper window materials should maintain
the sample and reference sample at 77 K.

(e) Thermometer: Use a thermometer that can test the temperature of sample
chamber at room-temperature measurements and the temperature of sample
holder at low-temperature measurements. The thermometer tolerance should
be < £+ 2°C.

Sample Preparation

(a) Due to carbon segregation coefficient that is <1 (~ 7 x 10~?), the carbon test
sample should be taken from the end of single crystal (when single crystals are
obtained from the core-drilled polysilicon) because of high carbon content.

(b) Reference sample must be the silicon which substitutional atomic carbon content
is <1 x 10" atoms/cm > (0.02 ppma).

(c) It can be applied for testing the substitutional atomic content of p-silicon and
n-silicon with resistivity above 3 Q-cm and 1 Q-cm, respectively, as well as other
non-highly precise silicon whose resistivity is above 0.1 Q-cm.

(d) Take the center of the silicon as the measure area, and utilize GB/T 6618 to
measure the sample thickness except for any special regulations. The center
should be the same as original silicon slice, ensuring the sufficient sample area,
to avoid incident beam bypassing the sample.

(e) The test sample and reference sample should be grinded in both sides and then
polished to 2 mm or even less.

(f) The thickness tolerance should be less than 0.005 mm.

(g) The difference between test sample and reference sample should be less than
0.01 mm.
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Procedure

(a) Instrument examination: To measure the stability and noise level, establish
100% transmittance line. For double-beam instrument, record the transmit-
tance spectra with both test and reference sample beams empty. For single-
beam instrument, record the transmittance spectra as the ratio of two spectra
when sample beam is empty. Draw the 100% baseline of the transmittance
spectra from 500 cm™' to 700 cm ™. If the baseline is still not up to 100% =+
0.5% range, then increase the test time to achieve the range; otherwise, adjust
or repair the instrument.
Establish 0% transmittance line. For dispersive (DIR) instrument, block the
sample beam, and record the transmittance spectrum from 500 cm™' to
700 cm™'. In getting a relative high non-zero signal among the range, check
whether there is stray light cast onto the detector. If not, adjust or repair
the instrument. Use the air reference ratio method to test the spectrogram of
double-sided polished silicon single-crystal slice which has a resistivity of >5 Q.-
cm. Test the linearity of the instrument from the spectrum over the wavenumber
(WN) range of 1600-2000 cm ™", If the transmittance of these WN range is not
53.8% =+ 2%, adjust the orientation of sample vertical to the axis of incident
beam, and keep the inclined angle below 10°.

(b) Test the difference sample spectrum between room temperature and 77 K.
Use a resolution of < 2 em™' to test the sample at 607.2 cm~! at room
temperature, and use a resolution of 1 cm™" to test the sample at 607.5 cm™"
at 77 K.

Acquire spectrum: Make sure that infrared beam passing through the center
of the test sample and reference sample. For double-beam instrument, put the
sample onto the sample beam and the reference sample onto the reference beam,
and test the absorption spectrum from 500 cm™' to 700 cm™', and for single-
beam instrument, use the test sample spectrum and reference sample spectrum to
calculate the absorption spectrum.

Use the nitrogen and dry air to fully blow the instrument beam, and keep the
relative humidity < 20%. Sweep repeatedly no less than 64 times. In the above
condition, measure the absorption spectrum test sample and reference sample,
respectively, from 500 cm ™' to 700 cm ™.

Calculation
Carbon content N/C]J is calculated as formula (6):

N[C]=F x a (6)

where:

a = absorption coefficient.

N/C] = carbon content; unit, atoms per cubic centimeter (atoms/cm”).

F = calibration factor; unit, atoms per square centimeter (atoms/cm?). F is
8.2 x 10'° (atoms/cm?) at 300 K and is 3.7 x 10'® (atoms/cm?) at 77 K.
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The absorption coefficient a can be calculated by Eq. (7):

a=(23.03/X) x (Sp — Sh) 7

where:
X = thickness of the test sample (mm)
Sp = peak value of carbon absorbance spectrum

Sh = baseline value of the carbon absorbance spectrum

Polysilicon Minority Carrier Lifetime Detection

Minority carrier lifetime is one of the most important characteristics of semiconduc-

tor

materials to understand the device performance and can be measured using

pulsed light method or chopped light method, SEMI MF28-0707 (SEMI MF28-
0317 2017).

Apparatus for Pulsed Light Method

@

(b)

©

(d)

Light source: The turnoff time of the pulsed light source should be such a way
that the light intensity decreases to < 10% of its maximum value in < 0.2 times
of the filament lifetime of the silicon sample to be measured. For silicon sample
measurement, the maximum of the spectral distribution of the light source should
be in the wavelength range within 1.0-1.1 pm. Xenon light tube or discharge
tube is equipped with 0.01 pF capacitor and can provide the frequency of
2-60 Hz pulse high-voltage power supply. The maximum light intensity can
be reached in < 0.3 ps, and the light intensity decreases to less than 5% of its
maximum value in <0.5 ps. The smaller capacitor can achieve shorter pulse
width, which may be suitable for measuring filament lifetimes <0.5 ps.

Power supply: Power should be stable after filtering at 5 V DC voltage. The
current supply may act as a constant current or voltage source along with a
nonreactive series resistance (Rs), which is around 20 times as large as combin-
ing the values of sample resistance (R) and contact resistances (Rc).

Sample holder and thermostat: Heat insulation sample clamp and thermostat
should be able to keep the sample at a constant temperature of 27°C + 1°C. The
sample holder should maintain Ohmic contact with the sample’s whole surfaces,
and at least one side of the sample’s four sides should be lightened.

Note: There are many procedures to make Ohmic contacts to the sample surface,
but it is recommended to use pressure contacts of metal braid or fiber. Indium and
thick lead plate can also be used for this purpose.

Filter is typically 1 mm thick and of the same material as the sample, and it
should be double-sided polished, placed directly above the rectangle opening or
diaphragm.
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(e) The rectangle opening diaphragm: The diaphragm should be placed close to the
sample, part area of the sample is lighted by the light through the diaphragm.
L; = L/2 is the length of the lighted area of the sample and width W; = W/2.
Typically, lighted area is in the middle of the sample.

(f) Electrical signal measuring circuit:
(1) The preamplifier, with an adjustable range of high and low-frequency, and

the low-frequency cutoff should be adjustable from 0.3 Hz to 30 Hz.
(i) The oscilloscope, scanning time and the sensitivity should be appropriate.
Oscilloscope may have a continuously calibrated time sweep with accuracy and
linearity that is better than 3% and triggering capability by test signals or external
signals. For the oscilloscope with a 10 cm x 10 cm screen size, the screen is ruled
in cm? to help reduce parallax. For the attenuation curve of the transparent
screen, the height above the baseline decays exponentially following Eq. (8):

y=6exp(—x/2.5) ®)
where the x and y are the scale divisions of the graph.

(g) The electronic circuit general requirements: (i) Vertical scanning deflection
sensitivity correction to 0.1 mV/cm or less; (ii) correction gain and vertical
scanning deflection linearity within 3%; (iii) for the response time, if the input
signal changes in a stepwise manner, the output signal’s rise or fall time be <1/5
of the smallest filament lifetime; (iv) pulse had no obvious failure, such as the
overshoot or damping effect.

Sample Preparation

(a) Sample size measuring: Record all size, accuracy to 0.1 mm. Micrometer or
Vernier calipers can be used. Pulsed light method is suitable for bar-shaped
samples: Type A (length x width x thickness = 15 mm X 2.5 mm x2.5 mm),
Type B (length x width X thickness =25 mm x 5.0 mm x 5.0 mm), and Type C
(length x width x thickness =25 mm x 10.0 mm x 10.0 mm). Smaller samples
are suitable for lower lifetime values. Type B is recommended for Czochralski
silicon and Type C for float zone silicon.

(b) Grinding: Before the test, polish the sample with alumina powder until the six
surfaces of the sample is smooth enough. Typically, the aluminum oxide particle
sizes are 5—12 pm.

(¢) Cleaning: Clean the sample with ultrasonic water bath or rinse with ultrapure
water, and dry with nitrogen, and make sure the sample surfaces are clean
enough for circuit formation.

(d) Ohmic contact: (i) Use the entire surfaces of the sample’s two ends to make
Ohmic contacts. For germanium sample it is suggested to be plated with nickel,
rhodium, or gold, and copper should be avoided in the coating process. For
silicon samples, the best way is to heat the samples at 35 °C, while rubbing the
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sample’s end face at the same time, to prevent drip on gallium from gallium blot
emery cloth. N-type silicon samples two ends with nickel plated, or p-type
silicon samples with rhodium plated can also be used.

(e) The contact point test: Place the sample in the clamp, then the current is switched
on in one direction of the sample to produce voltage of 2-5 V, and record the
voltage drop as V1. Change the direction of current, and record the voltage drop
V2. If the difference of V1 and V2 is less than 5%, accept the sample.

(f) Measure and record: According to GB/T 1551 (Li et al. 2009), measure and
record and correct the resistivity to 27 °C. If the sample conductive type is
unknown, follow GB/T 1550 (Chen et al. 1997).

Procedure

(a) With the sample fixture clamping and positioning in the diaphragm of the
rectangular hole, the middle section of the sample is lighted. Measure and record
the temperature of the sample clamp (accuracy £1 °C).

(b) Open the light source and, at the same time, preamplifier and oscilloscope to be
connected.

(c) Turn on the power, and adjust the current to generate 2—5 V of potential
difference across the sample.

(d) Make observed decay curve, occurring together with the reference exponential

curve, as drawn on the oscilloscope’s transparent screen by the method as
follows: (i) for vertical displacement adjustment knob, observe the attenuation
curve of the baseline overlap with standard index curve. Adjust the time
benchmark scanning speed to the lower end; make multiple attenuation curve
appear on the screen orientation.
Extend the time reference signal to produce a single cycle pattern; adjust the
horizontal displacement, vertical amplification, and time benchmark scanning
speed, as much as possible until the observed decay curve matches the standard
index curve (exponential curve) closely with the pulse amplitude peak value
consistent with standard non-traumatic line on the upper left point.

(e) Test samples for inhomogeneity: shut off the current, keep light and other knobs
unchanged, and observe whether the oscilloscope detects a voltage signal light.
If detected signal is more than 1% of signal pulse peak, the sample should not be
used for testing due to the inhomogeneities.

() If no voltage signal is observed and the decay (light attenuation curve) is
exponential, then the time constant of the decay can be determined as the
filament lifetime T (ps):

p = 2.55] ©

where §; is the time benchmark scanning speed (sweep speed) and the unit is
microseconds per cm (ps/cm).
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(g) If the oscilloscope doesn’t have time benchmark calibration, standard index

curve is not applicable, but the filament lifetime can be determined as follows:
rotate the time benchmark scanning speed to a suitable degree value S, (pus/cm);
test on any two points on the decay curve of 2:1 oscillation ratio of the horizontal
distance M (cm), the filament lifetime:

tp = 1.44 x MS, (10)

When the screen does not have the standard curve, this step may be used.

(h) When observed screen decay curve is not pure index curve but close to expo-

(@)

@

nential curve, the apparent lifetime can be determined at the lower end of the

curve.
1. When sample’s half or less width is already affected by light, the filament

lifetime can be determined from signal attenuation to the peak after the
voltage has decayed to 60% of the peak value.

2. When more than half of the sample width has been affected by light, the
filament lifetime can be determined from signal attenuation to the peak after
the voltage has decayed to 25% of the peak value.

3. During the above two cases, the vertical gain attenuation strip are increased
to extend the decay curve, in this case, some specify part of a decay curve on
the screen vertical full scale, by adjusting the time reference, a suitable value
of S, (us /cm) can be scanned, to make a specified part of a decay curve up to
the level of the screen full horizontal scale as far as possible, measure decay
curve of the amplitude ratio of 2:1, measure distance between any two points
as M (cm), and calculate the filament lifetime in Eq. (10).

4. Repeat the process two times; identify and record the average filament
lifetime tp. If the values differ more than 10%, then the sample is not
appropriate for the method.

Note: Especially in the case of p-type silicon, the lifetime may change

rapidly with the density of carrier, so for the wide range of lifetime, the

mean value may deviate from the true values.
Check whether there is a trapping effect, which can be determined by the changes
in the filament lifetime value from points on the decay curve below 25% of the
decay curve peak (AV,). If lifetime value increases along the lower part of the
curve, then there is a trap. Trapping effect can be eliminated by heating the
sample to 50—70°C or with a stable background light. If trapping causes > 5% to
the decay curve, the sample cannot be measured by this method.
Check whether the carriers meet the sweep-out conditions at the ends of the
sample, shut off the light source, and measure the DC voltage V. on the sample.
Calculate the product of V,;. and N7z if the value is not greater than the
corresponding constant provided in Table 2; sweep-out effect is not significant.
Table 2 shows the constant of the recommended length of the sample. For other
sample lengths, the condition is given in Eq. (11):
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Table 2 Minority carrier mobility, cm?/Vs, and sweep-out condition constants for suggested
sample lengths (SEMI MF28-0317 2017)

Material Mobility Type A Type B and type C
N-type Germanium 3800 7.3 12
N-type Germanium 1800 11 18
P-type silicon 1400 12 20
N-type silicon 470 20 35
VacNtr < (30 L/\u) (11)
where:

L = sample length; the unit is millimeter (mm).

4 = minority carrier mobility; the unit is square centimeter per volt seconds (cm?/
Vs) (Table 2).

7 = filament lifetime; the unit is microseconds (ps).

If the sweep-out conditions are not met, this can reduce the sample current V.,
this will change the curve shape, and the T value will change as well.

(k) Check whether the low injection level conditions are met.
Use the same current value which can satisfy the sweep-out conditions, switch
on the light, and measure the pulse amplitude’s peak value (AV).
If AVo/Vg4e < 0.01 injection level is low for this method.
If AVy/V4. > 0.01 filament lifetime correction is needed according to
Eq. (12):

TF = TFmeas [1 - (AVO/Vdc)] (12)

where:

Trmeas = Vvalue of the filament lifetime as measured in the above item #f or
calculated in item #h-(4)

7 = corrected value of the filament lifetime

Calculation

(a) Low injection level bulk minority carrier lifetime can be calculated by Eq. (13):

= (77" _RSF)71 (13)

where:
7, = bulk minority carrier lifetime, the unit is microseconds (ps).
7 = filament lifetime, the unit is microseconds (ps).
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Table 3 Surface recombination rate, Rg (ps™"), (SEMI MF28-0317 2017)

Material Type A Type B Type C
P-type germanium 0.3230 0.00813 0.00215
N-type germanium 0.01575 0.00396 0.00105
P-type silicon 0.01120 0.00282 0.00075
N-type silicon 0.00420 0.00105 0.00028

Rgr = surface recombination rate. Standard samples Rgy are given in Table 3; unit
is microseconds ™" (ps ™).

(b) When samples are rectangular, Rgr can be obtained by Eq. (14):

Rsp=n'D L2+ W 2+ T7] (14)
where L = sample length, W = sample width, and 7 = sample thickness.

(c) For right circular samples, the sample length is L, sample radius is r, and then the
Rgsr can be obtained by Eq. (15):

Rsp =* D [L7> + (9/16 17)] (15)

where D = minority carrier diffusion coefficient and the unit is square centimeters
per second (cm?/s).

Test Methods for Measuring Metallic Impurities and Surface
Metallic Contamination in Polysilicon

Metal impurities can be present in silicon in two forms. Metals can be present
as substitutions for a silicon atom where it is surrounded by silicon atoms
and/or as small samples of precipitate in the bulk of silicon. The concentration
of silicon metal impurities can be measured by neutron activation analysis,
mass spectrometry, atomic absorption spectrometry, and X-ray fluorescence
measurement.

Neutron activation method can measure almost all metal impurities,
but it requires a neutron radiation sources. Secondary ion mass spectroscopy
(SIMS) is used to measure impurities in silicon. SIMS requires calibration
standards to accurately quantify the metal concentration in silicon. SIMS
has a lower detection limit of 1 ppb. Presently inductively coupled plasma
mass spectroscopy (ICP-MS) is used to measure low levels of metals in
silicon. ICP-MS requires that the silicon be dissolved in a solution before
analysis.
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Test Method for Measuring Metallic Impurity Contamination
in Polysilicon

Metal impurities can be determined by dry processes such as secondary ion mass
spectrometry or neutron activation analysis. Wet methods of silicon analysis
involved digesting silicon samples with a mixture of hydrofluoric acid and nitric
acid and then carrying out the analysis with ICP-MS.

Apparatus

(a) Inductively coupled plasma mass spectrometry (ICP-MS).

(b) Analytical balance: sensitivity 0.1 mg.

(c) Fume hood.

(d) Containers: All containers shall be made of materials which are resistant to
hydrofluoric acid, such as polytetrafluoroethylene (PTFE) or perfluoroalkoxy
resin (PFA).

(e) Electrically heated plate.

Sample Preparation

(a) Pulverize the chunk or chip polysilicon samples without introducing
contaminates.

(b) Treat the sample in a suitable concentration of hydrofluoric acid solution. If
necessary, add the appropriate concentration of nitric acid solution, and then
rinse with ultrapure water (surface cleaning is recommended for the bulk metal
analysis).

(c) Dry the sample at 100 °C-110 °C.

(d) Granular polysilicon can be used without grinding to fine particles.

Procedure

(a) Sample amount: It is recommended to take samples according to Table 4,
accurately to 0.1 mg; different experiments can be adjusted according to the
actual situation.

(b) Measurement times: Take the measurement three times independently for each
sample, and choose the arithmetic mean of these three measurement results.

(c) Blank test: Do blank test with the sample.

(d) Standard solution preparation: For the mixed element standard solution, prepare
it by mixing the standard storage solution of iron, chromium, nickel, copper, and
zinc , then diluting the standard storage solution step-by-step (from mg/mL to
ng/mL, the proper acidity shall be maintained during the process of dilution).
The concentration of each element in this mixed element standard solution is
1 pg/mL.

Standard series of working solution (or calibration standards) preparation: A
1000 pg/mL standard must be available for the analyte element and should be
less than 1 year old. Respectively, add 0 pL, 50 pL, 100 pL, 300 pL, and 500 pL
of mixed element standard solution into five clean 100 mL volumetric flasks,
then add 40 mL nitric acid solution separately, and use ultrapure DI water to fill
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the volumetric flask to the mark. The concentrations of iron, chromium, nickel,
copper, and zinc in these standard series of solutions are 0 pg/L, 0.50 pg/L,
1.00 pg/L, 3.00 pg/L, and 5.00pg/L, respectively. The concentrations of the
standard series of working solutions should be as close as possible to the
concentrations of the elements to be measured in the sample solution. For the
yttrium standard solution preparation, take 100 pL of yttrium standard storage
solution, place into a 100 mL volumetric flask, add 40 mL nitric acid solution,
dilute with ultrapure water to the mark, and shake. The concentration of this
standard solution is 1 pg/mL. For the yttrium standard working solution prepa-
ration, take 200 pL of yttrium standard solution, place into a 100 mL volumetric
flask, add 40 mL nitric acid solution, dilute with ultrapure water to the mark, and
shake. The concentration of this standard working solution is 2 pg/mL.

Sample solution preparation: Place the sample into an open container, which
should be clean and with a suitable volume. Add the suitable amount of nitric
acid-hydrofluoric acid mixed solution according to Table 4, and dissolve the
sample by heating. Evaporate the solution to dryness at 160—170 °C. After cooling
at room temperature, add 4 mL mixture of nitric acid and hydrofluoric acid to
dissolve the residues, and then evaporate the solution to dryness at 160—170 °C
again. Add 4 mL nitric acid solution, fully shake, and ensure the residues are
completely dissolved. Then transfer the solution to a 10 mL volumetric flask, using
the ultrapure water for volume constant, shake, and wait for ICP-MS measurement.
Instrumental analysis: Prior to testing, the inductively coupled plasma mass spec-
trometry (ICP-MS) needs to be set in appropriate operating conditions and tuned to
achieve the best test conditions. The elements to be analyzed in the sample and the
internal standard element’s isotopes should be selected according to Table 5.
Analyze the blank solution, the sample solution, and the standard series of
working solutions using the inductively coupled plasma mass spectrometry
(ICP-MS). Take the yttrium standard working solution as the internal standard,
and use internal standard method for calibration.

Make the calibration curves by using the ratios of the metal element contents to
that of internal standard element in the standard series working solutions as the
ordinate and using the concentrations of each element in the standard working
solution as abscissa. The mass concentrations of each analyte in the blank solution
and the sample solution will be automatically given by the ICP-MS. Other
methods of quantitative analysis also can be used according to the situation.

Table 4 Volume (mL) of acid mixture recommended to digest the amount of polysilicon

sample (g)

Single element impurity Nitric acid-hydrofluoric acid
content (ng/g) Sample amount (g) mixed solution dosage (mL)
1-10 2 40

10-100 1 20

100-500 0.5 10

500-2000 0.2 8
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Table 5 Isotope selection summary table for ICP-MS

Metal elements to be measured Internal standard element®

Element Isotope | Element Isotope | Element name Isotope

name name

Sodium Na Chromium 3cr (A)A)A)A)A) (A)A)A)A)
Magnesium | **Mg Iron *Fe Yttrium A*Y
Aluminum | *7Al Nickel Ni

Potassium PR Copper 8Cu

Calcium 40Cq Zinc 7Zn

Titanium “Ti Molybdenum | **Mo

#Other elements cannot be used as internal standard except yttrium due to matrix compatibility

Calculation
Calculate the mass fractions of the metallic impurities in the sample according to
Eq. (16):
Wy = GG x ¥ (16)
m

where:

w, = mass fractions of Fe, Cr, Ni, Cu, and Zn in the sample; the unit is ng per
gram (ng/g).

C = concentrations of the elements to be measured in the blank solution; the unit
is ng per milliliter (ng/mL).

C, = concentrations of the element to be measured in the sample solution; the
unit is nanograms per milliliter (ng/mL).

V' = volume of the sample solution; the unit is milliliter (mL).

m = mass of the sample; the unit is gram (g).

Test Method for Measuring Surface Metallic Contamination
in Polysilicon

This test method is used to measure surface metal contamination on polysilicon
chunks, SEMI MF1724-1104 (2004). Surface contamination can be used to monitor
polysilicon production process. This method is the quantitative analysis of surface
trace metals by using acid extraction of metals from the polysilicon surface. Metal
content is analyzed by inductively coupled plasma mass spectrometry (ICP-MS).
This method can be used for polysilicon rod, chunk, granule, or single-crystal
silicon. Due to the irregularity in shapes of chunks, granules, or chips, the quanti-
tative analytical values are based on the sample weight. Typically, 50-300 gm
samples may be needed to achieve the detection limit around 0.01 parts per billion
weight (ppbw). The temperature, exposure time, composition, or acid strength is the
determining factor for the depth of surface etched or efficiency of the extraction
process. It is recommended that <1% of the sample weight may be removed in this



2 Polysilicon and Its Characterization Methods 33

test method. This method is suitable for silicon surface trace metal impurities, such
as sodium, magnesium, aluminum, potassium, calcium, titanium, chromium, iron,
nickel, copper, zinc, molybdenum, etc. The detection limit of the instrument is
dependent on the dilution factor, spectral response to analyte, instrument sensitivity,
acid recovery efficiency, blank data, and method interferences.

Apparatus
Follow the details as described in Section 2.8.1 (A).

Sample Preparation

(a) The sample preparation is carried out in a Class 6 clean room. Around 5 Kg
polysilicon sample may be selected from a batch of products (or production lot)
for the analysis.

(b) To ensure the consistency of sample analysis and interlaboratory comparison of
analytical values for bulk samples, a standard weight and volume are
recommended. Select six chunk samples, each size is about 3 cm X 3 cm x 3 cm,
and the weight is about 50 g each. The total weight of the sample is about 300 g.

Procedure

(a) In the clean room, transfer the chunks to a clean PTFE bottle. Weigh the
samples (if sample size allowed, take about 50 g), measurement accuracy to
0.01 g.

(b) Three measurements were carried out independently, at least one sample with an
external surface, and the arithmetic mean of the three measurements was taken.

(c) Blank test: Standard blank should be prepared with the sample.

(d) Preparation of mixed element standard solution: Follow the details as
described in Section 2.8.1 (C)-d. Use the standard storage solution of Na,
Mg, Al, K, Ca, Ti, Cr, Fe, Ni, Cu, Zn, and Mo, and mix into a standard solution
of mixed elements, where each element concentration is 1 pg/mL. Prepare the
series working solutions for the calibration standards, control standards and
blanks.

(e) Preparation of sample solution: After weighing the sample, add 250 mL of acid
etching mixture to cover the chunk samples, and close the lids. Place the bottles
onto the electric heating plate at 70°C for about 60 min constant temperature
heating. Remove the heat, cool it to room temperature, remove the chunks, and
rinse the surface with ultrapure DI water into the bottle. The bottle with the
leaching solution is heated on a hot plate at 120—150°C to dryness. Remove the
bottle from the hot plate; cover the surface of the dish, after cooling at room
temperature; and add 4 mL of 5% nitric acid solution. Transfer the solution to a
10 mL volumetric flask, use ultrapure water to make the volume to the mark,
shake, and the solution is ready for the ICP-MS analysis.

(f) Instrumental analysis: Follow the details as described in Section 2.8.1 (C)-f.

Calculation
Follow the details as described in Section 2.8.1 (D).
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Raw Materials and Other Test Methods
Metallurgical-Grade Silicon Test Methods

The feedstock for polysilicon production is metallurgical-grade (MG) silicon, with
certain requirement of purity, usually more than 99% of silicon. The impurities in the
metallurgical-grade silicon mainly include silica, carbonaceous reactants, and metal-
lic impurities such as iron, aluminum, calcium, carbon, etc. Metallic impurities of
iron, aluminum, and calcium can be measured with two of the following methods.
One is ICP-OES testing method, in which the sample is dissolved with acid and the
solution is then analyzed with ICP-OES. The other method is fluorescence
spectroscopy.

Dry process using compression pressure prototype test method, the X-ray spec-
trum emitted by secondary excitation wavelength, and its intensity can be used for
qualitative and quantitative analyses. Activated by the primary X-ray beam in the
light tube on the sample, each element in the sample generates respective character-
istics of secondary radiation. This secondary radiation passes through the collimator
to the spectral crystal, only the radiation with special wavelength which satisfies the
diffraction condition is strengthened, while the rest with different wavelength radi-
ation are weakened.

Carbon content in the metallurgical silicon can be determined under the action of
propellants and the sample with the oxygen flow inside a high-frequency induction
furnace heating combustion method. Carbon is converted to carbon dioxide (CO,)
and carbon monoxide(CO), carried by the oxygen to the measuring chamber, and the
intensity of special wavelength is detected by infrared detector. The absorption is
proportional to the concentration of total carbon content in the sample.

Trichlorosilane Test Methods

Trichlorosilane (TCS or SiHCl3) purification is an important part of silicon
manufacturing process. TCS and silane are produced from MG-Si and HCI reaction
followed by distillation process to purify them from volatile compounds. During
distillation process the impurities can be reduced from 1077 to 107" orders of
magnitude.

Using gas chromatographic, various chlorosilane components (dichlorosilane,
silicon tetrachloride, etc.) and HCI can be separated in the chromatographic column.
The quantitative measurements of these components can be performed by using
external known standard and by area normalization method. P content can be tested
by gas chromatography using flame photometric detector (FPD).

Trace element analysis is an important means of monitoring the distillation
efficiency. TCS monitoring after the purification can be done in two ways: (i) by
growing polysilicon rod in a small reduction furnace to test the polysilicon, (ii) by
collecting TCS impurities as acid soluble and using ICP-OES or ICP-MS for metallic
impurity analysis.
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High-Purity Gas Test Method

In polysilicon production process, the main use of high-purity gas is hydrogen.
High-purity gas may have trace impurities such as oxygen, carbon monoxide, argon,
nitrogen, etc. Trace impurities can be quantitatively measured using gas chromatog-
raphy (GC). Moisture content can be monitored using the dew-point meter or
moisture analyzer.

GB/T 3634.2-2011 (Wang et al. 2011) standards can be followed for pure hydro-
gen, high-purity hydrogen, and super pure hydrogen analysis. GB/T 8979-2008
(He et al. 2008) standards can be followed for pure nitrogen, high-purity nitrogen,
and ultrapure nitrogen analysis. These two standards specify how to analyze the
physical parameters of high-purity gases and impurities.

High-Purity Water Test Method

Ultrapure deionized water is used in the solar and semiconductor industries. Impurity
content in water can be divided into two types: conductive impurities and
non-conductive impurities. To make high-purity water, remove the non-conductive
impurities and then conductive impurities. The impurity content in pure water can be
analyzed by ICP-MS.

Ambient Air Test Method

The handling and manipulation of polysilicon materials needs to be done in a clean
environment. The clean room air should be monitored routinely, and the classifica-
tion is dependent on the number of particles measured with method ISO 14644-
1 (2015).

Packing Material Test Methods

Polysilicon is a very high-purity material. Polysilicon manufacturer is very strict
with its packaging materials. High-quality and clean packaging materials are critical
to reduce or eliminate impurities. Packaging materials and their impacts on surface
contamination of polysilicon should be monitored using ICP-MS or ICP-OES for
trace-level impurities. The details can be referenced to SEMI-PV74-0216 (2016).

Conclusion
This chapter introduces the characterization methods of polysilicon materials. Float

zone (FZ) process is used to obtain monocrystalline silicon from polycrystalline
chunk and granular silicon materials. The analytical detection principles and
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processes including the type of analytical equipment used for impurity analysis are
described. Donor and acceptor quantification; conductivity and resistivity measure-
ments; determination of interstitial oxygen and substitutional atomic carbon content;
minority carrier lifetime; measurements of bulk and surface metallic impurities, etc.;
and various analytical methodologies are described. Detection technologies for raw
materials such as MG silicon and trichlorosilanes are also introduced in this chapter.
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Introduction

This chapter describes the process of preparation of high-purity
polysilicon. Metal-grade silicon as the raw material reacts with hydrogen
chloride to produce trichlorosilane (TCS); after distillation and purification,
trichlorosilane deposits on the filament of high-purity silicon to obtain
polysilicon at the temperature of 1050 °C in a high-purity hydrogen envi-
ronment. The sections of this chapter discuss TCS synthesis, TCS distillation
and purification, TCS decomposition and hydrogen reduction in CVD
reactor, vent gas recovery, STC hydrogenation, comprehensive utilization of
other by-products, filament preparation, and comprehensive utilization of
by-produced energy.

Technical contents including the principles, reaction conditions, major equipment,
materials, energy consumption, and so on are the reference for scholars and engineers
engaged in teaching, research, and production of polysilicon.

Process Overview

The global polysilicon output was 370,000 t (Bohua Wang 2017) in 2016, of which
the output by using Siemens process (trichlorosilane process) accounts for more than
90%. Siemens process is still the mainstream of polysilicon production process in the
world today.

Siemens process uses metallic silicon powder containing approximately 98.5% of
silicon and 1.5% of B, P, C, Fe, Al, Ca, Cu, Ni, Zn, and other metal impurities as the
feed, which reacts with HCI to produce TCS, STC, and various impurity chlorides.
By taking advantage of the difference in boiling point between TCS and impurity
chlorides, the process then separates the impurity chlorides from TCS through
distillation and purification to ultimately obtain high-purity TCS, which is then
subjected to reduction and decomposition reactions in high-purity hydrogen envi-
ronment, and deposits on the filament to obtain high-purity polysilicon. See Fig. 1
for the process flow.

The main processes include TCS synthesis, TCS distillation and purification,
TCS decomposition and hydrogen reduction, vent gas recovery, STC hydrogenation,
comprehensive utilization of other by-products (dichlorosilane, hydrogen chloride,
and hydrogen), filament preparation, and comprehensive utilization of by-produced
energy.
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Fig. 1 Improved Siemens process flow

Synthesis of Trichlorosilane (TCS)

Preparation of Hydrogen Chloride (HCL)
Hydrogen chloride (HCL), with a molecular weight of 36.5, is a pungent odor gas,
and it is water-soluble to generate hydrochloric acid, having strong corrosivity upon
contact with water.

Hydrogen chloride can be generated through burning chlorine with hydrogen and
the reaction equation is as follows:

H, + Cl, — 2HCI + 43.83 kcal /mol

The produced hydrogen chloride contains a small amount of water, which shall be
separated and removed through dehydrofrosting methods.
Preparation conditions:

. Application pressure of H, and Cl, shall be lower than 0.8 Kg/cm2
. HyCl, equals to 1.1:1 (volume ratio), and the volume of H, slightly exceeds that
of Cl, for its full reaction, so as to prevent generation of free chlorine
3. Purity requirements: H, >98%, Cl, >96%, HCl >96%, moisture in HCI
<0.05-0.1%, and free chlorine <0.02%

4. The temperature of synthesis reactor outlet shall be within 280-450 °C; other-
wise, the excess temperature will exacerbate the reaction in reactor even causing
an explosion. Besides, it will exacerbate corrosiveness of the synthesis reactor.

N —

Synthesis of TCS

1. Properties of TCS
At normal temperature, purified trichlorosilane (SiHCl;) is a colorless, transpar-
ent, volatile, and flammable liquid, with strong pungent odor, and its chemical
characteristics are as follows:
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(a) Easily hydrolyzable, deliquescent, and forms intensive fumes in the air.
Hydrolysis reaction is as below:

SiHCl; + 1/20; + H,0 — SiO, + 3HCI |

Highly volatile and easily gasified with a low boiling point

(b) Easily prepared and reduced

(c) Highly combustible and explosive, with ignition point of 28 °C and ignition
temperature of 220 °C, producing hydrogen chloride and chlorine while
burning; its chemical reaction equation is as below:

SiHCl; + O, — Si0, + HCI T +CL, 1

(d) Extremely steady to metals, even not reacting with sodium
(e) Its vapor is hypotoxic
2. TCS synthesis process
Silicon powder reacts with hydrogen chloride in the fluidized bed reactor to
produce SiHCl; and its reaction equation is as below:

Si+ 3HCI — (280 ~ 320°C)SiHCl; + H; + 50 kcal /mol €))

The reaction is exothermic and the reaction heat shall be extracted in
real time, so as to maintain reaction temperature in the reactor between
280 °C and 320 °C and improve product quality and actual recovery. As the
temperature rises, the quantity of produced SiCl; will increase and massive
SiCly will be produced while it exceeds 350 °C, with its reaction equation as
following:

Si + 4HCl — (> 350°C)SiCly + 2H, + 54.6 kcal /mol )

If the temperature is improperly controlled, there may be more than 50% of
SiCl; produced, as well as various chlorosilane and polyethylene halide
compounds.

The predominant reaction in the reactor is

Si + 7HCI = SiHCl; + SiCly + 3H; 3)

The mole ratio of SiHCl; (TCS) to SiCl, (STC) can be varied by controlling

the reactor temperature.

3. TCS synthesis process and main equipment
The fluidized bed reactor is generally used for TCS synthesis reactor. See Fig. 2
for its process flow.

The chlorinator is a fluidized bed reactor. Metallurgical grade Si powder is fed
to the middle of the reactor. HCI gas and some recycled gas from the hydrogen
recycle plant and the distillation towers are also introduced to the bottom of the
reactor through a gas distributor plate.
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Since the reaction is exothermic, the reaction zone must be cooled by an
external cooling media. The condenser pipe, with circulation cooling medium,
used to regulate the temperature.

4. Separation of synthetic product and recycling of tail gas
The reaction products containing TCS, STC, HCI, and H, with entrained solid
particles first go through a cyclone, where most of the unreacted solids and some
condensed metallic chlorides are removed. The collected dust from the cyclone is
treated as solid waste.

Synthetic products are firstly condensed through —35 °C refrigerants to obtain
mixtures of TCS and STC, and then they are sent for crude distillation, separation,
and purification. The rest gas is collected for recovery. See Table 1 for compo-
nents of the typical tail gas.

Upon process requirements, components shall be separated and recycled without any
intervention from foreign ingredients. The separation process mainly relies on the
difference of boiling point, the performance, and the molecular polarity.
Chlorosilane is recycled through compression and condensation, using the adsorp-
tion characteristics of activated carbon, control adsorption conditions, and H, and
HCl in tail gas. After adsorption reaches a certain extent, chlorosilane is desorbed
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Fig. 2 Chlorination process flow

Table 1 Typical chemical analysis of synthesis tail gas

Component H, HCI SiHCl, SiCly Total
Content (%) 53.97 43.49 1.39 1.15 100
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and recycled. At last, recycle chlorosilane through compression, condensation, and
separation. Purified H, and HCI either can be sent to HCI synthesis system or TCS
synthesis system, or be absorbed by water for acid preparation. The entire process is
free of materials discharged to the outside, which fundamentally solves environ-
mental issues.

Distillation and Purification of TCS

Requirements of Polysilicon for TCS Quality

In the production process of polysilicon, its raw material TCS may be extracted
from composite materials, hydride materials, dry recovered materials with tail gas
reduction, and so on. These materials may contain chlorides and complexes as
shown in Table 2, with contents from level ppm to level ppb, and they shall be
purified to appropriate contents, ensuring polysilicon quality. According to poly-
silicon quality requirements, presume and calculate the corresponding relation
among B&P impurities concentration in final high-purity TCS and polysilicon
quality index under reaction atmosphere, temperature, and pressure in the reactor.
See Table 3 (Standardization administration of the people’s republic of China
2014, 2016).

Moreover, metallic contamination in polysilicon is closely related to the material,
mainly including TCS and hydrogen. Given the low probability of introduced
metallic impurities in hydrogen, impurities in TCS consequently become the main
contamination sources in polycrystalline substrates. The corresponding relation, as

Table 2 Properties of impurity halides and complexes in TCS

Boiling point Boiling point Boiling point
Complex °C Complex °C Complex |°C
SiH5Cl1 —10.0 CHCI: 48.4 PSCl; 125
CHC1

SiH,Cl, 8.2 C;H,PH, 50-53 TiCly 135.8

CH;BCl, 11.2 P,H, 56 PCls 160
(sublimation)

BCly 12.1 (CH3)5SiCl | 57 SbCls 172

PFECl, 13.9 SiCly 57 PH3;BCl; | 180

B,H 18.0 CH;C1 61.2 AlCl; 180
(sublimation)

PO,FCl 21-23 B,Cly 65.5 SbCl; 216

(CH3),PH 21.5-25 CH;SiCl, 66.4 FeCl; 315

SiHCl; 31.5 PCl, 76 ZnCl, 732

CHj3:CCl, 37 CCl, 76.8 CuCl, 1359

(CH;):P 37.8 CH;PCl; 77-79 MgCl,

CH;SiHCl; |41 POCl; 105.8

BsHy 48 CrO,Cl, 116.3
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Table 3 Relation between polysilicon quality and TCS quality

Relation between boron impurity Relation between phosphorus
Item and raw material impurity and raw material
Polysilicon quality | Polysilicon | Polysilicon | TCS Polysilicon | Polysilicon | TCS
level ppba ppbw ppbw | ppba ppbw ppbw
Electronic grade 0.05 0.020 0.004 | 0.15 0.166 0.034
level 1
Electronic grade 0.08 0.031 0.006 |0.25 0.277 0.057
level 11
Electronic grade 0.10 0.039 0.008 |0.30 0.332 0.069
level 111
Super PV level 0.18 0.07 0.03 0.75 0.830 0.17
PV level I 0.26 0.102 0.021 |1.24 1.373 0.284
PV level I 0.54 0.212 0.044 |3.00 3.321 0.686
PV level 111 1.32 0.519 0.107 |6.32 6.997 1.446

Table 4 Relation between polysilicon metal impurity and TCS quality

Item Total metallic contamination of Fe, Cr, Ni, Cu, and Zn
Total metals of polysilicon (ng/g) 10 20 30 50 100 200
Total metals of TCS (ng/g) 2.07 4.13 6.20 10.33 20.66 41.32

shown in Table 4, between TCS and polycrystalline base metal is determined
through theoretical calculation and practical operation.

Impurities in TCS are mainly removed through distillation and impurity contents
vary with TCS sources. Therefore, separation and purification conditions differ from
one another and multiple systems are set accordingly to meet separation, crude
distillation, distillation, and purification requirements.

Typical TCS Distillation and Purification System

Typical TCS purification tower consists of synthetic crude distillation, hydrogenated
crude distillation, recovery tower, dry separating tower, and distillation tower. Select
sieve-plate tower or filled tower according to material whether containing solid
particles or substances with high boiling points. Generally, crude distillation chooses
sieve-plate tower, distillation chooses packed tower.

1. Synthetic and hydrogenated crude distillation purification system

TCS in synthetic materials is with content between 80% and 85% and that in
hydrogenated condensed materials between 20% and 25%; the others include
STC and various chloride impurities, and it may include solid particles. Conse-
quently, the sieve-plate tower is applicable to crude distillation. See Fig. 3 for
separation and purification process:

The crude distillation tower, processing condensed materials for synthesis and
hydrogenation reaction, commonly consists of two towers to separate SiHCl;
from SiCly, and to distill off TCS (crude distillation product) at top of Tower 2#,
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with the content of SiHC13>>99%. The rest HCI and SiCly, as the materials, are
sent to distillation feed tank for further purification.

. Distillation tower

The distillation tower consists of three packed towers and its rectifying materials
mainly include outsourcing materials, hydrogenated crude distillation products,
and recovery tower products. Main components of the materials include
SiHCl13>98%, a small amount of SiCly, and HCI. SiHCI; in products from the
bottom of Tower 3# reaches 99.95% after distillation, and it also includes a minor
amount of HCI and other impurities. The products, as raw materials, are sent to
distillation product tank for storage and the flow diagram is as shown in Fig. 4

. Vent gas recovery material distillation tower

Vent gas recovery material distillation tower consists of two packed towers mainly
used for processing vent gas recovery material recycling materials in the raw
material plant. The purity of SiHCI; in product almost reaches 100% after vent
gas recovery material distillation while it also contains a small amount of
dichlorosilane, which may be used as the raw material of reduction plant. SiCl, in
high boiling point material of Tower 2#, with content >99.9%, maybe as the
hydrogenation material. See Fig. 5 for vent gas recovery material distillation tower:

. Recovery tower

Recovery tower consists of three towers mainly used for processing materials
with low purity, typical components include HC1 0.05%, SiH,Cl, 1.6%, SiHCl;
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70.0%, and SiCly. Tower 1# and 2#, with a feed of high boiling point material
recycled, are sieve-plate towers and Tower 3# is packed tower. Distillated product
from the top of Tower 3# includes SiHCI;>>99.9% and a small amount of HCI,
and the product is sent to the distillation tower for further SiHCl; purification.
Distilled product from the tower bottom contains SiCl;>99.8% and a small
amount of SiHCl3, which will be sent for dehydrogenation reaction. See Fig. 6
for recovery tower flow
5. Differential pressure thermal coupling distillation technology

For the differential pressure thermal coupling distillation technology, pinch
technology is adopted to adjust pressure of two towers and to use overhead
vapor from the high-pressure tower as the heat source for liquid at bottom of
the low-pressure tower through technical optimization and matching, so as to
complete cooling and heating load exchange inside of tower groups for full
energy utilization. Overhead vapors from the high-pressure tower will not directly
enter condenser but shell side of condensation reboiler, and condensated materials
will enter auxiliary condenser for further condensation, so as to ensure that
materials are fully condensed to liquids or to subcooled substances; liquid in
bottom of the low-pressure tower will be vaporized through tube side of con-
denser reboiler, and the cold source required for the condensation of overhead
vapor from high-pressure tower and the heat source necessary for vaporization of
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i

Fig. 7 Differential pressure thermal coupling distillation and purification process

liquid in bottom of the low-pressure tower are neither needed in the process.
Consequently, 40—50% energy consumption is reduced (Jiang et al. 2010). It is
shown in Fig. 7.

In order to recycle heat quantity of reduction system and further reduce energy
consumption, pressure of the first distillation tower is adjusted to ensure overhead
vapors’ temperature within 50-70 °C, enabling the common circulating water used
as cold source for condenser; pressure of the second distillation tower is adjusted to
ensure the average temperature difference, between temperature of overhead vapor
from the second distillation tower and the bottom of the first distillation tower, is
within 15-30 °C, so as to meet heat exchange temperature difference requirements
between them. Moreover, it shall be ensured that the high-temperature water, cooling
medium of reduction process, can be used as the heat source for the second
distillation tower, so as to enable cooling and heating load exchange between
purification process and reduction process and reduce polysilicon costs as many as
possible.

Multi-tower-system differential pressure thermal coupling distillation technol-
ogy integrates single-tower-group differential pressure thermal coupling technol-
ogy with interelement two-tower parallel differential pressure thermal coupling
technology and continuous differential pressure thermal coupling among tower
groups of towers and multi-group tower differential pressure thermal coupling
among different towers of different tower groups are achieved through optimiza-
tion of technology, equipment configuration, and pipings. See Fig. 8 for the
process of differential pressure thermal coupling technology used for two groups
of tower systems:

As shown in the flow diagram, two groups of distillation towers consist of three
towers respectively, in which differential pressure thermal coupling technology is all
adopted between Tower 1 and 2 in the first distillation tower group, Tower 1 and 2 in
the second distillation tower group, Tower 3 in the first distillation tower group and
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Fig. 8 Process of multi-
tower-system thermal
coupling distillation and
purification

Tower 3 in the second distillation tower group. Namely, the cold source is applicable
to Tower 1 and 3 in the first distillation tower group as well as Tower 1 in the second
distillation tower group while the heat source is used for Tower 2 in the first
distillation tower group as well as Tower 2 and 3 in the second distillation tower
group. This will minimize energy consumption of the entire distillation and purifi-
cation system, with reduced energy consumption between 50% and 80%, and will
reduce polysilicon costs as many as possible.

TCS Decomposition and Reduction

Overview of Polysilicon Deposition Process
High-purity hydrogen and high-purity gaseous chlorosilane (TCS, DCS) are intro-
duced into the CVD reactor in a certain proportion, and chemical vapor deposition
reaction takes place on the surface of high-temperature filament carrier (about
1050 °C) to obtain high-purity polysilicon products; meanwhile, the by-product
vent gas in the reactor is discharged out of the system and then enters the follow-
up process for material recovery. See Fig. 9 for a sketch showing the specific
deposition process.

The reactions in the reduction reactor are very complicated during the operation.
TCS’s hydrogen reduction reaction and thermal decomposition reaction are the main
reactions, and others are side reactions.
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The main reaction equations are as follows:
SiHCl; + H, — Si 4+ 3HCl(hydrogen reduction reaction) 4)

2SiHCl; — Si + SiCly + 2HCI(thermal decomposition reaction) ®)

The side reaction equations are as follows:

SiHCl; — HCI + SiCl, (900 ~ 1000 C) (6)
2SiHCl3 — SiH,Cl, + SiCly 7

4SiHCl; — Si + 3SiCly + 2H,(thermal decomposition) (8)
SiCly 4+ 2H; — Si + 4HCl(high temperature) ©)

Si + 4HCI — 2H, + SiCly(corrosion) (10)

Reduction reaction of impurities:
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2BCl; + 3H, = 2B + 6HCI (11)
2PCl; + 3H, = 2P + 6HCI (12)

Analysis of Factors Affecting Polysilicon Deposition
Polysilicon deposition in the reactor is a sophisticated physicochemical process and
its effective deposition is closely related to structure and type of the reactor, feed
ratio, reactor temperature, reactor pressure, structure and type of nozzle, and current-
voltage curve, and those factors are inter-conditioned and interactive; theoretical
research of polycrystalline silicon deposition indicates that high-efficiency poly-
silicon deposition will not be realized unless above factors are controlled under the
optimal matching state. See Figs. 10 and 11 (Yan et al. 2016) for the reaction process:
1. Feed ratio
The feed gas ratio refers to the mole ratio of hydrogen to TCS in materials
entering the reactor. During polysilicon deposition, TCS concentration directly
depends on the feed gas ratio. Namely, higher the feed ratio is, more hydrogen
is. It tends to form a strong reducing atmosphere, contributing to the reduction of
material consumption (TCS) costs. The increase of the feed gas ratio means the
presence of more hydrogen, and more hydrogen means more adequate reduction
reaction of SiHCl; and restrained generation of SiCl,. However, excessive ratio
will dilute concentration of the reaction mass (TCS) and reduce the growth rate of
silicon rod, and will increase power consumption and also cause waste of
hydrogen. Therefore, feed gas ratio is limited in a certain range of practical
processes and the optimum ratio shall be adopted during reactions.

Gas-phase species

___--""_-__-_--;./"/'. \
o« & “\%' E SiH.Cl,,
' =" 8i€l,
Adsorbed SiCl,
ClL H, Si Precursors 7 SICL
S— £ A

Fig. 10 Vapor deposition on silicon rod surface
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Fig. 11 Polysilicon rod surface growth schematic diagram
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Fig. 12 Product components under different feed ratios

Through analog computation, material components in products will vary with
different feed ratio (the mole ratio of hydrogen to TCS) in the reactor if the TCS in
the feed is 1 kmol/h as shown in Fig. 12.

As shown in the above figure, hydrogen concentration in the reactor increases
as the feed ratio rises, which restrains the thermal decomposition reaction and the
hydrogen reduction reaction prevails. Consequently, the primary conversion rate
of chlorosilane improves. Even so, the feed ratio shall not be too high, and main
reasons include:
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(a) Excessive hydrogen will dilute chlorosilane and reduce reactant concentra-
tion, which will reduce the probability that chlorosilane molecule impacts
silicon rod surface as well as polysilicon deposition velocity. Namely, the
polysilicon output is reduced due to that.

(b) High hydrogen ratio will increase the load of the subsequent tail-gas treat-
ment system and it is negative for energy conservation of the entire system.
In practical production, the determined mole ratio of hydrogen to TCS is
between 1.5 and 3.5, and the ratio may be adjusted accordingly as the
polysilicon diameter varies in production process.

In feeding process, dichlorosilane (DCS) may also be added to facilitate
polysilicon deposition in the reactor, so as to restrain the side reaction in the
reactor and to reduce power consumption and material consumption.

2. Reaction temperature
TCS reduction and decomposition reaction are both endothermic, as a result,
increased reaction temperature will accelerate the reaction and will also improve
deposition rate of silicon. However, silicon deposition is a physical crystallization
process, and when the reaction temperature is higher than the crystallization
temperature, the deposition and crystallization rate decreases on the contrary as
the reaction temperature increases. Therefore, the temperature of silicon rod
carrier in the reactor is controlled by reaction equilibrium temperature to the
maximum temperature, with optimum deposition temperature between 1050 and
1080 °C. The deposition rate will increase as the temperature rises within the
temperature range. See Fig. 13 for the process.

3. Reaction pressure
Vapor deposition occurs in the reactor, and the chemical vapor deposition
reaction may come to an end after the feed gas stays in the reactor for 5-20 s.
Molecular collision probability will be improved by boosting pressure, so as to



D. Yan

accelerate the deposition rate. As shown in chemical reactions (4), (5), (6), (7),
(8), (9) in the reactor, the equilibrium tends to be adverse to polysilicon
deposition with the increase of pressure, while low pressure, resulting in a
decrease of molecular collision probability, is also adverse to polysilicon
deposition. Therefore, operating pressure of the reactor shall be controlled
and the industrially proven pressure, facilitating polysilicon deposition, is
between 0.5 MPa to 0.6 MPa.

. Gas flow field

During polysilicon production, its diameter constantly changes in the reactor,
requiring feed gas to vary accordingly, so as to ensure the optimum polysilicon
growth rate, the maximum output, and the minimum energy consumption,

including gas flow control and gas flow rate control.
(a) Gas flow control

Given constant reactor volume, an increase of gas mixture in the reactor will
also improve collision probability between TCS gas and silicon rod. Mean-
while, rapid deposition of silicon particles on the surface of silicon filament
carrier increases silicon rod diameter and also enlarges carrier deposition
area that provides spaces for deposition of silicon particles and so repeated.
Consequently, silicon rod growth is accelerated, its growth cycle is short-
ened and polysilicon output in a single reactor is improved. Besides, inten-
sified gas turbulence, caused by gas disturbance in the reactor after
increasing feed, enables removing HCl gas blanket above silicon rod
surface.

According to practical production, increased gas feed results in reduced
unit power consumption, shortened deposition time, prolonged operation
cycle of reactor, increased operation time, and improved annual output
capacity. However, when the feed rate is increased to a very high level, this
will result in increased reaction intensity in reactor and accelerated depo-
sition rate of silicon particle, when the silicon rod surface is unable to
receive excessive silicon particles, as a result, atomization appears in the
reactor and amorphous product is produced. Moreover, unreacted gas
mixture enters the subsequent vent gas recovery material system with
vent gas, resulting in increased loads in vent gas recovery material recov-
ery process, increased costs, and waste of gas mixture. As suggested by
production, the maximum material is proportional to silicon rod surface
and larger reactor body requires more polysilicon rods and more feeds. See
Fig. 14 for common feed curve, and see Fig. 15 (Yao et al. 2011) for the
overall flow field vector diagram, simulated through computer, inside the
reactor

(b) Vector inside reactor
The gas containing TCS and hydrogen in the reactor, with a flow
rate between 1 m/s and 2 m/s above silicon rod surface, will facilitate
polysilicon deposition on silicon rod surface and will help
hydrogen chloride, the byproduct material, being timely separated from
the silicon rod. Laminar flow shall be prevented to keep the gas flow in
turbulence state.
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Fig. 15 Diagram of overall flow field

Generally, the gas flow is controlled by nozzles. Nozzle’s location on
base plate of reactor, nozzle openings, and its control during operation are
relied on to enable feed gas to form the optimal flow field in the reactor, thus,
gas velocity shall also remain high at the nozzles, normally at 7090 m/s or
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Fig. 16 Velocity vector on the reactor vertical section

so in order to produce an intensive turbulence, allowing an ideal concentra-
tion distribution for mixed gas flow in the entire reactor during gas flow
ascending, which is conducive to gas-phase concentration renewal over
silicon rod surface.

According to production practice, nozzle opening makes a significant
difference on gas flow distribution. For instance, under the condition with
same feeding pressure, constant temperature and amount, the bigger the
opening is, the lower the flow rate is, with low feed lifting height, low top
gas concentration, and high crossbeam temperature, easily resulting in rod
crack. Coral-like and popcorn-like polysilicon can be easily formed if local
rod surface temperature is too high. The smaller nozzle aperture is, the
higher the flow rate is, as a result, material may be taken out from the
reactor and sent to the vent gas system before depositing on silicon rod
surface. Besides, filament fall, caused by filament vibration, may occur in
the reactor with high-silicon filament. Therefore, it is very important to
select proper nozzle aperture and nozzle structure and the opening type
shall be determined on the basis of repeated trials in production. See Fig. 16
for the velocity vector on the reactor vertical section in the computer
simulation model. See Fig. 17 for vertical sections’ temperatures of the
furnace (Yan et al. 2014D).
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5. Current—voltage curve

The resistance of silicon rod with high-purity polysilicon is high at normal
temperature and would decline with the increasing of the temperature and reduc-
tion of the rod’s diameter. For the production of polysilicon at 1050~1080 °C, it is
required to keep the silicon rod in the reactor at a constant temperature and to
keep the heating power constant while the silicon rod volume and materials
increasing. With the result of that the reduction, electrical system’s power design
and regulation are responsible for providing the condition of polysilicon produc-
tion. In the case, the current and voltage shall be regulated and controlled as per
the curve shown in Fig. 18 without disturbance.

The charging of current such as its amount and duration plays a decisive role in
reduction reaction. Therefore, reasonable current/voltage curves should be devel-
oped based on production experience to maintain a stable polysilicon production.

6. Adding of dichlorosilane (DCS)
Adding 1-2% of dichlorosilane into TCS has little impact on the reduction power
consumption, which slightly declines. It can be deducted that a few dichlorosilane
slightly influences the consumption because it is the by-product of gas reaction in
the reactor, also involving in the reaction.
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Adding 3-5% of dichlorosilane into TCS significantly reduces the power
consumption, by about 3—6 kWh/kg-Si, and the adding proportion is in direct
proportion to the reduction power consumption.

When adding more than 7% of dishlorosilane into TCS, it will react intensely,
which is hard to control causing atomization a large amount of amorphous silicon
dust in the reactor and product with coralline or popcorn appearance. Default
phase tends to occur in the reactor operation. The polysilicon rod fails to stop
operating at normal cycle. As a result, the production of a single reactor drops
with the material consumption going up. Although the power consumption
descends greatly, it is not efficient in the terms of balance of economic benefit.
Therefore, it is advised to add 3-5% of dichlorosilane into TCS in actual
production.

7. Parameter calculation during polysilicon deposition
(a) Feed gas ratio

The ratio of hydrogen to TCS is in mole. The ratio of hydrogen to TCS can
be deduced from the mole flow, which is calculated from the mass flow rate
of TCS or hydrogen. The computational formula is:

Ist step: Mole number nl = l\“/}—} n; of H, in the gas mixture

nl = ml1/Ml

Wherein m; refers to the mass of hydrogen in kg or Nm® in the gas
mixture,
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(b)

©

and M, stands for the molar mass of hydrogen, 2 kg/kmol or 22.4 Nm®/
kmol.

2nd step: mole number n, of TCS in the gas mixture

n2 = m2/M2

Wherein, m, refers to the mass of TCS in kg in the gas mixture,

and M, stands for the molar mass of TCS, 135 kg/kmol.

3rd step: gas mixture ratio N

N = nl/n2
Deposition rate
Deposition rate: the weight of polysilicon sediments in unit time in the
reactor. The computational formula is:

V=M/T

Wherein

V represents the deposition rate,

M stands for the weight of polysilicon in a single reactor,

and T represents the running time (h) of a single reactor, beginning from
the charging of gas until the stoppage of such charging.

Primary reduction conversion rate

Primary reduction conversion rate is the proportion of polysilicon generated as
aresult of reactions between the materials fed into the reactor. The magnitude of
primary conversion rate greatly influences the material and energy consumption
of the reactor. A higher primary conversion rate means a higher single reactor’s
production as well as a lower consumption of both material and energy.

The amount of TCS in the vent gas changes with the generation of STC,
which can be used to reduce the load of the following vent gas recovery
material system, reducing the general energy consumption of the production
system. The computational formula is:

W =100% mZX(Msi/l\rI/}:iqLMsihclS)

Wherein W represents the primary reduction conversion rate,

m; the product weight in a single reactor,

m, the gross weight (kg) of the gas mixture charged into a single reactor,

Msi the silicon molecular weight,

and MTCS the TCS molecular weight.

(d) Reduction power consumption
(e) Reduction power consumption defines how much power is needed to

produce one kilo polysilicon (unit: kWh/kg-Si). The computational
formula is:
P =EM

Wherein

P refers to the power consumed by a single reactor (kWh/kg-Si),

E the total power consumption of a single reactor (kWh),

and M the weight of product polysilicon (kg-Si) in a single reactor.

8. Comprehensive utilization of heat energy, reducing power consumption
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Based on the computer simulation, feed distribution are optimized, and various
inlet nozzles designed, allowing for even distributed thermal and flow field and
material concentration, as well as lower power and material consumption, further
facilitating the growth of dense polysilicon rod with a smooth surface, uniform
diameter, and high quality.

The mainstream polysilicon reactors include reactors with 24, 27, 36, 40, or
48 pairs of rods. A single reactor could produce 5-13 tons product with a
reduction reaction power consumption of polysilicon dropping from 120 kWh/
kg-Si in 2009 to 550 kWh/kg-Si or below. Under given optimal operating
conditions and less strict appearance requirements for the polysilicon, the
power consumption would drop to 40 kWh/kg-Si. SIEMENS reactor normally
uses such mediums as high-temperature water and conduction oil for cooling
purpose, recovers such portion of heat, and uses it for purification and activated
carbon regeneration. It also recovers the reduction power consumption in the
form of heat for use. Leading companies could make the waste heat recovery rate
reach above 75% (Yan et al. 2014a). Overall power consumption of the whole
polysilicon production process drops from 200 kWh/kg-Si in 2009 to about
85 kWh/kg-Si today, including 75% of power consumption by reduction reaction
converted to heat for recycling (55 x 75% = 41.25 kWh/kg-Si). Therefore, it is
calculated that the actual modified SIEMENS polysilicon production process
achieves an overall power consumption of 43.75 kWh/kg-Si (85-41.25 kWh/
kg-Si). With further optimization, modified Siemens process is expected to make
the figure drop to below 70 kWh/kg-Si (Photovoltaic Industry Association of
China 2017).

Vent Gas Recovery

Principle of Vent Gas Recovery Process

The vent gas from the polysilicon reactor contains H,, HCI, SiHCl;, SiCl,, and
SiH,Cl,. The gas mixture compressed and cooled to a certain degree produces
condensed SiHCl; and SiCl,, which then can be separated by distillation tower.
SiHCl; can be directly delivered into the reduction system to produce polysilicon.
SiCly can be delivered to the hydrogenation process to produce SiHCl;, which can be
separated through the distillation tower and then delivered into the reduction system
to produce polysilicon. The noncondensable gas after the compression and cooling
mainly consists of H, and HCIL. Under pressure and low temperature, the H, and HCI1
can be separated from the gas mixture by special separation process (activated
carbon adsorption method or cold SiCly and HCI solution method for recovering
HCI). H, without water and impurities could be reused in the reduction process. On
the other hand, HCI can charge into the synthesis process for producing SiHCl;. The
dry recovery is able to protect the vent gas from any water and to separate its
constituents from each other. All constituents will be free of pollution and be reused
by the system.
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. Cooling before compressing vent gas

0.5-0.6 MPag vent gas from the reduction process will go through the vent gas
water cooler, gas-gas heat exchanger for vent gas, and vent gas chilled water
cooler in order. Then the gas will enter the elution tower for further cooling under
—20°C ~—25 °C. After this step, chlorosilane is basically separated from the vent
gas;

. Compression and condensation of vent gas

The condensed vent gas will be processed to gas with pressure of 1.1~1.5 Mpag
(compressed air) by the compressor. The chlorosilane can be cooled and separated
by the multistage heat exchanger where the gas goes through primary compressed
gas heat exchanger, compressed air chilled water cooler, secondary compressed
gas heat exchanger, compressed gas cooler, tertiary compressed gas heat
exchanger, and compressed gas chiller in order. And then the gas will be cooled
to —50 °C and charged into the absorption tower.

The gas processed by the tower, namely the gas after absorption, will go
through the tertiary, secondary, and primary compressed gas heat exchangers in
order and then the absorber. Some low-temperature chlorosilane condensate
occurs during cooling of the compressed air. The condensate can be fed into the
elution tower with the leacheate for recovering the cold capability of
low-temperature condensate.

. Absorption and desorption

After the deep cooling, the hydrogen chloride, for the most part, still exists in the
hydrogen, which can be absorbed in the absorption tower by chlorosilanes. Then the
hydrogen chloride can be separated from the chlorosilane by the desorption tower.

As absorption requires low temperature but desorption high temperature, heat
exchanger multistage dual purpose heat exchanger is adopted for the rich and lean
solution heat transfer to reduce the amount of —55 °C refrigerants used so as to
cut the cost.

Low-pressure desorption technology is used in the desorption process, allo-
wing low-temperature gas products to be discharged at the top of the tower. After
heat exchange by higher temperature leacheate, the low-temperature hydrogen
chloride is fed to the recovery process.

. Hydrogen purification

Gas after absorption still contains a trace of chlorosilane and hydrogen chloride.
Activated carbon temperature and pressure swing adsorption method will be
adopted to process the gas and produce high purity hydrogen, which can meet
the production requirements of polysilicon production. At the same time, the
hydrogen can be recycled, reducing the demand for original hydrogen production
and saving operation cost.

The hydrogen after adsorption can be directly used in the reduction reaction.
Gas generated during the activated carbon desorption and regeneration pro-
cesses can be compressed by the compressor for the hydrogenation process.
All the rest gas can return the absorption tower for following separation
after deep cooling.
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The above processes can recover 98% of each constituent of the vent gas from
the polysilicon production. The recycled and separated H,, HCI, chlorosilane,
etc., can satisfy the demands of the polysilicon production by completely being
recovered and reused in the system, which substantially reduces discharge and
emission of waste gas, wastewater, and waste solid as well as material
consumption.

STC Hydrogenation

STC Hydrogenation Overview

The Siemens process can produce 1 t polysilicon and 15-20 t SiCly, which at room
temperature is liquid and not good for storage and transportation. With consideration
of its characteristics, the STC is converted into TCS by hydrogenation and returned
to the system as a raw material. In this way, a clean production is achieved.

STC hydrogenation can be mainly realized by low- and high- temperature
hydrogenation, hydrochlorination, and plasma hydrogenation technologies (Wan
et al. 2010). Hydrochlorination refers to adding the hydrogen chloride (2~5%)
recovered by the system to the low-temperature hydrogenation process, in which
the hydrogen chloride is mainly involved in the synthesis reaction with Si powder.
The reaction mainly produces STC and a few amount of TCS. The hydrochlorination
shares the equipment and operating conditions with the low-temperature hydroge-
nation process.

High-temperature hydrogenation process is named for its high temperature reac-
tion requirements. It requires 1200~1300 °C temperatures and 0.6 MPa pressure.
Under such conditions, the STC directly reacts with hydrogen. SiCl, conversion rate
is 15-17 mol%. The power consumption, however, is high. The reaction products
contain high carbon content because of the graphite or carbon heating pieces.

The low-temperature hydrogenation process, opposite to the high-temperature
one, requires low reaction temperature. In the process, such reaction materials as
STC, hydrogen, and Si powder react under 450~600 °C and 1.6~3.5 MPa. The
process consumes low power. Primary SiCl, conversion rate can be up to 23~28 mol
% back. Moreover, the equipment is suitable for enlargement.

Plasma hydrogenation (Zhijun Huang et.al. 2011) belongs to a new technology. It
is characterized by high conversion rate and simple equipment. The technology is
still under development, for it is limited by its requirement for radio-frequency
power supply, high power consumption, and small processing capacity of SiCl,
(Gusev et al. 2006).

Based on the trend of the polysilicon industry, high-quality, large-scale,
low-energy consumption, and low cost are widely pursued during the industrial
development and in the market competition. Therefore, the low-temperature hydro-
genation process has grown into a prevailing processing for possessing the above-
mentioned features. In the low-temperature hydrogenation, main raw materials
including SiCly, H,, and Si powder react in the hydrogenation reactor under a certain
temperature and pressure with cuprous chloride, copper chloride, copper alloy, and
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nickel alloy as catalysts. The reaction involving gas and solid materials generates
SiHCl;. Low-temperature hydrogenation reactor mainly includes fixed bed and
fluidized-bed.

Low-Temperature Hydrogenation

Principle of Low-Temperature Hydrogenation

Raw materials SiCly, H,, and silicon powder mixed by a certain ratio mainly take the
following reaction in the hydrogenation reactor under a certain temperature and
pressure:

3SiCl, + H, + Si = 4SiHCl; (main) (13)
SiCly + 2H, + Si = 2SiH2Cl, (side) (14)
2SiHCl; = SiCly + SiH,Cly(side) (15)
SiCly + SiH,Cl, = 2SiHCls(side) (16)

Low-Temperature Hydrogenation Process

The process mainly refers Si powder preparation and feeding, STC-hydrogen mixed
heating system, hydrogenation system, rapid cooling system, condensate separation
system, and auxiliary systems, which consist of nitrogen, hydrogen, refrigeration, air
pressure, and circulating water. See Fig. 19.

Main Factors Affecting the Low-Temperature Hydrogenation

According to the chemical equilibrium, the reaction is taking place toward the
positive direction, conducive to the conversion of STC to the TCS. The main
reaction factors include temperature, pressure, material ratio, and catalyst. Analysis
is as follows:

1. Effect of hydrogen and STC ratio on the conversion rate
The chemical equilibrium indicates that the material ratio, especially the ratio of
hydrogen and STC, largely influences the conversion. With the ratio increasing,
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Fig. 19 Low-temperature hydrogenation process
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the conversion rate climbs up, showing the chemical equilibrium principle. With
the ratio increasing, reduction of STC under a certain flow rate directly affects the
production capacity of the system. It shows that the best ratio of hydrogen and
STC should be maintained, normally between 2.2 and 3.5.

. Effect of reaction temperature on the conversion rate

When the system pressure, differential pressure of reactant material level and
material ratio are fixed, with temperature rising, the conversion rate rises. It is
because that the increasing temperature will fuel the reaction dynamic, resulting
in increase of the conversion rates of materials per unit time. On the other hand,
the low-temperature hydrogenation is to a slight endothermic reaction. Thus, the
temperature increase is good for accelerating the hydrogenation reaction rate. The
further increasing temperature, however, will propel TCS decomposition reac-
tion, reducing its yield. As a result of that, the temperature for low-temperature
hydrogenation should not be too high. Usually, the reaction temperature is
optimally controlled at 500-550 °C.

. Effect of reaction pressure on the conversion rate

In terms of chemical equilibrium and the reaction equations, the product volumes
of the main reaction (13) and side reaction (15) are the same as their reactants; the
product volume of the side reaction (14) is smaller than its reactants. In this case,
increased pressure will propel the side reaction (14), producing more
dichlorosilane, and the side reaction (16), causing the TCS to increase slightly.
In general, the reaction pressure has a little impact on the conversion rate.
Increased pressure will improve the gas concentration per unit volume. When
other reaction conditions are kept unchanged, the STC molar conversion will
increase with the pressure increase in the reactor. But when the pressure increases
to 2.5 MPa or higher, the conversion rate is increased steadily. In the event, the
increased pressure rarely improves the conversion rate. But higher pressure will
enlarge the feed rate and processing capacity of the system, increasing the
system’s economic benefit.

. Effect of the Si powder layer height on the conversion rate

For the fixed bed, the higher layer in the hydrogenation reactor, the higher
conversion rate, namely the better reaction of STC and Si powder. The equipment
design will limit the layer height.

For the fluidized bed reactor, the fluidized Si powder brings large difficulty in
detecting the layer level. For low-temperature hydrogenation, y-ray level gauge is
used to detect the level. The gauge, however, is not enough for detection accuracy
and its radioactive source causes management difficulties. Therefore, the differ-
ential pressure between the top and bottom of the Si powder layer is used to
determine the layer height. And the gauge can be used as an auxiliary tool. When
other parameters are kept unchanged, the conversion rate increases as the layer
height increasing, for that the contact time of Si powder with STC and hydrogen
rises leads to longer reaction time. But at the later stage, the increment of the
conversion rate is limited because the Si powder moves to the top of the reactor
and leaves with partial gas produced by the reactions in the reactor. Higher
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content of Si powder in such gas will cause difficulties for the following disposal
process. In this case, the differential pressure of the Si powder layer is normally at
70-90 kPa.

5. Effect of catalyst on the conversion rate
The main catalysts used in the low-temperature hydrogenation system are such
copper-based catalysts as copper chloride, cuprous chloride, and copper powder.
The catalyst can increase the conversion rate by 1-3%.

Hydrochlorination

Hydrochlorination, in the industry, refers to the low-temperature hydrogenation of
adding of hydrogen chloride from the dry vent gas recovery. It aims to dispose of the
by-product hydrogen chloride of polysilicon reduction and the chlorine element
equilibrium in the polysilicon production system.

The relevant experiments and studies at early stages show that under the synthesis
reaction conditions of increased pressure or atmospheric pressure and temperature
220 °C or above, HCI reacts with Si powder. With temperature increasing, the TCS
production rate is dropping greatly. Reaction temperature at 260~290 °C, cross-
linked silicon hydrogen generation rate can reach 85~90%; when the reaction
temperature at 360 °C, cross-linked silicon hydrogen generation rate down to
62%;when the reaction temperature at 450 °C, cross-linked silicon hydrogen gener-
ation rate dropped to 10~20%; when the reaction temperature above 500 °C, low
silicon chemical hydrogen generation rate mainly produces SiCl, and a small
amount of SiHCls, SiH,Cl,, SiH;Cl, SiHy, and polymer chlorosilane.

The result comparison of the low-temperature hydrogenation and
hydrochlorination shows that the two processes have the similar conversion rate,
generally around 25%. In terms of production balance of the whole plant, the
hydrochlorination has the following advantages:

1. No additional devices are required. The hydrochlorination could directly recovery
the by-product hydrogen chloride in the reduction reaction.

2. Addition of hydrogen chloride makes up chlorine needed in the production,
achieving chlorine equilibrium in polysilicon production system.

3. The reaction of silicon with hydrogen chloride is an exothermic reaction,
low-temperature hydrogenation endothermic reaction. The hydrochlorination
will help the heat balance and utilization in the low-temperature hydrogenation
reactor reducing external heat demand.

High-Temperature Hydrogenation

Process principle is that when the electrical graphite heat exchanger produces heat
with temperature reaching above 1250 °C, the STC and hydrogen are heated and
react. The TCS is produced. The equations are as follows

SiCl + H, = SiHCl; + HCl(main) (17)
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The side reaction:

SiHCl; + H, = SiH,Cl, + HCl(side) (18)

After leaving the reactor, the reactant gas is rapidly cooled by the quench cooler
where TCS, STC, etc. is generated. After the processing of separating tower, STC
returns to the high-temperature hydrogenation system, the TCS be delivered to the

distillation and purification system for separation and purification.

Comparison of Low- and High-Temperature Hydrogenation
For the comparison of low- and high-temperature hydrogenation, see Table 5.

Recycling of By-product Dichlorosilane (DCS)

TCS Generation by Comproportionation
With the catalyst of resin, dichlorosilane takes reaction with STC to produce TCS.
Exchange resin with alkalescence and anions can be used. The functional groups are
amino radical. The reaction equation is:

SiH,Cl, + SiCly — (catalyst)2SiHCl;

Table 5 Comparison of low- and high-temperature hydrogenation

S/N
1

Item

SiCly
processing
capacity (kg/h)
per set
Primary
conversion
rate (%)
Reaction
temperature
O

Power
consumption
(kWh/kg-TCS)
Continuous
running time
(days)
Running
condition

Low-temperature hydrogenation
12500~30000

23~28

400~600

0.4~0.7

150~330

1. It is hard to feed the solid Si
powder under sealing condition
2. The equipment should be
sophisticated for its large size
and internal high pressure

High-temperature hydrogenation
500~1500

17~22

1200~1300

2.0~3.5

120~

1. Graphite electrodes and carbon
fiber should be changed regularly
2. Carbon is involved in the
reaction under high-temperature
reaction, affecting the production
quality
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Process: a certain ratio (1:4~6 mole ratio) of dichlorosilane and STC enter the
stabilization tank after being blended by the mixer. The material is charged into the
preheat exchanger when the shield pump pressurizes. After heated to 50~60 °C by
the preheat exchanger, the material is fed to the reactor for the catalytic reaction.
Then the products are fed to the tank area for separation and purification after cooled
by the cooler. The purified TCS returns the system for use. The conversion is
typically >95%, and the TCS recovered can be recycled within the plant.

Take Part in CVD Reaction and Low-Temperature Hydrogenation

Both the reduction reaction and low-temperature hydrogenation continuously gen-
erate a certain concentration of dichlorosilane. After distillation and purification or
adsorption purification, the dichlorosilane can be fed into the reduction process
together with hydrogen and TCS, which is favorable for improving the primary
conversion rate of TCS to polysilicon by reduction and sedimentation.

The dichlorosilane with a high content of impurities can be fed into the
low-temperature hydrogenation reactor to raise the primary conversion rate of
hydrogenation system, lower the system’s Si powder consumption, and recycle the
dichlorosilane.

In this process configuration, DCS will build up an equilibrium condition of
approximately 6-9% DCS in the TCS feed. The recycle of DCS has a significant
effect at decreasing the manufacturing cost of silicon. Higher DCS concentrations in
the TCS translate to faster deposition rates and correspondingly lower power
consumption. The only disadvantage is slightly higher rates of homogeneous nucle-
ation of silicon (powder formation). Powder formation can be mitigated in GTs CVD
reactors when operated at proper conditions, and the GT plant design addresses
particulate problems in downstream equipment. The advantages of greater deposi-
tion rates and material efficiency far outweigh the single disadvantage of the
particulate formation.

In this process configuration, DCS will build up an equilibrium condition of
approximately 6-9% DCS in the TCS feed. The recycle of DCS has a significant
effect at decreasing the manufacturing cost of silicon. Higher DCS concentrations in
the TCS translate to faster deposition rates and correspondingly lower power
consumption. The only disadvantage is slightly higher rates of homogeneous nucle-
ation of silicon (powder formation). Powder formation can be mitigated in GT’s
CVD reactors when operated at proper conditions and the GT plant design addresses
particulate problems in downstream equipment. The advantages of greater deposi-
tion rates and material efficiency far outweigh the single disadvantage of the
particulate formation.

Filament Preparation
Today, there are two mainly technologies available for the production of filaments

for CVD reactors: float zone and wire saw. As for the zoning melting method, five
pieces can be made from one campaign, seen in Fig. 20. As for the wire saw
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Fig. 20 Filaments making by
float zone method

method, the raw polysilicon is melted in the monosilicon reactor and drawn into
rods with a respective diameter of about 200 mm and length of 2.5-3.5 m, which
are cut by multiwire sawing machine into 10 x 10 mm~15 x 15 mm filaments at
one time.

Float Zone Process
Pros: High purity filament, filaments are easily doped allowing for low voltage
power starts, and easier for cleaning of etching.

Cons: Requires large capital investments, personnel required to operate are 5—10
times the requirement for wire saw, high maintenance, requires specially grown
polysilicon source rod, high energy consumption, and affecting polysilicon produc-
tion capacity by reduction reactor.

Wire Saw Process
Wire saws use a wire coated with diamonds to cut silicon. It is an efficient and cost-
effective process used in a new application cutting CZ grown rods into filaments
more than 3 m in length.
Pros: Silicon loss from the knife is the lowest of the sawing processes. Low
manpower and investment requirements when compared to float zone process.
Cons: Requires additional etching for semiconductor use. The Si loss is about 5%
more than that by float zone.

Comprehensive Utilization of By-produced Energy

Around 60-70% of power would be consumed in the reduction reaction in the
polysilicon production. Heat transfer oil or high-temperature water is used in the
reaction to recover the by-produced energy. Such energy can be used in TCS
purification, vent gas dry recovery system, and other links in the polysilicon
production. By experience, up to 75% of recovery energy can be used in the above
links to reduce the overall power consumption in the polysilicon production.
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There are refrigeration systems with a temperature of —55 °C, —35 °C, and 7 °C
in the polysilicon production system. The idea of materials at varied temperatures
exchanging heat is adopted in the project design to reduce cold energy consumption.
This gradient temperature method makes the maximized utilization of cold energy in
the systems possible. About 30% or above refrigeration power consumption is
saved.

Conclusion

Polysilicon is the basic material of integrated circuits and photovoltaic solar cells.
Today, the global polysilicon output by using Siemens process (trichlorosilane
process) accounts for more than 90% in the world. Siemens process is still expected
to be the mainstream of polysilicon production process in the future.

This chapter describes the details of Siemens process. The processes include TCS
synthesis, TCS distillation and purification, TCS decomposition and hydrogen
reduction in CVD reactor, vent gas recovery, STC hydrogenation, comprehensive
utilization of other by-products, filament preparation, and comprehensive utilization
of by-produced energy. In each section, the technology principles, reaction condi-
tions, major equipment, operation conditions, materials and energy consumption,
and so on are all described.
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Abstract

Silane-based fluidized-bed technology is used to produce polysilicon for solar
cells by decomposing silane onto silicon particles suspended in a heated stream
of silane and hydrogen. Silane-based fluidized-bed reactors potentially provide
a lower cost method to produce polysilicon than the current Siemens reactors
that dominate the silicon market. Production of silicon in a fluidized bed
requires 80-90% less electrical energy than the currently favored Siemens
process and converts a batch process into a more economical continuous
process. The spherical granular silicon product from fluidized-bed reactors is
preferred to the polysilicon rods produced by the Siemens process for down-
stream processing. Production of silicon by fluidized beds has been carried on
for over 20 years, but the simpler Siemens process has dominated polysilicon
production because of the high purity of its polysilicon product and the avail-
ability of low-cost electricity. The economics of the silane-based fluidized-bed
technology has improved significantly due to advances in reactor design,
process modeling, and operational experience. Fluidized-bed technology is
the leading candidate to eventually provide less expensive polysilicon for
solar cells.

Keywords
Silicon fluidized-bed - Silicon production with silane - Silane-based fluidized-
bed - Fluidized bed and Siemens silicon - FBR polysilicon - Granular silicon

Introduction

The market price for purified polysilicon for solar applications has reached a critical
point such that new technology is needed to further reduce the production costs for
polysilicon. The price of polysilicon has decreased significantly over the last decade
with over building of Siemens production capacity (Bernreuter 2016). Further major
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cost reductions using the current Siemens process are unlikely. In order for the price
of electricity from solar cells to achieve grid parity with other sources of electricity in
more markets, the price of polysilicon must continue to drop. Silane (SiH4)-based
fluidized-bed (FB) technology is now the leading candidate to provide a significant
reduction in the price of polysilicon chiefly because FB reactors use 10-20% as
much electrical power as a Siemens reactor.

Fluidized-bed technology using silane has been applied to silicon preparation
since the early 1980s by Ethyl Corporation and MEMC (now SunEdison) (Roselund
2015). REC has produced FB silicon for many years (REC 2017). Despite the
decades of commercial experience, the silane-based fluidized-bed technology has
failed to achieve its expected production efficiencies and anticipated cost savings.
Currently silane-based fluidized-bed technology accounts for less than 10% of world
production of polysilicon (IHS 2014). The development of the silane-based fluid-
ized-bed process for silicon production still remains a major engineering challenge
to reach its full potential.

This chapter reviews the state of technology for polysilicon production from
silane-based fluidized-bed reactors. The presentation is industrially oriented with an
emphasis on the practical issues that are encountered when operating a fluidized-bed
reactor with silane. Much of the research and development on silane-based fluidized-
bed reactors has been carried out by industry. The result is that there are few
published articles on polysilicon production technology by those working with the
technology. There are a large number of patents on the subject and a few third-party
news reports. Two useful reviews on various aspects of silicon production using
silane in a fluidized bed are the articles by Filtvedt et al. (2010) and Jianlong
et al. (2011).

This review also provides a brief background on the current Siemens technology
for producing polysilicon. This chapter outlines why the Siemens process is cur-
rently the preferred method for polysilicon production and presents the engineering
challenges that must be overcome before FB technology can reach the point where it
can replace the Siemens process.

Commercial Production of Polysilicon

As the demand for polysilicon for photovoltaic applications increases, there has been
a search for more economical methods for producing polysilicon. Many competing
technologies have been examined over the last 50 years, but the Siemens process has
emerged as the most cost-effective method for producing polysilicon, despite its
many deficiencies. Of all the alternative methods for polysilicon production, the
silane fluidized-bed process has shown the greatest potential for replacing the
Siemens process (Filtvedt et al. 2010).

In order to understand how FB technology could eventually become the dominant
method for polysilicon production, one needs to understand how polysilicon is
currently produced. Although the Siemens process and fluidized-bed technology
appear to be different, they both produce high purity polysilicon and deal with many
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of the same technical challenges. The chemistry of the two methods is shown in the
chart below:

Two Favored Commercial Routes to Polysilicon

Process Silicon Overall
Source Deposition Reaction (1)

Siemens Reactor  HSiCl; n HSiCl;€-> Si + HCl + SiCl, + H,
(equilibrium reaction)

Silane Fluidized Bed SiH, SiH, = Si + 2H,
(reaction goes to completion)

)

Most of the commercial silicon purification methods start with metallurgical
grade silicon (MGS) (Mazumder 2000). High purity silicon dioxide ore is reduced
with carbon in an electric arc furnace at 1900 °C as follows:

Si0, 4+ C — Si+ CO, 3)

Liquid silicon (melting point 1414 °C) is drained out of the furnace and collected.
This arc furnace process produces metallurgical grade silicon that is
98.5-99.5% pure.

For photovoltaic and semiconductor applications, further purification of the
silicon is needed to reduce impurity levels to the part per million (ppm) or to the
part per billion (ppb) by mass level. (These levels of impurity are referred to as
6 N (99.9999%) or 9 N (99.9999999%), respectively.) Roughly photovoltaic
grade silicon must be at or purer than the 6 N level. Semiconductor grade silicon
is typically in the 9 N or better range of purity. For photovoltaic applications, the
highest purity of polysilicon possible is favored because it yields more efficient
solar cells. Industrially, one is continually faced with the tradeoff between pro-
ducing higher efficient solar cells with the increased cost of higher purity
polysilicon.

The most common method for purification of silicon requires conversion of the
MGS to trichlorosilane (HSiCly). Purification occurs by two sequential steps. Under
reaction conditions to produce HSiCl; from silicon most other elements present as
impurities are removed because others elements do not form volatile compounds
under the conditions where trichlorosilane is formed. Secondly, the HSiCl; that is
produced can be further purified by distillation to remove residual impurities with
different vapor pressures.

The highly purified trichlorosilane can be directly converted back to poly-
silicon by the Siemens process, or it can be reacted to form silane. The silane can
be thermally decomposed to polysilicon by a FB process. In both cases, metal-
lurgical grade silicon forms a volatile compound or compounds which are purified
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and then decomposed back to silicon for further processing. This conversion
through multiple steps makes possible the production of ultrapure silicon neces-
sary for photovoltaic and semiconductor applications. In the purification process
to form polysilicon the critical steps are the conversion of either trichlorosilane or
silane back to silicon.

In the following sections the operation of a fluidized-bed process with silane to
form polysilicon will be presented. The use of trichlorosilane in the Siemens process
will be presented later for contrast.

Fluidized-Bed Process for Producing Silicon from Silane

Fluidized-bed technology works well with silane as the feed gas to make silicon. The
FB reaction involves the deposition of silicon from silane onto small, heated
particles of silicon that are suspended in a flow of feed gas as shown in Fig. 1.

1 Exhaust of H, and Si Dust

Feed of Small Silicon
Seed Particles to Reactor

| ——

+— Reactor Wall

Si Particles Fluidized in a Flow of
Hot SiH, and Hydrogen Gas

Heaters [ ] Gas Bubbles in Fluidized Bed

Heaters

Removal of Larger Silicon
i " Product Particles From Reactor

Gas Distributor — Feed Gas Preheater

Plate 2
_: @ SiH, and H, Feed

Fig. 1 Simplified basic fluidized-bed reactor with silicon particles suspended in a stream of
silane and hydrogen. The reactor is heated to 650-850 °C so that the silane decomposes
and deposits silicon onto the suspended particles. Over time larger particles of silicon are
removed as product and smaller silicon particles are added to maintain the particle size
distribution of the suspended silicon particles. Hydrogen, unreacted silane, and silicon dust are
removed from the top of the reactor
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When describing the environment in a fluidized-bed reactor, it has become
common to refer to the bubble phase and the emulsion phase. The bubble phase is
the gas contained within a bubble. For a silane-based reactor the emulsion phase
refers to the dense mixture of silicon particles and the surrounding gas.

The reactor presented above is a simple type of fluidized bed presented as an
introduction. Later in this review, more modern and sophisticated reactors will be
discussed. In the simple model, the reactor is heated through the walls. The feed gas
enters the reactor from the bottom with sufficient flow gas to fluidize the silicon
particles. During the course of the fluidized-bed operation, small seed particles of
silicon are periodically added and larger particles are removed permitting continuous
production of silicon. The silane decomposes on the silicon particles and deposits
silicon.

Background on Fluidized-Bed Engineering

It is worthwhile to cover some of the basics of fluidized-bed engineering since they
are vital to the understanding of the process that produces silicon in a fluidized bed.
For a complete discussion of fluidized-bed engineering, please refer to the books by
Kunii and Levenspiel (1991) and by Yang (2003).

Minimum Fluidization Gas Velocity

The minimum fluidization velocity is the gas superficial fluid velocity at the onset of
fluidization during which the drag force on the particles by the upward moving fluid
is balanced by the weight of the particles. The minimum fluidization velocity can
normally be calculated by the Ergun equation as below

3
1.75 150(1 — &, d,p (p —p)g
3—Rei1f %R%f — # (4)
&P &by : H
and
Uprd
Re,; = M’ (5)
u

where ¢, is void fraction at minimum fluidizations, ¢; is the sphericity of the
particles, p; is the particle density, p, is the gas density, d,, is the diameter of the
particle, p is the viscosity of the gas and g is the acceleration of gravity.

Minimum Bubbling Gas Velocity

The minimum bubbling velocity is the superficial fluid velocity at which bubbles
start to form. This bubbling behavior normally occurs after the onset of the fluidi-
zation, so the minimum bubbling velocity should be at least equal to or larger than
the minimum fluidization velocity.
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Geldart Classification of Particles

By studying the fluidization behavior of different solids, Geldart (1986), classified
them into four distinguishable groups with clearly recognizable fluidization behav-
ior. The classification is described as follows:

* Geldart C: The particles are small (<100 microns) and cohesive. They are very
difficult to fluidize because the interparticle forces are large and the particles tend
to agglomerate together.

* Geldart A: The particles fluidize easily. They exhibit smooth fluidization behavior
after minimum fluidization velocity. They have controlled bubbling behavior with
recognizable minimum bubbling velocity.

» Geldart B: The particles fluidize well with bubbling action and gas bubbles appear
right after minimum fluidization velocity.

* Geldart B and D: The particles are very hard to fluidize, since they normally are
large, dense solids. Stable spouted bed can be formed for this type of solids.

Geldart’s classification has since become the standard and can be readily
displayed by Fig. 2:

Bed Pressure Drop
Once the bed reaches the minimum fluidization state, the pressure drop across the
bed is equal to the weight of the bed per unit area. Therefore,

Wg
AP =—%, 6
A (6)
g
= Average Silicon
°E° Particle Size in -
_é‘ \‘ Fluidized% Co, ————
(%]
C
o Geldart B\ Geldart D
a 1t \ Geldart A
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S \
Z \
(%]
C
a Geldart C\\\
Q
L
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e 10 100 1000

Average Particle Diameter (Microns)

Fig. 2 Geldart classification of particles for fluidization based on particle size and density. Geldart
B and D group are those encountered in a silane-based fluidized-bed reactor. The approximate
location of the silicon particles is noted in the chart (Geldart 1986)
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where AP is the pressure drop across the bed, Wg is the total weight of the bed, 4 is
the cross-sectional area of the bed.

We can conclude that once the bed is in the fluidization state, varying the gas flow
rate will not change the total pressure drop across the bed as long as the total weight
of the particles is fixed. The pressure drop across the bed can also be formulated as
follows:

AP

= (=) (p. = p,)e: ™

where H is the bed height, and ¢ is the void fraction of the bed. For gas fluidized bed,
since pys. P, SO

AP

The fluidized bed density p, = (1 — ¢)ps can be estimated from the bed pressure
drop

AP

= €))

Pb

Slugging Beds

In fluidized beds, with increasing gas velocity the bubbles can increase in size to the
bed diameter and form slugging beds. The gas slugs rise at regular intervals and
cause large pressure fluctuations inside the beds. The pressure fluctuation inside the
bed can result in sever vibration of the reactor and its associated piping, hence
causing damage. Slugging should be avoided in those cases if possible. The follow-
ing correlation (Baeyens and Geldart 1974) can be used to calculate the minimum
slugging velocity U,

Uns = Ups +0.07/gD, (10)

where D is the reactor diameter.

Heat Transfer in Fluidized Beds

One of the major advantages of using fluidized-bed reactors is its capacity for heat
transfer features. Due to the rapid mixing of the fluidized particles, the entire bed is
nearly isothermal. Since hot spots can be minimized, the process operations can be
well controlled.

Heat transfer between particles and gas in a fluidized bed is very fast and they can
be regarded as being at the same temperature in most cases. In rare transient cases,
the following correlation (Yang 2003) can be used to calculate the heat transfer
coefficient:

For 0.1 < Re, < 50
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hyd,

Nuy = ==F = 0.0282Re, *Pr, ™ (11
8
For 50 < Re, < 10*
hyd, 141,033
Nuy = === = 0.0282Re, *Pr,”, (12)
8

where £, is the heat transfer coefficient between the particles and the gas, d,, is the
particle diameter, k, is the gas thermal conductivity, and Pr, is the Prandtl number of
the gas.

Re, is the particle Reynolds number

o pgdpuo

Re
P e

13)

There are many correlations in the literature for calculating the wall-to-bed heat
transfer coefficient 4,,. Leva’s formula (Yang 2003) has been used extensively for
large particle bubbling fluidized beds

hyd,
k&’

Nu,, = =0.525Re) . (14)

Heat transfer between the fluidized bed and a gas feeding distributor plate has
been studied by Zhang and Quyang (1985):

0.4 0.4
Nug = "4 _ g [ 2:Cos | drPeto) (15)
ke PgCrg Hg

With the condition,

dppguo

He

0.3 < < 40, (16)

where u, is the gas viscosity, u is the superficial gas velocity, C,, is the specific heat
of the solid, C,, is the specific heat of the gas.

Industrial Applications of Fluidized-Bed Technology

There are a wide range of commercial processes that use fluidized-bed technology in
multiphase reactions where solids are reacted with gases. The basic concept of
fluidized-bed technology is that solids are suspended in a high velocity stream of
gas. A major advantage of fluidized-bed technology is the good heat and mass
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transfer between materials in the solid phase and gas phase. Good heat transfer is
especially useful with very exothermic reactions where over heating can result in
“hot spots” in a fixed bed reactor. A second major advantage with fluidized-bed
reactors is that the processes can be made continuous by adding and removing solid
and gaseous reactants from the reactor.

There are several negative aspects to the use of FB technology. Fluidized-bed
reactors can be challenging to control. Parameters such as feed gas make up,
temperature, flow rate, and particle size have to be held within a small range of
settings. The bed level must be carefully monitored. The possibilities of collapsing
the bed or elutriating bed particles out of the top of the reactor continually exist.
Temperature, pressure, concentration, and many other parameters vary throughout
the reactor at any given moment. Understanding what is going on in a FB reactor is
difficult. Reaction process modeling may be required to interpret the behavior in a
reactor and to correctly respond to changing reactor conditions.

Scalability is difficult to achieve with a fluidized bed (Howard 1989). It is not
easy to predict the conditions in the reactor as the diameter and height of the unit
increase. As the diameter of the reactor increases the bed volume increases faster
than the wall heating surface area.

Fluidized beds are used extensively in the petrochemical and energy
industries. Catalytic cracking of high molecular weight petroleum is accomplished
by passing gaseous hydrocarbons over a suspended bed of catalyst. Catalytic
reforming is another process where fluidized-bed technology is used to upgrade
petroleum.

In many fluidized-bed processes the contents of the reactor bed either do not change,
as when catalyst particles make up the bed, or decrease over time, as when the
suspended particles are consumed in a reaction. In contrast, in the silane-based FB
process the particles grow in diameter as silicon is deposited. The industrial process that
is superficially similar to the fluidized-bed deposition of silane on silicon particles is the
growth of polymer beads. The growth of silicon particles and the growth of polymer
beads in a FB reactor are similar in that the suspended particles increase in size as the
process is operated. Polymer beads are introduced into the fluidized-bed reactor. The
product beads are suspended and grow as monomer vapor is added. The product beads
are periodically screened and the larger beads are removed and the small beads are
returned to the reactor. Fluidized-bed technology is used with ethylene, propylene,
styrene, and other monomer feedstock to generate flowable beads that can later be
processed into plastics.

Fluidized beds are widely used in the silicon industry in many processes. Many
reactions involving silicon tend to be very exothermic and make use of the excellent
heat transfer characteristics of fluidized-bed reactors. The preparation of silicones
depends on the highly efficient production of the monomer dimethyldichlorosilane
(Si(CH3),Cl,) by the reaction of methyl chloride with silicon in a fluidized-bed
reactor. The reaction is referred as the Direct Process. Particles of silicon and a
copper catalyst are suspended in a stream of methyl chloride to carry out the
following high yield reaction:
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2 CH3Cl + Si — Si(CHj3),Cl. a7

Some of the trichlorosilane used in the silicon industry is prepared in fluidized
beds using the following highly exothermic direct chlorination process:

Si 4+ 3 HCl — HSiCl; + H,. (18)

It is not surprising that the fluidized-bed hydrochlorination process reaction
shown below was developed to convert the Siemens byproduct silicon tetrachloride
back to trichlorosilane, for recycle back to the Siemens process and for the produc-
tion of silane.

Si+ 2 H;, 4 3 SiCly — 4 HSiCl3 (19)

It is clear that the silicon industry makes use of fluidized-bed technology
to carry out many of the key reactions. Most of the silicon-based reactions that
use a fluidized-bed technology have been optimized and are routinely run to
prepare numerous chlorosilane and organosilane compounds. Despite decades of
experience optimizing and working successfully with silicon-based fluidized beds
to make chlorosilanes and organosilicones, it has remained a challenge to achieve
the same level of success with the deposition reaction to produce silicon. The
potential benefits of fluidized beds such as high selectivity, good yield, and
increased throughput have been achieved with many silicon and organosilicon
reactions. Difficulties remain in optimizing the process to deposit silane on
fluidizedsilicon particles. The next section presents the specifics of how FB
technology is applied to the case of silane deposition on suspended silicon
particles.

Applying Fluidized-Bed Technology to the Production of Polysilicon

Polysilicon is produced in a fluidized bed by suspending a bed of granular silicon
particles in a flow of silane bearing gas that is usually diluted with hydrogen. The
hot reactor walls heat the silicon particles which then transfer heat to the silane and
hydrogen feed gases. The silane is decomposed in the FB reactor and deposits
silicon on the granular silicon particles. As indicated in Fig. 1, bubbles of feed gas
can form. The silane in the bubbles may have little opportunity to react with the
silicon particles. The rapidly moving and often violent actions of the silicon
particles in the bed lead to a wide range of differing conditions in the reactor
over time.

The overall chemical reaction behind the silane-based FB reactor is the following
thermal decomposition:

nSiH; — Si+ Six + 2n Hj. (20)
Deposited Si Si Dust
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This reaction can go to completion and is not limited by equilibrium (Walch and
Dateo 2001). The silane decomposition reaction yields two main silicon products.
The desired process is the deposition of silicon onto the fluidized particles in the
emulsion phase to increase the size of the polysilicon granules. The silane also
decomposes to form fine silicon dust by the homogeneous thermal decomposition in
the bubble phase.

Commercial Production of Silane

The most economical method for silane production for use in a FB uses dispropor-
tionation of trichlorosilane (Breneman 1987, 2016). In this well-established route
trichlorosilane is converted to silane by using staged amine catalyzed reactions and
multiple distillations. In silane plants anion exchange styrene resins with amine
functional groups are used as the disproportionation catalyst, and the chlorosilanes
in the liquid phase are passed through several heated resin beds, equilibrated, and
distilled. The net reaction to produce silane is the following:

4 HSiCl; «—— SiH, + 3 SiCl,. @21)

In the disproportionation process, there is no net stoichiometric consumption of
silicon or any element. There is only a rearrangement of hydrogen and chloride
bonded to silicon.

Total Silane-Based Process for Converting MGS to Granular
Polysilicon

In order to make the silane-based fluidized-bed process possible, three chemical
units described below are required. The first two reactions are well understood
equilibrium processes that have been optimized for high performance. The third
reaction used to deposit silane on silicon in a FB reactor is just the final step in the
overall process to produce a highly purified granular silicon product.

1. Metallurgical grade silicon (MGS) is converted to trichlorosilane by
hydrochlorination with silicon tetrachloride and hydrogen

Si + 3 SiCly + 2 Hy «—— 4 HSiCl,. 22)

2. Trichlorosilane is disproportionated to silane and silicon tetrachloride

4 HSiCl3 «—— SiH4 + 3 SiCly. (23)
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3. Silane is deposited in a fluidized bed onto granular silicon seed particles and
releases hydrogen

SiHy — Si+ 2 H,.

When the three chemical reactions are added, the net result is the following:

Si (MGS, 98.5-99.5% pure) — Si (polysilicon, 6N to 9N purity). 24)

There is theoretically no net consumption of hydrogen and chloride in the three-
step process. In reality small amounts of hydrogen (as H,) and chlorine (as HSiCl; or
SiCl,) must be added to replace process losses due to required purification steps.

To understand how silane-based fluidized-bed technology can compete with the
Siemens process, it is important to understand how the Siemens process operates.
Both technologies produce polysilicon and have many characteristics in common.

Siemens Process for Producing Polysilicon Rods from Trichlorosilane

The Siemens process depends on converting metallurgical grade silicon to tri-
chlorosilane (HSiCl;). After one has obtained highly purified trichlorosilane by
distillation, the final purification step is the conversion to polysilicon by thermal
decomposition.

The Siemens Process
Siemens Process deposits trichlorosilane onto a seed rod of polysilicon via the
following reaction (H. Gutschel 1962):

HSiCl; «— Si + HCI + SiCly + Ho. (25)

Equation 25 is not a balanced chemical equation but instead represents an
equilibrium. This Siemens reaction is a chemical equilibrium process that does not
go to completion but produces a number of compounds. The reaction produces
hydrogen, silicon tetrachloride, and hydrogen chloride. Depending on reaction
conditions the Siemens process typically deposits less than 25% of the tri-
chlorosilane feed in a given pass through the reactor (Filtvedt et al. 2012). Extensive
recycling of feed gases is required during the operation of the Siemens process. The
Siemens reactor is schematically shown in Fig. 3.

The Siemens process involves feeding a gas mixture of hydrogen and trichlorosilane
into a bell jar-shaped chamber containing U-shaped silicon rods and depositing silicon
on the hot silicon surfaces. An electric current is passed through the rods to bring the
silicon rods to a temperature near 1150 C. The trichlorosilane is heated to the reaction
temperature as it approaches the hot silicon rods. The trichlorosilane reacts on the hot
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Fig. 3 Schematic diagram of a Siemens reactor showing how silicon is deposited via thermal
deposition of trichlorosilane on heated, shaped silicon rods. The reaction is run in a bell jar where
the reactor walls are water cooled to prevent silicon deposition

silicon surface to deposit silicon and to release silicon tetrachloride, hydrogen, and
unreacted trichlorosilane. The diameter of the rods increases as silicon is deposited.

The Siemens process has several operational difficulties that were of little concern
when the price of polysilicon was high and the price of electricity to power the Siemens
reactors was low. As a cold wall reactor process, much of the heat generated to deposit
silicon is removed by cooling of the reactor walls resulting in low energy efficiency.
Furthermore, the Siemens process is a batch process that must be shut down in each
production cycle when the rods have grown sufficiently large. The thick product rods
are replaced with new seed rods and the deposition process is repeated.

The success of the Siemens reactors has been largely credited to the decoupling of
the heating of the silicon rods from the heating of the feed gas (Filtvedt et al. 2010).
The feed gas is only heated when the trichlorosilane and hydrogen are near the hot
silicon rods where the deposition reaction occurs. The walls of the Siemens reactor are
vigorously cooled to prevent silicon deposition on the walls and to hold down the
temperature of the feed gas throughout the bell jar except near the heated silicon rods.

The major advantage of the Siemens process is that it is a mature technology that
can produce high purity silicon (often greater than 9 N). The Siemens process is
relatively easy to operate and has become very reliable. Siemens reactors are run
worldwide by many companies. The Siemens process is made commercially viable
by a separate fluidized-bed hydrochlorination process shown in the summary below.
In the hydrochlorination process metallurgical grade silicon is reacted with the
Siemens by-product silicon tetrachloride (SiCly) and hydrogen to produce tri-
chlorosilane feed for the Siemens reactor.

Almost all commercial Siemens reactors use trichlorosilane as the feed material.
The process produces very little silicon powder, as the reaction intermediate hydro-
gen chloride reacts with silicon powder to produce more trichlorosilane according to
the following reaction:

Si 4 3 HCl — HSiCl3 + H,. (26)
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In summary, the chemistry involved in the Siemens process is based on the
following two reactions:

1. Metallurgical grade silicon, silicon tetrachloride, and hydrogen are converted to
trichlorosilane in a heated hydrochlorination equilibrium reaction

Si + 3 SiCly + 2 Hy «— 4 HSiCl,. Q@7

2. In a Siemens reactor trichlorosilane undergoes an equilibration reaction to deposit
silicon and produce silicon tetrachloride, hydrogen chloride, and hydrogen

HSiCl; «—— Si 4+ HCI + SiCly + HSiCl; + H;. (28)

Over the last 50 years the Siemens process has been optimized by using increas-
ingly larger reactors and achieving high conversion rates (Fu et al. 2015). The
Siemen reactors are readily scalable for commercial operation. Production levels
are increased by adding more reactors. The economics of the Siemens process
depends on the recycling of all forms of the off-gas products or their use in other
processes within a chemical complex. One needs to reduce losses of silicon or
chloride from the process. Even though Siemens technology has been brought to a
high level of development, the major deficiency remains that the process is a batch
process that is a high consumer of electric power.

The Siemens process remains the dominant process for the production of polysilicon
due to the high purity of the product silicon and the high reliability of reactor
operations. As the demand for polysilicon continues to increase, the question remains
whether the rising cost of electricity and the added costs for running a batch process will
make the FB route to make polysilicon production more cost-effective.

Comparison of the Fluidized-Bed Process and the Siemens Process
for Making Polysilicon

There are both advantages and disadvantages to the operation of each type of
polysilicon production process. With increasing demand for polysilicon and with
the high electrical power consumption of the Siemens process, there are renewed
incentives to investigate new production techniques. Fluidized-bed technology has
the potential to bring significant cost reduction specifically to polysilicon production
as it has done in many other industrial processes.

The following table compares various aspects of the silane-based FB production
of polysilicon with the Siemens process:

Based on Table 1, the comparison between the Siemens and FB processes is quite
complex. Each technology has advantages and disadvantages. The following dis-
cussion expands on the information presented in the chart.
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Table 1 Comparison of several factors between Siemens reactors and fluidized-bed reactors in the
production of polysilicon

Fluidized-bed process (Based on SiH,

Feed) Siemens process (Based on HSiCl; Feed)

Potential for reduced Si cost Limited future cost reduction likely

Continuous operation Batch process

Flowable, spherical Si product Crushing step required to convert rods to chunk Si

Noncorrosive feed gas Corrosive feed gas

Reaction goes to completion Limited equilibrium reaction producing HCI and
SiCly

Produces higher amounts of powder Minimal Si powder produced

80-90% less energy required High electric power consumption

Minimal cooling required (hot wall) Large cooling load to cool reactor walls (cold wall)

Developing technology Mature optimized technology

Reactor operates at 650-850 °C High temperature reactor operates near 1150 C

Chloride-free feed product Residual chloride in product from HSiCl; feed

Violent fluidized-bed environment Stable, fixed reactor environment

There are several key issues encountered when comparing the two silicon pro-
duction methods. As a batch process, there is extensive time and effort required to
remove the silicon product rods from a Siemens reactor and set up the reactor for
each new cycle. Because silicon is harvested from a Siemens reactor as a thick rod
that is broken into large chunks, there is little surface contamination from the
environment. In contrast the production and handling of granular silicon from a
fluidized-bed reactor is prone to contamination. Both during production and during
handling of the final granular polysilicon product the vastly larger surface area of the
silicon granules can lead to contamination from other elements that come into
contact with the product. In general, silicon from Siemens reactors tends to have
higher purity than silicon from fluidized-bed reactors, even when considering the
crushing process to reduce the size of Siemens rods (Bernreuter 2014). Solar cell
efficiency is dependent on the purity of the silicon going into the solar cell. Even
though FB silicon does not normally have the purity found in silicon produced by the
Siemens process, it has been argued that FB reactors offer a viable, low-cost source
of polysilicon to manufacture solar cells (Steemann et al. 2012).

One of the major differences between FB reactors and the Siemens process is
the feed gases. These differences in chemical and reaction properties result in
many of the differences in the two types of processes. The fluidized-bed reactor
uses silane, which is a chloride-free silicon hydride gas. Silane can decompose
completely under the reaction conditions in a noncorrosive environment. With a
silane feed another advantage is that the reaction can be run at a lower temperature
because of silane’s lower decomposition temperature (see section “Chemical
Reaction of Silane in a Fluidized-Bed Reactor”). The main downside consider-
ation with silane as a feed gas is that a disproportionation plant is required to
convert trichlorosilane to silane.
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A major industrial factor is that the Siemens process produces only rods of
polysilicon that have to be crushed into smaller particles for downstream crystalli-
zation processing.

Process of Polycrystalline Silicon Fabrication

Spherical silicon particles are the favored form for handling polysilicon for down-
stream continuous crystallization processing (Filtvedt et al. 2010). Round particles
of silicon have greater flowability for feeding polysilicon. The spherical, granular
product silicon from a fluidized-bed reactor is uniquely suited as feed for continuous
Czochralski (Cz) crystal pullers in the manufacture of monocrystalline silicon. The
specific need for flowability in polysilicon is yet another cost-reducing factor
encouraging the development of fluidized-bed technology.

Research continues on fluidized-bed reactors to improve their benefits. As men-
tioned fluidized-bed reactors can be run in a continuous mode with far less electrical
power demands. On the down side, fluidized-bed silicon reactors must be periodi-
cally cleaned and repaired.

As mentioned above, there are many industrial processes that successfully utilize
fluidized beds in various chemical processes. Typically, such processes are devel-
oped and optimized over a number of years to reach a stage where the process is
stable in commercial operation. The use of fluidized-bed technology for the depo-
sition of silane to silicon has been slow to follow this pattern. Even though the
theoretical advantages of fluidized bed for silane production are well recognized, the
actual development of the technology in commercial-sized plants has proven to be
challenging. The difficulties result from the nature of the reaction that is being
carried out and the need to resolve conflicting factors. Many of these issues will
be expanded later in this chapter.

Downside to the Use of Silane-Based Fluidized-Bed Technology

Table 1 points out the main advantages and disadvantages of fluidized-bed technol-
ogy to produce polysilicon, but it does not prioritize them. One major disadvantage
of FB reactors is that they may produce less pure polysilicon than the Siemens rods
at this time, but the potential exists for improvement in the purity of FB polysilicon
product. Another disadvantage is that FB process is more complicated to operate.
Problems typically encountered with all FB reactors such as defluidization and
plugging may occur. The possibility of slugging, wall deposition, and agglomeration
all complicate the operation of a FB reactor. The production of silane alone requires
the operation of a disproportionation plant before the actual silane deposition unit
can be run. The production of silicon dust as a by-product of using silane in a FB
reactor is a disadvantage because of product loss and because of the need to remove
the silicon dust. The numerous disadvantages of the FB process have allowed the
Siemens process to dominate as the preferred method for polysilicon production.
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Progress has been made in overcoming or reducing many of the current disadvan-
tages encountered with the FB silane process. A more systematic review of the
challenges of the silane-based FB process will be presented later.

Alternate Technologies for the Production of Polysilicon

Although this chapter focuses on fluidized silane-bed technology to produce poly-
silicon, it is useful to briefly mention other related methods currently being studied to
produce polysilicon. By recognizing other methods for silicon purification, it is
possible to put some context into why the silane-based fluidized-bed method is
currently considered as the most likely to succeed and to replace the Siemens
process.

Use of Trichlorosilane in Fluidized-Bed Production of Polysilicon

The use of silane in a fluidized bed has been mentioned above as the most favored
alternative for fluidized-bed production of silicon. Industry has explored many other
feed compounds for deposition to produce polysilicon. In 1961 DuPont patented the
use of trichlorosilane in a fluidized-bed reactor to purify silicon (Bertrand and Olsen
1961). Wacker has operated a plant and has developed fluidized-bed technology
using trichlorosilane directly as the feed material (Wacker 2016). Wacker claims to
have eliminated silicon dust formation and to have produced high purity polysilicon
(Weidhaus et al. 2005).

The trichlorosilane-based FB process produces spherical polysilicon but
the plants have so far proven not to be economical. The major difficulty is
that the deposition reaction has to be run at the higher temperature range of
850-1000 °C, which is far above that of a silane-based FB reactor. The reactor
has to withstand a corrosive chloride environment at high temperatures. One
encounters difficulties with materials of construction that can withstand the highly
corrosive environment and can achieve high levels of purity in the product
polysilicon. There is also the problem of chloride incorporation into the silicon.
As with the Siemens process, deposition with trichlorosilane runs as an equilib-
rium reaction that does not go to completion so that extensive recycling is
required. Silane remains the favored silicon compound for use in a FB reactor
for polysilicon production.

Use of Silane in Siemens Reactors to Make Polysilicon

One novel approach to silicon production uses a Siemens type reactor, with silane
replacing trichlorosilaneas the feed gas (Revankar and Lohoti 2014). With silane
feed the Siemens reactors can be run at a lower temperature. The major problem
using a Siemens reactor with silane appears to be excessive silicon powder forma-
tion. To reduce the powder problem the Siemens reactors have to be run with lower
silane conversions. A high proportion of the silane must be recovered from the off
gas and recycled.
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Alternate Approaches to Polysilicon Production

There are many other approaches to polysilicon production that have been explored
in the patent literature. One interesting approach deals with the problem of creating
silicon dust. The technique is to convert all of the silane directly to silicon powder in
a free space reactor. The silicon powder is compressed into briquets and melted to
form an ingot (Iya 1987).

Silane Reactions in a Fluidized-Bed Reactor

The reaction of silane in a FB reactor consists of a complex series of
chemical steps. The thermal decomposition of silane has been extensively
studied (Walch and Dateo 2001). The low pressure (often far below one atmo-
sphere) epitaxial deposition of silicon from silane plays a major part in the
semiconductor industry and is well understood. The higher-pressure depo-
sition of silicon at above one atmosphere encountered in the preparation of
polysilicon from silane has had much more limited study. A high-pressure (well
above one atmosphere) FB silane-based fluidized-bed silicon plant has been
constructed and operated in a joint venture between SunEdison and Samsung
(Roselund 2015). After a startup and initial operation, this plant has not restarted
due to business conditions. GCL has also developed high pressure FB technology
using silane feedstock.

Chemical Reaction of Silane in a Fluidized-Bed Reactor

The decomposition of silane is known to occur between 350 °C and 480 °C
depending on conditions such as hydrogen pressure and the availability of surfaces
that can support the deposition reaction (Filtvedt et al. 2010). In a free space
reaction in the absence of silicon particles it is known that the pyrolysis of silane
produces mostly silicon dust and not crystalline silicon. It is also well known that
silicon particles must be heated to the range of 650—850 °C for the deposition of
silicon compounds to form polysilicon on silicon particles. Several attempts have
been made to combine the information on the lower temperature decomposition
and the higher temperature deposition reaction to provide a coherent mechanism
that explains the operating chemistry of a silane fluidized-bed reactor (Lai
et al. 1986).

Homogeneous, Heterogenous, and Scavenging Reactions of Silicon
Particles

To understand the mechanism of how a silane-based fluidized bed converts silane to
silicon one needs to consider the two phases present in the reactor. The bubble phase
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Fig. 4 Three main types of processes found in a silane-based fluidized-bed reactor. They include
(1) a heterogenous reaction on the surface of a silicon particle, (2) a homogeneous reaction in the
gas phase forming silicon powder, and (3) surface scavenging of silicon powder on a silicon particle
followed by deposition

consists of the space between the silicon particles existing as bubbles. The emulsion
phase is made up of the silicon particles and the nearby gases. The small silicon
particles provide a large surface area for reaction with the gas phase.

The three main types of reactions taking place in a silane-based fluidized bed are
shown in Fig. 4.

The chemistry of the bed can be broken down into three types of reactions. The
preferred reaction is the heterogenous decomposition of silane on a silicon
particle. The undesirable reaction occurs with the homogeneous thermal decom-
position of silane to produce fine silicon dust (Kerner et al. 2003). The favorable
scavenging mechanism removes some of the silicon dust by the accretion of dust
in the submicron size range onto fluidized silicon particles. The silicon dust then
chemically sinters onto the granular particles aided by the heterogeneous
reaction.

It is possible to understand how this proposed mechanism can explain the
observed FB reactor behavior. The heterogeneous reaction benefits from the large
surface area provided by the silicon particles. The bubbles and space occupied by the
hot gas phase provide a place where the homogeneous reaction produces silicon
dust. Some of the dust could migrate to the surface of hot silicon particles that then
scavenge the silicon dust.

A typical silane fluidized-bed reactor is run at a temperature between 650 °C and
850 °C to allow the growth of silicon particles by deposition. The ultimate goal is to
find operating conditions where powder production is limited so that the rate of
granular silicon preparation is commercially viable. Powder formation cannot be
completely suppressed and some silicon is always formed as a fine dust by-product
at the current level of silane FB reactor development.
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The nature of the fluidized-bed reactor further complicates the optimization of
granular silicon production. Fluidized-bed reactors provide a highly variable reac-
tion environment. Temperature, pressure, concentration, silicon surface area, and
many other parameters vary throughout the reactor in a complex way that has to be
modeled analytically. There are a large number of physical parameters that must be
optimized to control the complex reactions involved in the operation of a fluidized
bed to convert silane to polysilicon.

Modeling of Silane Fluidized-Bed Reactors

The complexity of designing and operating a silane-based fluidized-bed reactor is a
daunting task. There are so many challenging issues and complex factors in play that
simple intuition and engineering tools have not proven sufficient to solve the
problems. One area that shows promise in improving understanding of the process
involved is computational fluid dynamics (CFD) modeling (Kunii and Levenspiel
1991). The silane fluidized-bed system represents a complex case that is being
developed.

Advantages of Using Numerical Simulation

The steady improvement in the speed and memory capacity of computers has led to
the wide spread use of numerical simulation. This branch of physics and engineering
complements experimental and theoretical work by providing an alternative cost-
effective means of solving problems. As such it offers the means of testing theoret-
ical advances for conditions unavailable experimentally. By using numerical simu-
lation, the lead time in design and development is significantly reduced. Simulation
can provide more detailed and comprehensive information. More importantly,
numerical simulation is much cheaper than real-time experimental testing and will
become even more so in the future.

Classification of Models for Fluid Bed
Generally speaking, there are two main categories of models for fluid beds: 1D
phenomenological models and detailed CFD models (Filtvedt et al. 2010).

Historically, two classes of phenomenological models have been proposed to
model fluid beds: the pseudo homogeneous approach and the two-phase approach
(Yang 2003). The conventional pseudo homogeneous model, where only one phase
is taken into account, may include ideal flow models, dispersion models, and
residence time distribution models. Due to lack of accuracy, the use of this approach
has been slowly dropped.

The two-phase model assumes that the bed can be divided into a bubble phase and
an emulsion phase. The bubble phase contains a large gas voidance and very little
solids. The emulsion phase contains most of the bed particles. The two-phase model
was originally proposed by Toomy (1952).

Detailed CFD models solve the mass, momentum, and energy equations on a
point-to-point approach to compute local variables. There are several approaches
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used in detailed CFD models, each making a tradeoff between the modeling effort
and the computational cost. Greater physical resolution reduces the modeling
effort, but increases the computational cost. Generally speaking, there are two
main categories: the Euler-Euler model and the Euler Lagrangian model. In the
Euler-Euler model, both the gas phase and solid phase are treated as an
interpenetrating continuum. The conservation equations are solved for each
phase with phase interaction terms and constitutive relations. In the Euler-
Lagrangian model, the solids are treated as a discrete phase. This model is more
realistic, but is computationally more intensive and assumptions are made
(Pannala et al. 2010).

Modeling of a Silane Fluid Bed
Several research groups have investigated modeling of a silane-based FBR for
silicon production. The main models are reviewed below:

Historically, there are many variations of two-phase models for fluidized bed and
the Kunii and Levenspiel (1991) model has wide spread use for the bubbling
fluidized bed. In this model, the bubble diameter can be kept invariant through the
bed and is treated as a fitting parameter. An alternative is to allow the bubble size to
vary along the bed axis. The initial bubble diameter formed at the surface of a
perforated and of a porous gas distribution plate can be calculated from the following
equations, respectively:

1.3 Uy — Upy
dpy = —= | —— 29
b0 go.z{ N, ] (29)
2.78
do === (tto — ttny)’, (30)

where u,,,is the fluidization velocity of the bed, u is the superficial gas velocity, g is
the gravity acceleration, N,,. is the number of orifices per unit area. The bubble
growth at any level z in the bed can be correlated as:

dy = 0.0085[1 + 27 (ug — t)] "> (1 + 6.82)"2. (31)
The rise velocity of the bubbles can be calculated as

Uy = 0.71+/gd, + tto — ttyy. (32)

The volume fraction occupied by bubbles can be calculated as

5= Mo~ tnf (33)
up

The interchange coefficient of gas between bubble and the emulsion can be
calculated as
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u,,rcan be calculated by the Ergun equation as below
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where ¢,,r1s void fraction of the fluidized bed at a minimum fluidization, ¢ is the
sphericity of the particles, p; is the particle density, p, is the gas density, d,, is the
diameter of the particle, and y is the viscosity of the gas.

By making a simple mass balance and noting the reactant gas A (in our case
silane), we only consider the homogenous reaction in the bubble phase

_dc
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And in the emulsion phase, only the heterogeneous reaction is considered

_(1 - 5)umf dz = (1 - 5) (1 - gmf)khetCAe - 5khe (CAb - CAE)7 (38)
where C,p, means the concentration of reactant A in the bubble phase and C, . means
the concentration of reactant A in the emulsion phase.

Where the rise velocity of the bubble gas, not just the bubble is

UZ = Up + 3ty 39

Several researchers have used the two-phase model to study silane pyrolysis in a
fluidized bed. Caussat et al. (1995) used four different models to compare with his
experiment data. He concluded that the fines are mainly formed by wall deposition
rather than homogeneous decomposition in the bed, which is in disagreement with
other studies (Hsu et al. 1987), but he used nitrogen as carrying gas, rather than
hydrogen, which can be responsible for the different results.

Lai et al. (1986) applied both an ideal back mix reactor model and the two-phase
fluidized model to simulate a silane FBR. In his model, similar to Hsu’s proposal,
there are nine different reaction pathways. He also used the method of moments to
count the population balance for fines. His model predictions show reasonable
agreement with experimental results. The continuous stirred tank reactor (CSTR)
model yields an upper estimate on the production rate and the fluidized-bed bubbling



92 L. Jiang et al.

reactor (FBBR) model overpredicts the formation of fines. It concludes that in order
to suppress fines formation, a reactor needs to have good gas-solid contacting in the
gas inlet distributor region and suppress bubbles formation.

Later Pina et al. (2006) used the two-phase model approach to simulate a
spouted fluidized-bed reactor. In a spouted fluidized bed, the inlet gas is intro-
duced through a spout nozzle at the bottom of the bed rather than a distributor
plate. In his model, two regions in series are taken into account, a spout zone in the
bottom followed by a fluidized-bed region. A new set of equations is used to
model the spout region exchanging gas between the spout and surrounding dense
emulsion. He also used a detailed population balance equation to model particle
size distribution in the reactor. Two adjustable parameters, a scavenging coeffi-
cient and an agglomeration constant, have to be fitted to the experimental data for
each case and then correlated as a function of the silane concentration. Then the
model was tested for longer experimental runs and found to have good agreement
with the data.

Kimura and Kojima (1991) used a simplified two-phase model for a silane FBR,
where the bubble diameter is invariant throughout the bed and is treated as a fitting
parameter. They only considered two reaction pathways: the homogenous reaction to
form fines and the heterogeneous reaction to deposit on the particles. Their simula-
tion results are compared with experimental data by Hsu et al. (1987). The experi-
mental tendency of increasing of fines elutriation with increasing silane
concentration or increasing bed temperature can be explained well. However, at
higher bed temperature, the numerical results of fines elutriation are much higher
than the experimental data. As the author pointed out, it can be due to the lack of a
scavenging effect in their model.

Eulerian-Eulerian CFD Model

Eulerian-Eulerian modeling is the most commonly used approach for fluidized-bed
simulations because it can handle large industrial-scale geometries. The general idea
is to formulate a multifiuid model to treat both solid phase and gas phase as an
interpenetrating continuum and therefore to construct integral balances of mass,
momentum, and energy for both phases. Appropriate boundary conditions and
jump conditions will be applied at the interfaces to account for the discontinuity
effect.

Mass conservation equations of gas and solid phases:

a% (awpe) +V - (ap, V) = 0 (40)
%(aspx) 4V (aspSW) =0. 1)

Momentum conservation equations of gas and solid phases:
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The drag between gas and solid phase is one of the dominant forces in gas-solid
fluidized-bed applications. There are many correlations in the literature for calculat-
ing the momentum exchange coefficient K,, which may have different ranges of
application. The solid phase momentum equation contains an additional term called
solid pressure, P, to account for particle-particle collisions. The stress term in solid
phase momentum transfer is normally computed by using kinetic theory.

MFIX (Multiphase Flow with Interphase Exchange) is an open-source CFD
(computational fluid dynamics) code developed and maintained by NETL (National
Energy Technology Laboratory), and it is a powerful tool for the simulation of
fluidized beds using the Eulerian-Eulerian method. Cadoret et al. (2007) performed
silane FBR experiments, and the MFIX code was used for simulation. They used
nitrogen as carrier gas and dense alumina powders as deposition seeds, both of which
are rarely used in industry. They did both 2D and 3D simulations and found that 2D
simulation results are very inaccurate and that 2D simulations were not suitable for
fluidized-bed modeling. Later, they performed another group of 3D simulations
(Reuge et al. 2009), in which they used detailed silane reaction kinetics. Besides
determining which kinetic model is more appropriate, they concluded that there is a
strong interaction between bed hydrodynamics and reaction chemistry. Also, silicon
deposition from silane mainly occurs in the dense zones of the bed where silylene
(SiH,) does much of the work within the bubble phase and at its periphery.

Particle-in-Cell Method

The Eulerian-Eulerian approach has trouble modeling flows with a distribution of
particle types and sizes because separate governing equations must be solved for
each of them and it can be too computationally intensive. The traditional Eulerian-
Lagrangian approach will treat each particle as a tracking element and resolve the
fluid flow around each particle with a no-slip condition. This saves the efforts of
developing closure models, but is so computationally intense that only a small
number of particles and a small domain of fluid can be realistically done.

The particle-in-cell (PIC) method is based on the Eulerian-Lagrangian approach,
but also combines the good features of the Eulerian-Eulerian approach to make it
computationally affordable. Like the regular Eulerian-Langrangian model, PIC
employs a fixed Eulerian grid and Lagrangian particles, but rather than resolving
fluid flow around each particle, it averages the fluid flow over a spatial region
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containing a number of particles. Also, the particles are not tracked one by one, but a
collection of particles called “numerical particles” are solved together, and both the
interactions of the particles and fluid-particle momentum transfer are calculated
through closure models on the Eulerian grid. Particle properties are interpolated to
the grid and the flow field on the grid is interpolated back to the particles.

Solid Phase Equation:

du 1
S—Ds(ug—us)—p—Vp—i—g— Vz, =0, (44)

dt o Ky SF's
where D, is the drag function and 7, is the particle normal stress due to collisions, a;
is the particle volume fraction.
Mass and momentum conservation equations For the gas:
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where F is the rate of momentum exchange between the fluid and particles per unit
volume.

Barracuda is a commercial software owned by CPFD, (https://cpfd-software.com)
that successfully implemented the PIC method to solve particle fluid interaction
problems, which has more and more wide spread use in industry. Parker (2011)
simulated JPL silane FBR experiments (Hsu et al. 1987) by using Barracuda. A simple
empirical first order silane reaction mechanism is adopted in his simulation and both
homogenous and heterogenous reaction rate data are taken from the literature. A
constant scavenging coefficient is used to capture the scavenging effect and was
found to reasonably capture the trend of the experiments. The simulation results can
predict the temperature gradient inside the bed fairly well in comparison with exper-
imental measurements. The simulation can also reproduce the fines production rate
with changing silane concentration in the feed gas. The effect of the distributor type
was examined and found that a nozzle type inlet would create a spouted bed and a
screen mesh inlet would result in much more uniform gas distribution and a much
better performing bubbling bed, which is also consistent with the experimental results.

Multiscale Modeling

There are different time scales in the complicated physics of silane fluidized-bed
reactors. The chemical reaction is almost instantaneous, and the hydrodynamics can
take few seconds to gain equilibrium, while the particle size growth may take hours
and days to reach steady state. In order to capture all the time scales, Balaji et al.
(2010) developed a multiscale model for a silane FBR by coupling the CFD solver
COMSOL and the equation solver MATLAB. The hydrodynamics are solved by the
CFD module in COMSOL, which provides information to a CVD module in
MATLAB. The CVD module calculates the overall production rate and feeds it to
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population balance module in MATLAB. The population balance module calculates
the particle size distribution and gives an average particle diameter to feed the CFD
module to start another round of computation. The simulation results were validated
by experiments.

Operation of a Silane-Based Fluidized-Bed Reactor to Make
Silicon

The operation of a silane-based fluidized bed reactor is relatively complex and
provides unique difficulties when compared to the operation of most other industrial
FB reactors. In order to understand the state of this technology it is necessary to
review many of the operation steps that are encountered in a FB plant to make silicon
from silane.

Feed Gas to the Fluidized-Bed Reactor

One of the key factors in optimizing silicon deposition and reactor production rate is
the SiH4/H, mole ratio of the feed gas. Ideally one would prefer to use 100% silane
as the feed gas in order to maximize reaction productivity, but this would result in the
formation of a large amount of silicon dust. Powder formation can be reduced by
diluting the silane feed gas with hydrogen. The optimum feed gasconcentration has
been found to be between 10% to 30% silane in hydrogen depending on the reactor
operating conditions and geometry (Filtvedt 2013). This amount of hydrogen does
not eliminate powder formation, but reduces it to acceptable levels. The hydrogen
acts primarily as a diluent to reduce the concentration of silane and thereby reduce
the reaction rate. As the major component in the fluidizing gas, the viscosity, thermal
conductivity, heat capacity, and other physical properties of hydrogen play a vital
part in maintaining the fluidization and reactions in the fluidized bed.

The hydrogen is recycled after passing through the fluidized-bed reactor. The
hydrogen, unreacted silane, and other reaction by-products can be cryogenically
separated. The hydrogen is returned to the reactor and mixed with silane to continue
the operation of the fluidized bed. The unreacted silane is purified and recycled back
to the reactor.

Preheating the Feed Gas

One of the most challenging aspects of operating a silane-based fluidized-bed reactor
is the control of heat and temperature. It is difficult to introduce enough heat through
the reactor walls into the reactor interior to achieve the optimum reaction tempera-
ture. In a typical reactor one would increase the temperature of the reactor walls to
obtain the desired amount of heat transfer to the reactants. This option must be
approached with caution for a silane-based process because it would greatly increase
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silicon deposition on the reactor walls. The fluidized silicon particles need to be
heated from the reactor wall so that they can then heat the feed gas to the reaction
temperature. This heat transfer has to be accomplished in such a way as to minimize
the temperature of the reactor wall.

The use of a preheater to increase the temperature of the of the feed gas has
proved useful. The temperature of the preheater is limited by the reactivity of silane.
It is undesirable to decompose the silane in the preheater to form silicon dust or to
deposit silicon. Given the decomposition temperature of silane, the feed gas is
typically heated to less than 400 °C depending on the operating conditions and
structure of the preheater (Filtvedt et al. 2012). The remainder of the heat energy to
bring the feed gases up reaction temperature of over 700 C must come from the
heated walls and heated fluidized silicon particles.

Many different arrangements have been studied for introducing heated feed gases
into the reactor. One patented approach involves heating hydrogen to over 1000 °C
and using this hot hydrogen as the sole source of heat for the reactor. As the
hydrogen is mixed with the silane, the reaction gas is brought quickly to reaction
temperature (Spangler and Stucki 2015).

Distributor and Jet Nozzles to Introduce the Feed Gas

The feed gas is typically introduced into the bottom of the reactor through a
distributor or jet nozzles. The distributor consists of many orifices that spread the
feed gas out over the bottom surface of the reactor to make uniform fluidization of
the silicon particles possible. Jetnozzles consist of tubes with designed shapes and
diameters that can inject the feed gas stream further into the reactor bed. Jets offer the
ability to direct the flow of gases and increase the gas velocity into the bed of
granular silicon. One approach in the patent literature, which makes use of the ability
to aim the flow from the distributor proposes directing hydrogen towards the wall of
the reactor to reduce the amount of silicon deposition on the reactor wall. (Kulkarni
et al. 2013).

One major challenge is to ensure that the temperature of the distributor or jets is
kept below the reaction temperature of silane as feed gas passes through the
distributor to the reactor. Much of the heat that warms the distributor comes from
the heated silicon particles that migrate from hot parts of the reactor. The granular
particles can be at the reaction temperature which is well above the decomposition
temperature for silane. The objective is to keep the bottom of the reactor with the
distributor or jet nozzles cool enough to prevent the premature decomposition of
silane to silicon deposits or dust that will plug the jet nozzles or the distributor
orifices.

There have been several approaches in the patent literature for cooling of the
distributor. Most of the methods use cooling fluids to reduce the temperature of the
distributor to below the decomposition temperature of silane. The major differences
between the many distributor and jet designs are in the placement of holes for the
feed gases and channels for the cooling fluids.
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The plugging of the distributor and jets is a significant problem for the long-
term operation of a fluidized bed. Dust can easily plug the narrow gas orifices and
disrupt the flow of feed gas and the fluidization of the bed. Large chunks of silicon
from agglomeration of silicon particles or from the walls of the reactor can drop to
the bottom of the reactor and plug the gas inlets. The only way to clear such
blockages is to empty the reactor and remove the silicon responsible for stopping
the gas flow.

Different Designs for Heating Silane-Based Fluidized-Bed Reactors

The main source of heat that brings the silicon particles and feed gas up to reaction
temperature comes from the heated reactor walls, which conduct thermal energy to
the silicon particles that come in contact with the wall. The heat is distributed to the
gas throughout the reactor by the movement of the fluidized particles.

There are several different types of reactor designs that have been proposed. The
simplest design is a common hot wall metal reactor structure (Type 1), as shown in
Fig. 5a. The Type 1 reactor is typical of many fluidized-bed reactors where the
heated metal walls of the reactor come in contact with the feed gases and fluidized
silicon particles (Gautreaux and Allen 1988).

At the reaction temperature of over 600 °C the diffusion rate of metals such as
iron throughout the silicon deposited on the wall is sufficiently rapid that metals are
spread to the fluidized silicon particles by contact with the silicon deposited on the
reactor wall. More recent designs to improve product purity included the use of an
inert liner (Type 2) for the inside of the reactor (see Fig. 5b). The liner is typically
constructed with a hard-ceramic material to reduce the wall erosion by the fluidized
silicon particles.

A more recent approach has the placement of the heating elements inside the
metal pressure containment vessel as shown in Fig. 6 (Kim et al. 2010). An inert liner
is placed next to the heating elements as shown below:

Heat to bring the fluidized bed up to reactor temperature comes from two sources.
As mentioned above a preheater brings the reactants from low temperature to above

Fig. 5 Reactor designs using Hot Wall Reactor Hot Wall Reactor with Internal Lining
resistive heaters to provide Ty (
thermal energy to the reactor. g
Type 1 reactor (Fig. 5a) has a g [
ype I reactor (F1g e [
metal wall. In Type 2 (Fig. 5b)
the reactor has a liner that
helps to reduce metal
contamination to the fluidized Heaters
silicon particles
\ ) +—— Reactor ——
Type 1 Pressure Wall Type 2

5A 5B
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300 C. The final heat source is the heated reactor walls which supply the bulk of the
thermal energy and which brings the fluidized-bed reactor temperature to above
600 C.

In addition to electrical resistance heating, induction heating has proven to be a
useful method for introducing the necessary amount of heat energy into a silane-
based fluidized-bed reactor (Clary and Wikman 1993). One of the advantages of
induction heating is that it can bring a large amount of thermal energy uniformly into
a large area of the reactor wall. Below is a diagram showing one of many patented
reactor designs that utilize induction heating (Fig. 7):

This unit consists of a reaction chamber that is surrounded by the induction unit.
Next to the chamber is a susceptor that is heated by the induction coils. After the
susceptor is heated by the induction coils the susceptor brings that reactor wall up to
reaction temperature. Between the induction coils and the susceptor is insulation that
holds most of the heat within the reactor.

Another approach to reactor design for silane FB reactors involves separating the
FB reactor into zones (Iya 1989). It has been mentioned that the distributor can be
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cooled to prevent silicon deposition while the reactor is heated to create two
temperature zones. Another approach is to try to heat different parts of the reactor
to different temperatures. The idea is to limit the locations where silane decompo-
sition and the deposition can occur to specific areas in a reactor. Given the violent
nature of mixing in a fluidized-bed reactor, the ability to control the temperature at
specific zones in a reactor is limited.

Reactor design remains one of the areas that holds the most promise for
improving the efficiency of a silane fluidized-bed reactor’s operation. Companies
continue to build commercial scale reactors with innovative designs. Modeling of
the FB reactors remains an important tool for evaluating different thermal designs
before they are built and for operating the reactors after they have been
constructed.

Reactor Dimensions, Pressure, and Silicon Production Rate

Factors such as reactor height and diameter are critical to the operation of a fluidized-
bed reactor (Filtvedt et al. 2012). The height of the fluidized-bed reactor can affect
the residence time of the feed gas, the silane conversion and the residence time for
scavenging of powders.

Pressure is an important variable when optimizing a silane FB reactor. With
greater pressure one is able to increase the production rate due to increased mass
feed rate. Building a reactor to operate at greater pressure at high temperatures
involves greater design complexity and a reduced safety margin. Working with a
feed gas at higher pressure means that silane will be at a higher concentration and
the fluidization properties of the gas phase will be different than at lower
pressures.

The diameter of the reactor is a major factor in determining the FB reactor bed
capacity. Since the heating of the silicon particles to the reaction temperature
typically occurs through the walls of the reactor, the amount of wall heating surface
area is important. The surface to volume ratio of the reactor decreases with increas-
ing diameter. A larger diameter reactor may allow the processing of more silane, but
it becomes more difficult to heat the contents uniformly.

Agglomeration of Silicon Particles

One area of practical concern in operating a FB reactor is the agglomeration of
silicon particles. Chunks of agglomerated silicon particles can form in the reactor
where fluidization may be reduced due to particle segregation or dead flow zones. In
underfluidized areas within the FB reactor chemical sintering of particles can form
agglomerates which settle to the bottom of the reactor and block the distributor or the
jet nozzles. Agglomeration can become a problem that slowly develops for a FB
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campaign lasting several months. Such blockages necessitate the shutdown of the
reaction.

Filtvedt et al. (2012) discuss the relationship between the Tamman temperature
and the agglomeration of silicon particles. The Tamman temperature is the
temperature at which mobility of molecules in a solid becomes appreciable.
Above the Tamman temperature the surface reactivity and wetting properties of
a material become strong enough to allow powder to stick to the surface. For
silicon, the Tamman temperature is 610 C. In a FB reactor run at 650-850 °C the
sticking of silicon powder onto the surface of a silicon particle as shown in the
earlier scavenging mechanism is favorable for the growth of silicon particles.
Unfortunately, the adhering together of several larger silicon particles presents a
problem if chunks of silicon form and fall to the bottom of the reactor. At the
bottom of the reactor the heavier chunks of silicon have limited motion but
continue to grow as they interact with the silane feed gas. Similarly, when pieces
of silicon detach from the wall, they drop to the bottom of the reactor and continue
to increase in size. It is necessary to find flow conditions such that scavenging of
silicon dust on granular silicon particles can occur, but agglomeration of bigger
particles is minimized.

Control of the Silicon Particle Size Distribution in the Reactor

In order to operate the fluidized-bed reactor in a continuous mode it is necessary to
maintain the size distribution of silicon particles nearly constant while the particles
grow. This can be accomplished by periodically feeding smaller silicon seed parti-
cles and removing particles that have grown larger. To keep the FB operating
continuously, a portion of the product needs to be reduced in size and returned to
the reactor as seed particles so that the particle size distribution is maintained in a
favorable range for fluidization and silicon growth.

The content of the fluidized bed has a distribution of particle sizes because of the
constant mixing and motion from the normal fluidizing action within the bed. The
favored method for monitoring the granular particle size distribution is by commer-
cial instruments which use digital photography to measure a stream of silicon
particles passing in front of a camera. The digital image can be analyzed by computer
to determine particle size and shape. A plot of particle size distribution of a
statistically significant number of particles can be used to monitor the particle size
distribution in the FB reactor. The digital image method for to monitoring the particle
size distribution is used because it is both rapid and accurate compared to screening
the particle using a sieve.

The size reduction of the silicon particles needs to be accomplished in such a way
as to minimize contamination of the silicon with metals. Contamination must be
reduced by using equipment that is coated with hard, nonmetallic materials. The
grinding of silicon is especially challenging because silicon is such a hard substance
with a Mohr harness of 7 (Lide 2008).
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Factors to Consider When Optimizing Silicon Particle Size
Distribution

Particle size distribution determines the flow rates of feed hydrogen and silane gas
that are required to maintain fluidization. Larger particles require a greater flow rate
to suspend particles. At some point as the velocity of feed gas increases the
conversion rate will decrease due to reduced gas residence time. Controlling particle
size is a major factor in optimizing a stable reacting bed.

It is most important to maintain stable reactor bed and fluidization state during
reactor operation. Without a stable bed, a commercial process would not be feasible.
One needs dependable reactors that can run for weeks or months in a predictable and
controllable fashion. Based on experience with fluidized bed operated with many
particle size distributions, it has been possible to determine the range of particles
sizes that offer the best chance for long-term stability. For most silane-based FB
reactors the mean particle size ranges from 500 to 1500 microns in diameter (Filtvedt
et al. 2013).

The relationship between particle size and ease of fluidization is presented earlier
in the discussion on the Geldart classification of particles. Because of their ease of
handling and of fluidization, larger particles in Geldart Groups B and D are favored
for silicon fluidized beds, see Fig. 2.

From this discussion on fluidization, heat transfer, and reactivity of silicon
particles as a function of particle size distribution, it is clear why modeling of the
complex reaction bed is vital. All of the above factors can be calculated and
introduced into a model that can describe the physical state of the fluidized bed.

Silicon Powder Formation and Handling in a Fluidized-Bed Reactor

One of the major deficiencies of silane base fluidized-bed production of silicon is the
production of silicon dust (Hsu et al. 1984). As discussed earlier, powder formation
is the result of homogeneous decomposition of silane trapped in bubbles between
silicon particles and any silane present in the free space above the reactor bed.
Several techniques have been considered to reduce powder formation. One approach
is to increase the residence time in the bed by reducing the particle size and the feed
gas flow rate (Gautreaux and Allen 1988). Under this condition the amount of silicon
dust is significantly reduced because there is more time for the silane gas to react.
The silicon powder is more likely to be captured on the surface of a silicon particle.
The downside to reducing the flow rate of silane is that the output of polysilicon is
reduced. Another approach to reduce powder formation is to inject cool hydrogen
into the top of the reactor above the fluidized bed of silicon to lower the temperature
of silane in the off gas below its reaction temperature (Allen 1988). Hwang (1999)
looked at injecting hydrogen chloride into the FB reactor to eliminate silicon dust.
Hydrogen chloride reacts with silicon particles to form trichlorosilane and to elim-
inate silicon powder as observed in Siemens reactor operation. There has been a
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patent issued for equipment to reduce the size of bubbles in the FB reactor in an
attempt to limit the homogeneous reaction that produces dust within the bubbles
(Spangler and Miller 2016). Currently silicon dust formation appears to be inevitable
during the operation of the FB reactor with silane. One approach that has been
patented is to collect the silicon powder and pelletize it for use in other applications
(Hariharan et al. 2007). The formation of silicon dust from silane remains an area of
active research (Wyller et al. 2016). The preferred option is to find reactor conditions
that minimize silicon dust formation.

Removing the Silicon Deposited on the Reactor Wall

Another downside to the use of silane-based FB reactors is silicon deposition on
the inside reactor wall that must be periodically removed. Because the hottest part
of the reactor is its walls, the space near the walls is the most chemically active
part of the reactor. As the thickness of deposited silicon on the reactor wall
increases over time the heating characteristics of the wall change. Eventually
the silicon producing fluidized-bed reactor must be shut down to remove the
reactor wall deposits.

Several techniques have been developed for lengthening the time between reactor
shut downs for silicon removal from the walls. One obvious method is to minimize
the temperature on the walls to reduce silicon deposition. Another approach men-
tioned earlier is to flow hydrogen or an inert gas along the wall surface to reduce the
concentration of silane on the reactor wall (Kulkarni et al. 2013). Proposals to install
baffles in the reactor have been made to dilute silane next to the wall and to reduce
the exposure of the reactor wall to silane (Bhusarapu et al. 2015).

Despite all efforts to minimize the deposition of silicon on the walls of the reactor,
a point is reached where it is necessary to remove the silicon layer that has formed on
the reactor walls. The buildup of silicon on the reactor walls leads to several
problems. As the layer of silicon becomes thicker, the transfer of heat from the
wall and through the silicon layer becomes less efficient. As the silicon deposits
become thicker, the probability of chunks of silicon breaking off the wall and falling
to the bottom of the reactor increases.

The primary method for removing silicon deposited on the reactor wall is to
chemically remove the silicon. The reactor can be emptied of granular silicon and
then a gas mixture containing hydrogen chloride (HCI) is passed over the deposited
silicon to convert the deposited silicon to chlorosilanes. The reactor walls have to be
heated to achieve an acceptable silicon etch rate:

Si + 3HCI — HSiCl; + H,. A7)

By using dry hydrogen chloride with a very low water content and diluting the
hydrogen chloride with hydrogen, it has proven possible to etch off the silicon from
the reactor wall and to minimize corrosion of the metal parts of the reactor (Chung
and Sturm 2007).
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Safety Issue with Silane and Hydrogen

Although it is often not stated, safety is one of the major concerns when operating a
fluidized-bed reactor to produce silicon. Both silane and hydrogen can form explo-
sive mixtures when combined with air. In addition, silane is pyrophoric and com-
busts spontaneously in contact with air. One is faced with the possibility that any
leaks or failures in parts of the plant piping containing hydrogen and silane could
result in fires or explosions. The risk factor is increased because the reactor is
operated at such a high temperature. All parts of plant design must take into
consideration the inherent dangers encountered with hydrogen and silane-based
processes.

Atmospheric Contamination of Silicon

Unlike many chemical processes, nitrogen cannot be used as an inert gas for high
temperature silicon processes such as the fluidized bed. The safety issue arrives from
the fact that at elevated temperatures above 900 °C silicon reacts with nitrogen to
form silicon nitride (Riley 2000):

3Si+2N; — SizNy. (48)

The reaction of silicon and nitrogen is quite exothermic so that there is a danger of
with thermal runaway. The reaction between silicon and nitrogen may start slowly
but if the heat generated is not dispersed, the temperature of the silicon will rise and
further increase the reaction rate. Often argon is required as a blanket gas when
dealing with high-purity silicon. Since hydrogen is used as a reaction gas and is
available, it is often used as the blanket gas above hot silicon.

In addition to considering the reaction of nitrogen and silicon at elevated tem-
peratures, the interaction between silicon and oxygen is an issue. Any silicon surface
exposed to air or other source of oxygen at room temperature or above will
instantaneously form multiple atomic layers of silicon oxide. This formation of an
oxide outer layer becomes more of an issue when dealing with granular silicon
because of the greater surface area provided by the small particles of silicon. In the
fluidized-bed reactor and the silicon handling lines, it is preferred to eliminate
oxygen and keep the silicon covered with an inert gas or hydrogen.

Current Status of Commercial Research and Development
of Silane Fluidized-Bed Reactors

As noted above, there are many industrial processes that have successfully used
fluidized-bed technology in chemical processes. Such processes are developed
and optimized over a number of years and reach a stage where the process is
predictable and stable on the commercial scale. The use of a fluidized bed for the



104 L. Jiang et al.

deposition of silane to produce high purity silicon has not followed this pattern.
Even though the theoretical advantages of fluidized bed for silane deposition are
well recognized, the actual development of the technology has proven to be
difficult. Over the last few years REC, GCL, and SunEdison have all operated
commercial scale silicon production plants and have gained experience with
silane-based fluidized-bed silane units (Bernreuter 2014). There are several FB
reactor projects currently under construction in China (Roselund 2015). Despite
decades of experience with the silane-based FB technology, challenges still
remain before the technology can compete with the Siemens process. The diffi-
culties result from the nature of the reaction that is being carried out and the need
to resolve conflicting factors.

The optimization of the silane-based fluidized-bed technology has proven to be
complex and has not reached its theoretical potential. Most of the issues found when
designing and running a FB silicon plant have been discussed above. The following
is an organized list of five largely unique, complex, and interrelated issues that are
encountered while operating a silane deposition FB reactor:

1. Silicon particle deposition versus powder formation: In a silane fluidized-bed

reactor, there are competing reactions between the desired deposition of silane
onto silicon particles and the undesirable formation of very fine silicon powder. In
practice one cannot eliminate powder formation. It is important to develop
techniques for minimizing the amount of silicon powder produced.
Reactor design and operating regime is critical in minimizing powder formation
in a FB reactor. The goal is to minimize the volume of silane that is heated above
its reaction temperatures when the silane is not in contact with a silicon surface.
For a fluidized-bed reactor, this means limiting slugging and reducing the size of
bubbles.

2. Agglomeration of silicon particles: At the high temperature that a silane-based FB
reactor operates, agglomeration of silicon particles can become a problem. Large
chunks of silicon particles made up of many attached silicon particles can disrupt
the flow of feed gas and silicon particles in the reactor. One must find reactor
conditions such that silicon particles will not interact sufficiently to allow
agglomeration to occur. At the same time, it is important to encourage the
scavenging reaction where silicon dust adheres to silicon particles and adds to
the growth of individual silicon particles.

3. Depositing silicon on the reactor walls: By design, silicon is mostly deposited on
the silicon particles in the reactor, but it is inevitable that some silicon deposition
occurs on the reactor walls. Deposition on the vessel walls becomes a significant
issue if the reactor is heated through the walls and the walls are the hottest points
in the reactor where silicon will preferentially be deposited.

Much effort in reactor design has been expended to reduce wall deposition.
Approaches using the bottom distributor or jets to blanket the walls with hydro-
gen or inert gas have been patented (Kulkarni et al. 2013). Other approaches
using baffles have been suggested (Osborne et al. 2011). The ultimate answer to
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minimizing wall deposition may be found in developing novel approaches to
heating the reactor.

4. Heating the reactor bed to a high reaction temperature: By its nature, a fluidized-

bed reactor requires extensive heating. There is a large, continuous energy
demand to heat the incoming gas and maintain fluidization of the silicon particles
at the reaction temperature. Several different heating designs have been
presented.
Reactor design has centered around using electrical resistance or induction heating
to supply the necessary thermal energy to the reactor. The problem is to find a reactor
design such that sufficient heat can be introduced while minimizing silicon wall
deposition and dust formation and optimize growth of granular silicon.

5. Achieving high purity in the product silicon: Operating cost and product purity
are the most important factors in evaluating FB silicon.

Specifications for Polycrystalline Silicon for PV Applications

Polysilicon with higher purity yields solar cells with higher efficiencies. Even with
the use of high-purity silane and high-purity silicon particles, processing of materials
in the fluidized-bed reactor requires special techniques and materials to prevent
contamination. Materials of construction and environmental elements such as oxy-
gen and carbon in the plant can contaminate the silicon product. It is challenging to
build and operate a silicon plant where contamination in the product silicon is
maintained below the ppm (6 N) level.

Because the main purpose for producing polysilicon using FB technology or the
Siemens process is to obtain silicon sufficiently pure for photovoltaic and semicon-
ductor applications, it is worth discussing how high-purity polysilicon is obtained
and analyzed. Handling of polysilicon has to be done in such a way that the silicon
does not come in contact with any metal or material that could cause contamination.
At low temperatures, the polysilicon particles can be handled in plastic lined
containers or tubes. At high temperatures, inert liners and hard coatings are neces-
sary to protect fluidized silicon from contamination.

The determination of metals in polysilicon down to the 6 N and 9 N levels has
been revolutionized by the use of the analytical technique of inductively coupled
plasma mass spectroscopy (ICP-MS). Silicon samples can be dissolved in a
hydrofluoric acid/nitric acid solution, vaporized in a plasma, and analyzed by mass
spectroscopy after sample workup. Metals and other impurities can be monitored in
silicon down to the ppb level or below using ICP-MS. Analysis for dopants such as
boron and phosphorous can be carried out by low temperature infrared (IR) analysis.
It is necessary to prepare an appropriate silicon sample for IR analysis by growing
single crystal rods of the granular silicon product. The organization SEMI (Semi-
conductor Equipment and Materials International) and other international organiza-
tions provides approved analytical methods and standards for the analysis of
polysilicon. (SEMI 2013).
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Improving FB Technology with Modeling

These five problem areas listed above form the basis for improving silane FB
reactor technology. The issues are interrelated in complex ways. With such
complicated interactions occurring simultaneously, optimizing silane-based FB
technology can be a complex task. Reactor modeling offers a way to evaluate
several of the issues at the same time. Using simulation methods differing reactor
configurations and operating conditions can be tested before building a reactor.
The effects of changing parameters such as temperature, flow rate, concentration,
and pressure while operating a FB reactor can be difficult to anticipate. Reactor
modeling can provide insights into trends and fundamental chemical and fluid
mechanical mechanisms.

Summary and Conclusions

There is renewed interest in the use of the fluidized-bed process for commercial
production of polysilicon for solar applications. Fluidized-bed technology and its
continuous processing shows promise as a means to significantly reduce the price
of polysilicon. The process uses considerably less electrical energy than the
competing Siemens process. Silane-based fluidized-bed reactors produce granular
polysilicon, this reduces the cost of downstream crystallization processing. There
has been a gradual improvement in silane technology but there remains a large
difference between the commercial state of the process and the theoretical poten-
tial for improvement. The developing photovoltaic market for silicon has pro-
mpted several companies to further investigate the fluidized-bed route to high-
purity polysilicon.

The downside to the use of the silane-based fluidized-bed process is that the
installed capital cost is higher and it is more difficult to operate than a Siemens
plant. As with all fluidized-bed units, the reactor operation is very dynamic and
prone to upsets. Silicon powder formation is a constant problem along with
agglomeration of silicon. Cleaning the walls of deposited silicon is a periodic
maintenance task.

The issue of scalability remains. If FB silicon is to overtake silicon produced by
the Siemens process, FB plants will have to be able to produce ever larger amounts
of polysilicon. This means that larger and more productive FB reactors will have to
be designed and operated. Because of the unpredictability of scale up in FB plants, it
is difficult to predict if scaled up FB reactor will operate successfully.

The one overriding issue that ultimately could determine the success of
silicon FB technology is the purity of the silicon can be produced. Roughly,
optimized FB silicon plants of today can produce material which has impurities
in the 6 N to 9 N level (IHS 2014). Siemens product is often in the 9 N to 11 N
range. Higher solar cell efficiencies require higher purity silicon. FB silicon will
eventually have to be superior to Siemens product not only in cost but also
nearly equal in purity.
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technologies also are introduced and discussed: solvent refining, vacuum treat-
ment, plasma refining, and electron beam treatment; these technologies are used
to refine metallurgical-grade silicon. Purification is also very important in the
production process; a solidification process is used in purification to obtain highly
pure silicon.

Keywords
Metallurgical-grade silicon - Impurity removal - Solar-grade silicon - Refining -
Purification

Introduction

The production of solar cells has increased significantly in response to a growing
demand for clean energy worldwide. However, solar-grade silicon (SOG-Si) is
expensive and the supply is limited. For this reason, many researchers have devel-
oped successful processing methods to use metallurgy to produce SOG-Si, including
refining, removing impurities, and acid leaching treatment, which have their own
advantages; these have been used to remove all kinds of impurities. Vacuum melting,
plasma refining, and electron beam treatment have also been used to refine silicon
(Si) and remove impurities. In addition, solidification has been used to purify Si to
obtain different segregation coefficients between liquids and solids. The entire
process and various methods to produce SOG-Si using metallurgical methods are
discussed and described here.

Smelting of Metallurgical-Grade Silicon

Metallurgical-grade Si (MG-Si), with a typical purity higher than 98.5%, is
produced in a submerged electric arc furnace at a temperature higher than
1,900 °C. The electric furnace consists essentially of charge (silica, a carbona-
ceous reducing agent) and a carbon/graphite electrode. The high-class silica lump
with lumpiness of 10-100 mm is mixed with a carbonaceous reducing agent such
as petroleum coke, bitumite, carbocoal, wood chips, and/or charcoal and then
charged into the furnace. The electrodes are submerged in raw materials and the Si
is smelted.

MG-Si is produced by the carbothermic reduction of silica according to the
overall reaction:

SiO; 4+ 2C = Si+2CO €))

In a practical electric furnace, the reduction of silica is very complicated. The raw
materials (SiO, and carbon), after being put into the furnace, move down continu-
ously, away from the pre-reaction zone, and their temperature continually increases
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as they are heated by the ascending furnace gases. The gaseous SiO will be
decomposed into Si and SiO,.

2Si0 = SiO; + Si 2)

Most products are deposited in the pore of the reducing agent and some escape
from the furnace. The raw materials continue to move down. The following reactions
take place when the temperature reaches 1,820 °C:

SiO + 2C = SiC + CO 3)
SiO + SiC = 2Si + CO )
Si0, + C = SiO + CO (5)

When the temperature rises again, other reactions occur:

2Si0, + SiC = 3Si0 4 CO 6)

Below the electrodes, the reactions to produce Si include:

Si0, + 2SiC = 3Si + CO )

and

3Si0, + 2SiC = Si + 4Si0 4+ 2CO ®)

In the process of sinking the furnace charge, reactions (5) and (6) take place in
reverse:

Si0 + 2CO = Si0, + C ©)]
3Si0 + 2C = 2Si0; + SiC (10)

At the same time, waste heat is recovered as energy. Figure 1 shows a schematic
description of the MG-Si production process in an electric furnace.

MG-Si contains 1-3% impurities, depending on the raw materials and the type of
electrodes. Impurities in MG-Si come mainly from silica, the reducing agent, and the
carbon electrode. Iron, aluminum, and calcium account for the largest numbers of
impurities in MG-Si. Among the oxides in silica and in ash of the reducing agent,
nearly 100% Fe,03, 50-55% Al,03, 35-40% CaO, and 30% MgO are reduced after
smelting. A small amount of nonmetallic impurities (boron, phosphorus, carbon,
etc.) enters the MG-Si melt (Schei et al. 1992). In general, MG-Si includes different
amounts of impurities: 0.2—-1% iron, 0.4-0.7% aluminum, 0.2-0.6% calcium,
0.1-0.02% titanium, 0.1-0.15% carbon, ~80 ppmw boron, and ~150 ppmw
phosphorus.
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Fig. 1 Production process of MG-Si smelting in an electric furnace

Secondary Refining of MG-Si
Boron Removal by Gas-Blowing Refining

During production, MG-Si melt is tapped into a ladle from the electric furnace for a
secondary refining treatment, which is similar to secondary refining in steelmaking.
Some oxidizing media, such as air and oxygen or synthetic slag (CaO-SiO,,
Ca0-Al1,05-Si0,), are usually blown or added to the ladle for secondary refining.

Figure 2 shows the removal efficiencies of impurities (Wu et al. 2014a). Calcium
and aluminum are reduced from 18400 ppmw to 320 ppmw and 124000 to
880 ppmw, respectively. Their removal efficiencies are both higher than 90%,
which is enough to meet the requirements for the next refining step. Boron is reduced
from 35 to 18 ppmw; its removal efficiency is about 50%. However, removal
efficiencies are lower than 17% for iron, copper, vanadium, and carbon. Phosphorus
is reduced from 184 to 112 ppmw.

Figure 3 shows the efficiency of boron removal using the different composi-
tions of Ar-H,O0-O, and refining time in a direct current arc furnace. When
the composition of H,O-O, is 1:1, the boron content is reduced from
18 to 2.0 ppmw; when the composition is changed into 2:1, it is reduced to
0.6 ppmw.
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Different compositions of the gases argon, H,, and H,O were blown into an
induction furnace, as shown in Fig. 4, to remove boron under different refining
temperatures. At the range of 1723-1872 K, the removal efficiency of boron was
better at a lower temperature. Boron could barely be removed from Si when blowing
pure H, gas; however, the removal efficiency was greatly improved with the addition
of H,O to the H, gas. The results indicate that boron removal was very different
when blowing 3.2% compared with 7.4% H,O—H, at 1,500 °C for 2 h. The latter had
a better effect. The boron in Si could be reduced from 52 ppm to 3.4 and 0.7 ppm at
1,450 °C and 1,500 °C, respectively, using 3.2% H,O-H, gas-blowing refining
(Tang et al. 2012).
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Boron Removal by Slag Treatment

The reaction to remove boron from MG-Si using slag refining containing SiO, can
be expressed as:

[B] + 3/4Si0, = BO, 5 + 3/4Si (11)

Aluminum, calcium, titanium, boron, and phosphorus impurities in MG-Si can be
oxidized and absorbed by a flux of CaO-SiO, (Wu et al. 2014b). The reaction for
boron to enter the slag through oxidation, with silica as the oxidizing agent, can be
represented by the ionic reaction:

[B] + 3/40, +3/20* = BO3~ (12)

Oxygen ions are provided by basic oxides such as lime:

CaO = Ca’™ + 0>~ (13)

And the partial pressure of oxygen that results from the equilibrium between Si
and SiO, is expressed as:

Si0; = Si+ O, (14)

The maximal value of the distribution coefficient of boron (Lp) reached 1.57 with
slag comprising 60% Ca0O—40% SiO, (mass). The boron content in refined silicon
was reduced from 18 to 1.8 ppmw with a CaO-SiO, slag—to—MG-Si ratio of 2.5 at
1,600 °C for 3 h, and the removal efficiency of boron reached 90%. As shown in
Fig. 5, the results of both calculations and experiments suggest that the distribution
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coefficient of boron is strongly affected by the basicity of slag. When using
Ca0-Si0, slag, Lp varies from a low basicity of 0.83 to a high basicity of 1.46; it
reaches a maximal value of 1.58 with a slag basicity of 0.78. The addition of K,CO;
to calcium silicate slag obviously plays an important role to the increase of Lg, which
reaches 2.08 using a high-basicity slag of 40% CaO-40% SiO,—20% K,CO;
(Wu et al. 2016).

A mixed gas (H,O0-0,) and a chloric CaCl,—Ca0O-SiO, slag are combined to
separated boron from MG-Si (Wu et al. 2017). As shown in Fig. 6, the efficiency of
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boron removal was greatly improved by combining the slagging and gas-blowing
refining techniques. When 40% Ar-60% O, and 40% Ar—60% H,O gases were
combined with 42.5% Ca0—42.5% SiO,—15% CaCl, slag and refined at 1,823 K for
3 h, the boron concentration in refined Si was reduced from 22 to approximately
2 ppmw. However, it was reduced to 0.75 ppmw when combining 40% Ar—20%
0,-40% H,O gas blowing with the 42.5% Ca0-42.5% SiO,—15% CaCl, slag
refining for 3 h, at which point the efficiency of boron removal reached 96.6%.

Acid Leaching Treatment

Acid leaching treatment can purify Si because of the segregation of impurities
between Si solid and liquid phases among grain boundaries of Si crystals. A smaller
segregation coefficient of an impurity occurs before the precipitate among the grain
boundaries compared with those with a larger segregation coefficient. The segrega-
tion coefficients of impurities at the melting point of Si are shown in section
“Purification by Solidification.” Metallic impurities normally have smaller segrega-
tion coefficients than nonmetallic impurities. Therefore, acid leaching treatment can
efficiently eliminate metallic impurities, whereas further work needs to be done to
enhance the extraction of nonmetallic impurities.

Because impurities precipitate among the boundaries of Si crystals, the bulk Si
must be crushed and ground to a powder in order to make the acid solution
completely touch the impurity-containing phases. If the powder size is not small
enough, some of impurities will become entrapped in the Si particles; extraction of
these impurities is not efficient because of the poor contact between the acid solution
and the impurities. Therefore, the size of Si powder is an important factor that
influences the extraction of impurities. Other influential factors are the conditions
of acid leaching, such as leaching time, lixiviant, leaching temperature, and stirring
technology. An efficient lixiviant can be chosen using thermodynamic Eh—pH dia-
grams. A high leaching temperature, good stirring technology, and enough leaching
time often improve the kinetic conditions of the leaching process.

Solvent Refining

Unlike other refining methods, solvent refining is a technology that can refine MG-Si
at temperatures below the melting point of Si. Low-temperature refining is a typical
advantage of this technology, indicating it consumes low amounts of energy. Solvent
refining includes some basic steps:

(a) One or more elements are melted together with MG-Si to form a molten Si-rich
solvent or alloy.

(b) Si crystals with a high purity will be precipitated first by lowering the temper-
ature of the solvent, such as cooling the solvent in the heating zone or pulling the
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solvent from the heating zone. The Si crystals will gradually precipitate until the
temperature reaches the eutectic point of the alloy.

(c) After eliminating the eutectic phases that contain impurities by acid leaching, the
high-purity Si can be collected.

Solvent refining works based on the segregation behaviors of impurities between
liquid and solid phases. In step (b), the impurities enrich within the liquid phase
because of their segregation behaviors, rather than stay in the precipitated Si. An
ideal element that can be selected to form a solvent with Si should meet these
requirements:

(a) Its solubility in solid Si and its segregation coefficient between the liquid and
solid phases should be extremely low.

(b) It must have a low cost and be environmental friendly.

(c) It can form a solvent such that the yield of Si can achieve the economic purpose;
that is, Si has high solubility in the solvent.

(d) It can form a solvent that decreases the segregation coefficients of impurities,
especially boron and phosphorus.

(e) Si is the only precipitated phase in the solidification process.

According to these basic requirements, many researchers have tried to use
different solvents to refine MG-Si; examples of solvent systems include Si—Al,
Si—Fe, Si—Sn, Si—Na, Si—Cu, Si—Ga, and combinations thereof.

Vacuum Treatment
Theoretical Basis of Vacuum Refining

Based on the different properties of elements available when vaporizing and con-
densing, crude metal can be separated from impurities by vacuum distillation
refining. The difference in the vapor pressure of each metal at different temperatures
is the basic principle of crude metal vacuum distillation. The relation between the
saturated pressure and temperature is shown in Eq. 15 (Dai and Yang 2009; Zhang
1988):

lgp* =AT' +BlgT +CT +D (15)

The coefficients 4, B, C, and D for different substances can be obtained from
Kubaschewski et al. (1985), Kubaschewski and Alcock (1979), Bharadwaj et al.
(1990), Juneja et al. (1986), and Liang and Che (1993). Then, according to Eq. 15,
the relation between saturated vapor pressure (p*, pascal) of impurities in the MG-Si
and temperature (7, Kelvin) is obtained.

The saturated vapor pressures of several typical impurities in MG-Si are shown in
Fig. 7. We can see that the saturated vapor pressures of Si and of impurities in MG-Si
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Fig. 7 Relation between the saturated vapor pressure of the pure component and temperature

both increase as the temperature increases. The saturated vapor pressures of impu-
rities of phosphorous, calcium, and aluminum are higher than that of the Si (the main
part), which means that these elements volatilize earlier than Si in the same condi-
tion. So, the main part and the impurities can be segregated under a vacuum, in
which impurities with a higher saturated vapor pressure volatilize, leaving impurities
and Si with lower saturated vapor pressures.

Vacuum Refining

Vacuum Refining by Resistance Heating

Research on vacuum evaporation refining was conducted in a resistance heating
vacuum furnace. The removal effects of phosphorus, aluminum, and calcium at
1,823 K were investigated by vacuum evaporation at 30, 60, 90, 120, and
150 min. The impure elements in the samples were analyzed by inductively
coupled plasma atomic emission spectroscopy. With an increasing temperature,
the amounts of phosphorus, aluminum, and calcium in the samples become lower.
That is, the removal efficiency of impurities can be improved by increasing the
volatilization temperature in the process of vacuum evaporation refining for
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MG-Si, but this temperature increase also enhances the volatilization of the
primary metal, leading to a more volatilization of the main part and a decrease
in the metal recovered.

Vacuum Induction Refining

The induction device is the induction melting furnace part of a 10 t/a vacuum oxygen
decarburization solidification (VODS) type SOG-Si furnace, which is designed
according to patented technology to prepare SOG-Si through metallurgy and is
consigned processing. Because the induction melting temperature cannot be auto-
matically controlled, the experimental temperature is measured by adjusting the
induction melting power and using an infrared thermometer. The samples obtained
after induction melting treatment were analyzed by inductively coupled plasma mass
spectrometry. The impure element phosphorus can easily be reduced from 12 to
below 1 ppmw, and the smallest amount (0.11 ppmw) can be achieved by induction-
heating refining treatment. This amount fully meets the requirement for phosphorus
content in SOG-Si.

Experimental Measurements of the Volatilization Rate of Si

Based on Fig. 8, we found that the slope of the theoretical volatilization rate was
invariable. On the other hand, the slope of the experimental volatilization rate
decreases as evaporation time increases. This indicates that experimental values
will be closer to the theoretical values when evaporation time is increased as a result
of the formation of vapor-liquid equilibrium in the vacuum furnace in the early
stages of the experiment, which may favor Si evaporation. Vapor—liquid equilibrium
is generally established in a vacuum furnace when evaporation time is long. Because
no effective technology is included in our experimental setup to detect when
vapor—liquid equilibrium forms, we cannot easily assess the impact of the process
of achieving vapor—liquid equilibrium on the volatilization rate of Si during the
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experiment. The results and analysis show that a major discrepancy exists between
the experimental and theoretical volatilization rates of Si. Three possible reasons are
advanced to explain this discrepancy; that is, the vapor-liquid equilibrium is
destroyed by (1) carbon/graphite, (2) oxygen, or (3) the water-cooling system.

Plasma Refining

Similar to gas-blowing refining, plasma refining is a high-efficiency metallurgical
method to remove impurities. Figure 9 displays the operating principle of plasma
refining to remove impurities. The reactive gases comprise O,, H,, and H,O
molecules, which plasma gas then decomposes into O, H, OH, O, and/or OH"
atoms or ions. Using plasma refining with O,, H,, or H,O reactive gases,
boron impurities in MG-Si change into gaseous borides such as BO, B,0, HBO,
and BH,.

A mixed reaction gas comprising O, and H, (or water vapor) was added to a high-
temperature plasma flame to volatilize impurities on the surface of the Si melt. Boron
was volatilized mainly in the form of gaseous BOH. After refining, the boron
concentration in Si decreased from 15 to 2 ppmw.
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Nakamura et al. (2004) blew plasmas containing 4.3-4.6 vol% H, and
50.4-50.6 vol% H,O into MG-Si with boron content of 5-10 ppmw, as shown in
Fig. 10. The boron content in refined Si decreased to below 0.1 ppmw after refining
for 400 min, and the weight reached 300 kg. In addition, they found that the rate of
boron removal was proportional to water vapor content, according to the reaction
kinetics.

Electron Beam Treatment

Electron beam melting technology has the following characteristics: (1) It is
maintained at a vacuum level of 107°~10"> Pa using a water-cooled copper crucible
or no crucible to avoid contamination from the outside. (2) It uses a high energy
density (up to 10°~10° W/cm?), an electron beam spot diameter up to 10~7 ¢cm, and a
melting rate that can effectively remove volatile impure elements. (3) Melting power
and speed can be adjusted individually, and control is easily automated, safe, and
reliable. (4) The chemical composition of the melt can be precisely controlled to obtain
highly pure rare and refractory metal materials and to meet certain performance
requirements. (5) High-quality ingots can be prepared in different shapes, dimensions,
and masses. (6) The requirements to achieve particular shapes, sizes, and qualities are
lower. The morphologies of electron beam—melted Si ingots are shown in Fig. 11.

Tan et al. (2013) have done much work in Si purification through electron beam
melting, and they investigated the influence of beam power, refining time, and
solidification mode on impurity removal efficiency. Phosphorus content was decreased
steadily to less than 0.1 x 10~* wt.% with laboratory-scale electron beam melting
equipment. The removal efficiencies of aluminum and calcium are up to 98%, which
can meet the requirements for SOG-Si. The results are shown in Fig. 12.
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Fig. 11 Morphologies of electron beam-melted Si ingots: (a) surface, (b) bottom, (c) cross section
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Purification by Solidification
Traditional Directional Solidification Technology

Segregation behaviors of impurities between solid and liquid Si are significantly
different because of their different solubilities in each phase. A segregation coeffi-
cient is calculated as the concentration of an impurity in solid Si/the concentration of
an impurity in the liquid phase. Therefore, a smaller segregation coefficient indicates
extraction of more of the impurity in the liquid phase, indicating impurities prefer to
enrich in the liquid phase rather than stay in the solid purified Si. High-purity Si can
be collected after the impurity-containing liquid phase is eliminated. The solubility
of an impurity in solid Si is another important factor influencing the efficiency of Si
refining. To obtain high-purity Si, the solubility of an impurity in solid Si should be
as small as possible. The segregation coefficients of evaluated impurities are listed in
Table 1 (Hu et al. 2013; Hopkins and Rohatgi 1986; Lei et al. 2016), and the
solubilities of impurities in solid Si are shown in Fig. 13 (Tang et al. 2010).
According to Table 1, metallic impurities have smaller segregation coefficients
than nonmetallic impurities, which is the main reason why nonmetallic impurities
cannot be efficiently eliminated by solidification, acid leaching treatment, solvent
refining, or other metallurgical technologies.

Several solidification methods exist, including common solidification technology,
directional solidification technology, zone melting technology, and Czochralski
technology.

Table 1 Evaluated segregation coefficients of impure elements between solid and liquid silicon at
the melting point of silicon (1,687 K) (Hopkins and Rohatgi 1986; Lei et al. 2016; Tang et al. 2010)

Element Segregation coefficient Element Segregation coefficient
Fe 6.4 x 107¢ Sb 23 x 1072
Ti 2.0x107¢ Pb 2.0 x 1073
Cr 1.1 x107° Bi 7.0 x 1074
Mn 13 % 107° Zr 1.6 x 107%
Ni 13x107* W 1.7 x 107%
Cu 8.0 x 107* Mo 45 %1078
Zn 1.0 x 1073 Nb 44 % 1077
Ag 1.7 x 1072 Sn 32 %1072
Au 25%x107° Ta 2.1 %1078
Ga 8.0 x 1073 A 4.0 x 107°
In 40 x 107* Pd 5.0 x 1077
P 35 % 107! Co 20x107°
B 8.0 x 107! o} 5.0 % 107!
Al 8.0 x 1072 C 5.0 x 1072
Hf 49 x 107° As 3.0 x 107!

Mg 32 % 107° Ca 8.0 x 107°
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Fig. 13 Solubilities of impurities in solid silicon (Tang et al. 2010)

For common solidification technology, Si is first melted above its melting point
and then solidified with a cooling rate. Impurities precipitate among the grain
boundaries of Si crystals. After grinding and acid leaching, the precipitated impuri-
ties are eliminated.

For directional solidification technology, Si is first melted in a heating zone and
then solidified when the sample is gradually pulled from the heating zone vertically.
For example, when the sample is pulled from the heating zone, Si first solidifies at
the bottom of the sample and the upper end of the sample stays as a melted liquid
until directional solidification finishes. In this case, the impurities are enriched in the
final liquid melt (the top of the sample). After removing the top of sample, purified Si
can be obtained. In addition, directional solidification with electromagnetic force
was proposed to separate Si crystals from Si-rich solvents. Si crystals can agglom-
erate well at one end of the solvent, and they can be separated easily from the
residual solvent by mechanical cutting and then purified by hydrometallurgical
treatment.

The mechanism of zone melting technology is similar to that of directional
solidification technology. The main difference is that a heating ring (normally
induction coils) is used to melt only a small part of the sample. After moving the
sample (or the heating ring) up (or down), the impurities enrich in the final liquid
phase because of their different segregation behaviors between solid and liquid Si.

Czochralski technology is currently used to grow monocrystalline Si in industrial
processes. When the seed is immersed into the liquid Si melt, Si crystals grow on the
seed. After pulling the seed and the monocrystalline Si from the Si melt, the
impurities stay in the Si melt and monocrystalline Si with an extremely high purity
can be obtained.



5 Upgrade Metallurgical Grade Silicon 125

Conclusion

1. Researchers have done much work using metallurgy because of its outstanding
advantages such as low cost and low pollution.

2. Metallurgical Si production technology has been introduced, and impurities
should be removed. Gas blowing refining and slag treatment to remove purities
have been discussed.

3. Acid leaching treatment is used to purify Si. It works on both nonmetallic and
metallic impurities.

4. Solvent refining and vacuum treatment have been investigated by many
researchers because of their low cost and low pollution.

5. Plasma refining is a high-efficiency metallurgical method to remove impurities.
Some researchers also use electron treatment.

6. Purification by solidification is an efficient process. Segregation behaviors of
impurities are significantly different in solid and liquid Si because of their
different solubilities in the solid the liquid Si.
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Abstract

Czochralski (CZ) silicon is widely used in the fabrication of high-efficiency solar
cells in photovoltaic industry. It requires strict control of defects and impurities,
which are harmful for the performances of solar cells. Therefore, the CZ silicon
crystal growth aims at achieving defect-free single crystals for advanced solar cell
wafers. Meanwhile, attention must be paid to the low cost of CZ silicon crystal
growth. Therefore, it is necessary to develop novel crystal growth techniques
suitable for practical application of photovoltaics. This chapter will review the
fundamentals of CZ silicon and recent developments. The oxygen-related defects
and control technologies are emphasized. Meanwhile, the novel crystal growth
methods are introduced. The Ge doping in CZ silicon can not only improve the
material’s mechanical strength, but also suppress the generation of boron—oxygen
complexes. This will enable thinner solar cells at reduced cost and benefit the
fabrication of high efficiency solar cells with low light-induced degradation effects.

Keywords
Czochralski silicon - Crystal growth - Photovoltaic - Solar cell - Low cost -
Defect - Light induced degradation

Introduction

The growth of silicon crystals from high-purity polycrystalline silicon
(>99.9999%) is a critical step for the fabrication of solar cells in photovoltaic
industry. About 90% of the world’s solar cells in photovoltaic (PV) industry are
currently fabricated using crystalline silicon. Various techniques have been devel-
oped to grow photovoltaic silicon crystals. Among them, two techniques are
dominant and meet the requirements of photovoltaic device technology. One is
a casting method to produce multicrystalline (mc) silicon crystals, and the other is
a Czochralski (CZ) method to produce single crystals. Compared to mc silicon,
CZ silicon wafer has the advantages of low defect density and the well-textured
surface with low reflectance, which is important for high performance solar cells.
However, CZ silicon crystal growth is less productive than mc silicon crystal. The
high cost of CZ silicon material causes a barrier for the worldwide application of
solar cells (Watanabe et al. 1981). One strategy is to reduce the thickness of silicon
wafers, which is strongly dependent on the mechanic strength of materials.
Moreover, the round CZ silicon crystals have to be cut into pseudo-squares with
round corners for the sake of solar modules, leading to not only the loss of
materials but also the coverage loss of the final module. More important, boron-
doped p-type CZ silicon solar cells widely used in photovoltaics nowadays are
unavoidably suffering from the serious light-induced degradation (LID) of
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efficiency under the sunlight due to boron—oxygen defects, further decreasing the
cost-effectiveness of this material.

In this chapter, the major topics in the science and engineering of CZ silicon
crystal growth technology are first discussed, including crystal puller, hot field,
thermal control, melt flow, and so on. Then, the impurity incorporation and novel
CZ silicon crystal growth techniques are presented. The impurity incorporation is
mainly concerning oxygen contamination, which cause the generation of electrically
recombination active defects. The novel CZ techniques aim at the control of oxygen
level and the low cost of crystal growth. Finally, it will focus on the crystal growth of
germanium (Ge)-doped CZ silicon for impurity engineering.

Fundamentals of CZ Silicon Crystal Puller
Crystal Puller

A typical CZ silicon crystal puller is shown in Fig. 1. It mainly consists of an
air-tight, water-cooled growth chamber and a crystal harvesting chamber. An
optional isolation gate valve is placed between the growth and harvesting chambers
for the crystal transferring. The growth chamber is usually made of stainless steel.

Fig. 1 A CZ silicon crystal
puller
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Fig. 2 A graphite heater used
in a CZ silicon crystal puller

The most important component in the growth chamber is the hot field, which
includes a heater and a graphite cup. The graphite cup is used to support a quartz
crucible that contains polysilicon charges. During crystal growth, the puller chamber
is purged with an inert gas like argon or nitrogen with a reduced pressure. The
purging gas flows from the top to the bottom of the puller, which can effectively
remove the evaporated SiO particles and CO gas from the melt surface. The graphite
cup is put on a graphite pedestal which is rotatable. The seed used for the single
crystal growth is held by a seed holder which is controlled to rotate in the opposition
direction of the graphite pedestal rotation.

The heater is made of molded graphite cylinders, which have a higher density and
smoother surfaces. Slots are cut out of the cylinder to form a zigzag conductive path
as shown in Fig. 2. The cross-section area of the conductive paths is usually kept
constant in order to obtain a uniform radial temperature distribution. Arcing in the
furnace using a RF coil heater can effectively be avoided by the highly conductive
graphite. The typical voltage between two terminals of a heater is less than 100 volts
(DC). The height to the diameter ratio of a heater is an important parameter that
affects the temperature profile in the furnace, which is usually in the range of 1-1.4.
A small ratio can cause a large value of temperature gradient along the crystal growth
direction. Changing the cross-section area of the conductive paths can also be used to
modify the temperature gradient at some positions in the crucible.

The graphite cup usually consists of two parts. One is a shallow and thick graphite
dish at the bottom and the other is a graphite cylinder on the graphite dish. The thick
bottom is for the purpose of thermal insulation, which can insure a positive temper-
ature gradient for the solidification of melt from the bottom. It is known that the
volume of silicon will expand approximately 9% by solidification. After crystal
growth, the melt silicon remaining in the crucible will expand in volume during
solidification and therefore can make the graphite cup break. In order to avoid this
phenomenon, the graphite cylinder on the graphite dish has a slit in the sidewall to
compensate the expanding of silicon phase change and crucible.
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Fig. 3 A quartz crucible for
CZ silicon crystal growth

However, it should be noted that the graphite usually contains certain concentra-
tion of iron in ppm, which can diffuse into the crystal and decrease the minority
carrier lifetime. The iron concentration in the crystal is strongly dependent on the
iron content in the hot field graphite. To reduce the iron contamination from the
graphite, the technology of coating protective layers can be used, including an initial
protective layer of silicon carbide and a second protective layer of silicon by the
chemical vapor deposition process. The coating layers can cause a barrier for the iron
diffusion by sealing the graphite surface. Meanwhile, the silicon coating layer can
also work as a gettering center for iron and form stable iron silicide phases.
Experimental study has been performed to evaluate the impact of graphite furnace
parts on radial impurity distributions for the crystals. When silicon carbide-coated
graphite is used, the minority carrier lifetime of CZ silicon crystal gets significantly
improved, as a result of the silicon carbide film acting as an effective seal against iron
diffusion from the graphite parts. Further experiments have evaluated the iron
contamination of silicon wafers in different graphite heaters. It is found that the
wafers exposed to silicon carbide-coated graphite have higher iron concentrations
than to the graphite coated with silicon and silicon carbide (O’Mara et al. 2007).

The crucible used for CZ silicon crystal growth is made of high purity fused
quartz, as shown in Fig. 3. The quartz usually softens at 1,670 °C and fuses at
1,800 °C. Two types of quartz crucibles are commercially used nowadays. One is
transparent and bubble-free, made of completely fused quartz. The other is opaque,
made of partially fused quartz. However, the inner surfaces of the opaque crucibles
are fused by fire-polishing and are also smooth. Both types of crucibles are made of
semiconductor-grade quartz and have no significant difference on impurity contents
in crystals. The crucible bottom profile and its aspect ratio can affect the convection
flow pattern of the melt. The crucibles with semi-flat bottom can produce a better
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radial resistivity in the crystals. During crystal growth at high temperatures, the
devitrification of silica forms crystobalite, which is often detached from the crucible
surface and cause structural defects in the crystals. Therefore, a dense barium
silicate-coated layer on the crucible inner walls is necessary since barium oxide is
a good devitrification promoter that helps forming a uniform dissolution layer on the
crucible inner surface during crystal growth. Nevertheless, the CZ silicon crystal
grown in these crucibles unavoidably contains a substantial amount of interstitial
oxygen impurity since oxygen is inherently present in the crucible material.

Recently, silicon nitride-based crucibles are attractive because of the absence of
oxygen. For such crucibles, the pressed SizN4 or carbon crucibles are used as sub-
strates, and meanwhile, a pure Si;N, film without cracks is deposited on the substrates
by chemical vapor deposition. However, it is found that silicon nitride performs well as
a crucible material during a short time since silicon melt does not wet the silicon nitride
crucible. It is attributed to the protective silicon dioxide films on the surface of the
nitride. Late on, the silicon melt can penetrate into the silicon nitride matrix and finally
leads to the decomposition of the crucible. The decomposition of silicon nitride follows
the reaction: SisN4 = 3 Si+ 2 N,. Experimental results have shown that the CZ silicon
crystals grown from silicon nitride crucibles contain the oxygen concentration below
2 x 10'® atoms/cm®. However, a nitrogen concentration of 4 x 10'> atoms/cm’in the
CZ silicon is found (Watanabe et al. 1981).

Aluminum oxide is another choice for crucible material. However, the dissolution
of the aluminum oxide material releases aluminum impurities into the silicon melt,
which can be incorporated into the silicon crystal by segregation effect. Since
aluminum is a p-type dopant material for silicon, the incorporation of aluminum
impurities may lead to unexpected deviation of dopant concentration in the as-grown
silicon.

During silicon growth, silicon monoxide (SiO) will be formed due to the reaction
of melt silicon and oxygen dissolved from the crucible into the melt. It is very
important to remove SiO gas and particles from the chamber since too much
deposition of SiO particles on cooler surfaces, such as the chamber wall, crucible
inner wall, and ingot surface, could cause serious problems when the particles fall
down to the melt. The dislocations or grain boundaries will generate and make
structure integrity lost if the particles get into the growing crystal. By applying a
cone structure component on the crucible, the argon flow rate and its path can be
tailed to resolve this problem. Both molybdenum (Mo) and graphite with coating
have been considered for the cone material. Figure 4 shows the photographs of both
cones. With the cone, the argon flow consumption could be significantly reduced.
The major reason is that the flow space between the cone and the melt is small and
the argon flow across the melt surface becomes faster. Accordingly, the removal of
SiO from the melt surface is more effective. With the cone, near the melt surface, no
flow circulation is found, which is believed to be useful for reducing the falling-back
of SiO particles from the upper cooler surfaces. Nevertheless, the upper part of the
cone still has significant SiO deposition. With the top-wall insulation or a composite
cone, the deposition is reduced and its position is higher due to the increase of cone
temperature. Besides the argon consumption, the original argon flow path has to run
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Fig. 4 Photographs of the molybdenum (a) and the graphite (b) cones

through the graphite heater and SiO reacts with graphite forming silicon carbide.
This deteriorates the heater and shortens heater’s lifetime. The same is true for
graphic susceptor. By redirecting argon to the side insulation, it is found that the
heater lifetime, as well as that of the graphite susceptor, could be significantly
elongated. The heater lifetime can be increased to about 4,500 h from the original
lifetime of 3,000 h. The lifetime of the graphite crucible (susceptor) is increased to
1,500 h, which is almost double that of the original one (880 h). As argon is
redirected to the side wall, the deposition of SiO on the heater is significantly
reduced after crystal growth, and the grown crystal surface is very shining, without
any surface oxidation. If the cone is not used, the colorful oxidation rings generally
appear on the crystal surface. Furthermore, with the cone, the melt leftover in the
crucible could be significantly reduced because silicon remains molten near the end
of the growth easily due to the less radiation heat loss. As a result, the wastage of
material is reduced significantly.

Pulling Procedure

The basic process of CZ silicon crystal pulling procedure is schematically shown in
Fig. 5. Polycrystalline silicon raw materials are melted in the crucible under the inert gas
protection. The inert gas has to flow permanently downwards through the pulling
chamber to carry off the reaction by-products from melt. After the polycrystalline silicon
is completely molten, the temperature of the melt will continue to rise for a short time
due to the fusion heat transmission. In order to suppress the thermal shocking, the heater
power is reduced to about the value which is needed for the crystal growth shortly before
completely melting. For crystal growth, the whole furnace should be in thermal equi-
librium. There is no further temperature variation at any point of the furnace. In this case,
the supply and release of heat are in equilibrium. The heating can be controlled by
measuring the temperature at a suitable position by a thermal couple. The empirical
method is to dip the seed and observe its melting behavior.

After the silicon melt is thermally stable, the seed is dipped into the melt. When
the seed starts to melt, the temperature is tuned down slightly. The seed is then
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Fig. 5 A schematic of a CZ i
silicon crystal growth I pulling
seed
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quartz crucible silicon melt

withdrawn from the melt so that it begins to grow but no increase in its diameter. By
applying the Dash necking technology, the dislocations in the seed can be elimi-
nated. For the dislocation elimination, the neck diameter needs to be reduced to
2-5 mm, and meanwhile the growth velocity is usually raised to ~6 mm/min. After
the neck reach a few centimeters in length by combining growth velocity and crystal
diameter, the crystal becomes dislocation-free. Afterwards, the pulling rate of crystal
needs to be reduced and the diameter of the crystal can be enlarged until it reaches
the desired value. The transition part between the seed end and the silicon cylinder
has a shape of cone, which is usually called the seed cone. Once the desired diameter
is about to achieve, the pulling rate of crystal needs to be increased rapidly. In this
case, the crystal can start to grow with the required diameter. Usually, the growth of
the crystal cylindrical part is automatically controlled. The crystal radius at the solid/
melt interface is the most important. The usual way is optical capturing of the
meniscus shape, typically by detecting the bright meniscus ring. Optical imaging
of the bright meniscus ring, which results from reflections of light emitted by the
heaters, is an important measuring technique for CZ silicon crystal growth. It should
be noted that the measured object is the diameter of the meniscus at a certain height,
not the crystal diameter at the three-phase boundary. When the crystal radius begins
to decrease the meniscus height will increase first. This means that the measured
diameter of the bright meniscus ring will increase, which might result in incorrect
reactions of the controller if it is not adapted to this behavior. The pulling rate of
crystal growth should be reduced towards the bottom end of the crystal with the melt
surface lowering, which is caused by the increase of heat radiation from the crucible
wall. Meanwhile, the removal of the heat of crystallization is more difficult and the
crystal growth needs more time. After the crystal cylinder is finished, the crystal
diameter has to be reduced gradually to a small size and an end-cone is formed. For
this purpose, the pulling rate is raised and the crystal diameter decreases. When the
diameter is small enough, the crystal can be separated from the melt without
dislocation generation. Noted that the withdrawal of the crystal from the melt surface
cannot be very fast, otherwise the thermal shocking would cause plastic deformation
in the lower part of the crystal. After finishing the growth of whole crystal, some
silicon melt has to be remained in the crucible. This is because the high surface
tension of liquid silicon makes it difficult to empty the crucible completely. The melt
tends to diminish this surface and therefore flows away from the crystal.
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Additionally, the melt residues contain high concentration of impurities, which will
be harmful for the crystal quality.

Dislocation-Free Growth

The seeds used for the growth of CZ silicon crystals are seldom dislocation-free. The
thermal shocking dislocations have to be generated when the seed is dipped into the
melt. Meanwhile, the strain that occurs as a result of different cooling rates between the
inner and outer parts of the crystal is also one cause for dislocation generation. These
dislocations will be propagated at high temperatures, or move into the grown crystal,
which is more pronounced in the large diameter crystals. During the dislocation
movement, the dislocations are not only movable in their glide planes, but also can
spread into adjacent glide planes by cross slip, multiplication processes, and climb.

The dislocations in silicon crystals with diamond structure are preferable to
propagate in a {111} plane. When a silicon crystal is pulled in a [100] direction,
all {111} planes are oblique to the pull axis. Therefore, all the dislocations with
Burgers vectors of (a/2) [110] will grow out and terminate at the crystal surface
provided that the crystal diameter is reduced to a small value and no new dislocations
are generated at the interface. This principle is first utilized by Dash to eliminate all
the dislocations during the seeding process, which are called “Dash necking tech-
nology.” Nowadays, the Dash necking technology has been widely used in the
crystal growth of CZ silicon. Figure 6 shows the basic process of Dash necking in
the practical application. One need first melt back the seed to remove surface
damages and to create a clean substrate surface. Then, a higher pull rates up to
6 mm/min is needed for the growth of the neck with a small diameter. This can allow
the dislocations to emerge and terminate at the ingot surface and let the dislocations
propagate behind the growth interface so that they will be eliminated by pairing or
bending to form complete loops. Meanwhile, the temperature gradients for the neck
growth must be controlled to keep the facet growing in the flat interface, which can
provide thermal requirements for the two-dimensional growth with less thermal
stress.

T C—

Fig. 6 (a) Seed melting back in the molten silicon, (b) fast pulling to reduce the crystal diameter to
implement the Dash process
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Fig. 7 A sketch of side facets (111)
in a [100] CZ silicon crystal

without dislocations / \

Generally, the dislocation generation is difficult to occur during the CZ silicon
crystal growth if the growth parameters are stable. However, if a first dislocation is
formed, it will multiply rapidly and move into the crystal. This will result in that the
whole cross section at this position and a considerable part of the grown crystal are
dislocated. The length of dislocated part is approximately equal to the diameter of
CZ silicon crystal. It is important to recognize whether or not the dislocations are
generated for the growing crystal, which can save the cost of crystal growth. The
growth of dislocation-free crystal requires the existence of singular or faceted
surfaces at the interface for two-dimensional nucleation. In a [100] CZ silicon
crystal, four side-facets that are 90° apart are present in the interface. The facets
form four ridges that are uninterrupted from the top to the side surface of the ingot, as
shown by Fig. 7. The side facets in a [100] CZ silicon crystal are usually the {111}
planes, which are 54.5° from the melt surface. The facets protrude beyond the
circular circumference of the crystal. Thus, these four facets can be clearly identified
in the meniscus during the crystal growth and the reflect light that irradiates from the
heater through the crucible with a greater intensity than the nonfaceted regions. If
one or more facets are not present at the interface, the dislocations must be generated
in the CZ silicon crystal.

Thermal Control

The crystal growth of CZ silicon is a phase transition from liquid to solid with the
decrease of melt temperature, which corresponds to a decrease in entropy and Gibbs
free energy. At the silicon melting temperature, the liquid and solid phases can
co-exist in equilibrium, which have the same Gibbs free energies. When the melt is
cooled below the melting point for crystal growth, the variation in Gibbs free energy
is directly proportional to the undercooling (AT'). Therefore, the undercooling can be
considered as the only driving force for phase transition and determine the crystal
growth rate.
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Fig. 8 A heat flow pattern in
the furnace during crystal
pulling

For the practical CZ silicon crystal growth, thermal insulation is usually applied at
the bottom of the crucible and outside surfaces of the heater, which causes vertical
and radial temperature gradients in the melt. The lowest temperature part of the melt
is located at the center of the melt surface. For crystal growth, the melt temperature
needs to be reduced so that the center of the melt surface reaches the melting point.
At this moment, the seed can be dipped into the melt and initiate the crystal pulling
by further lowering the melt temperature. Once the crystallization occurs on the seed,
it can be gradually withdrawn from the melt and grows as an ingot. The crystalliza-
tion of molten silicon is accompanied by generating the latent heat of solidification.
The latent heat needs to be removed because it can suppress the further solidification
of molten silicon. The latent heat is usually dissipated into the crystal by thermal
conduction and then released to the ambient through thermal radiation and
convection.

Under equilibrium state, the heat input to the whole system should be equal to the
heat output, as shown by Fig. 8. The heat input consists of heat supply by the heater
(On) and latent heat (Qy ) of solidification. The heat output consists of heat loss from
the melt (Oy) and heat loss from the crystal (Q.). Heat loss of the melt occurs
primarily from its free surface to the ambient gas and from the melt/crystal interface
to the crystal. The latent heat generated at the interface mainly dissipates to the
crystal by conduction. The heat transfer behavior through the crystal/melt interface is
a critical parameter to determine the crystal growth rate and crystal perfection, which

can be expressed as,
dr dr opv
=) - —) == 1
Gs(dx)s " (dx>L A @

where o, and o, are the thermal conductivity of silicon crystal and melt, respectively,
v is the crystal pull rate in the unit of mass per unit time, A4 is the area of the
solid-liquid interface, and (%)S and (%) , are the vertical temperature gradient in the

solid and liquid silicon, respectively. The Eq. (1) suggests that the pull rate of CZ

silicon crystal is determined by the two variables (4) and (4), . Note that the value
of (%) , cannot be negative, or else the solidification could occur below the

solid—melt interface and interrupt the growth of a single crystal. When (%) L8
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equal to zero, the growth rate of CZ silicon reaches a maximum value, which is
directly proportional to (4F) .
Theoretically, the value of (4F) = can be evaluated by the following differential

equation (Runyan 1965):

T

- —_BT* 2

2 (2)
where B = ?—R‘ Here e is the thermal emissivity, o, the radiation constant, o, the

conduction constant, and R the radius of the crystal. The ratio of radiation to
conduction heat loss (Z_Z) is referred as the emission power of the ingot and is a
constant for a given material. The Eq. (2) can be solved under the boundary
conditions in which one end of the crystal is at the melting point and the other end
is at zero, as expressed below,

dr 5
(—) = CB'T;, 3)
dx )

5
where T3, is the melt temperature of the crystal and C is a constant. It can be seen that
the magnitude of (%)S depends only upon the emission power of the ingot. If

assuming (%), = 0, the maximum growth rate can be calculated by

1

CA (26,6,¢T°\?

Vmax - = ( - m) (4)
Oor R

The interface shape can be qualitatively predicted by considering whether there is
any deviation from the heat balance at the interface. When the heat dissipation term

(as (g)s) is greater than the receiving term (GL (4h), + %) in the Eq. (1), the

interface shape will become convex toward the melt. The interface shape will
become concave if the heat dissipation term is smaller than the receiving term.
When the crystal pull rate and axial temperature gradient in the melt are constant,
the rate of heat receiving will be constant. However, the rate of heat dissipation will
be progressively reduced as the crystal length increases. Therefore, the interface
shape will change during the course of the crystal growth process.

Melt Flow in Crucible

The convection in the silicon melt can be classified into two categories. One is
related to temperature gradients, and the other is related to the movements of crystal
and crucible. The silicon melt flow is barely visible because of the metallic character
of the melt (nontransparent, low emissivity). To make such flow visible, a melt of
transparent CaF, with the same melting point as silicon is sometimes used. Due to
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Fig. 9 Patterns of melt convection in the crucible during CZ silicon crystal growth

the temperature differences in the melt, the emission of light occurs at distinctly
different intensities and thus the flow pattern can be easily seen.

The large temperature differences lead to considerable differences in the density
of the silicon melt. Due to the low viscosity of the silicon melt, the buoyant force
causes strong convection currents develop, as shown in Fig. 9a. Meanwhile, since
the surface tension is associated with melt temperature, it will cause the Marangoni
convection or the thermocapillary convection, as shown in Fig. 9b. The basic flow
pattern is determined by the crucible geometry, melt height, and thermal boundary
conditions. The driving force for the melt flowing can be represented by Grash of
number (Gr) (Carruthers et al. 1977),

Gr = gfATmL? /v, &)

where g is the gravity acceleration, f is the melt thermal expansion coefficient, ATm
the temperature difference in the melt over a specific length (L), and v, the kinematic
viscosity of the silicon melt. The thermal convection of the melt is suppressed by
decreasing the value of Gr. In the CZ silicon crystal growth process, heat is supplied
to the crucible laterally by the heater, and the temperature difference between the
periphery and the center regions of the melt (AT,,,) becomes larger than the
difference between the surface and bottom of the melt. Thus, a large-diameter
crucible will cause a strong thermal convection according to the dependence of Gr
on L in Eq. (5). During the crystal growth, the forced convection will be caused by
crystal pulling, crystal rotation, and crucible rotation, as shown in Fig. 9c—e. The
crystal rotation plays like a pump, which makes the melt move upward and radially
outward near the surface. The crucible rotation brings about melt convection from
the crucible wall toward the center, which can reduce the thermal asymmetry and
decrease the thickness of the growth interface diffusion boundary layer. The degree
of melt convention can be expressed by Reynolds number (Re),

Re = wR? /vy (6)
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where R is the crystal radius. The thermal convection is dominant in the melt for a
low value, while the forced convection becomes dominant for a high value. The
critical ratio for the melt flow changing from thermal convection dominance to
forced convection dominance is on the order of ten. Here, it should be mentioned
that the melt convections can accelerate temperature variations in the melt, which
usually causes the re-melting and super cooling at the growth interface, and therefore
might introduce crystal disorder and inhomogeneous impurity distribution.

In practical CZ crystal growth, the convections caused by different reasons are
mixed with each other, and the melt flow becomes more complex. With the crystal
growing, the melt level and the length of the grown crystal are changed, which
significantly affects the melt flow. For a deep melt, the forced convection caused by
crystal rotation affects only the upper region of the melt in the crucible and the rest is
controlled by thermal convection. For a shallow melt, the forced convection affects
the whole melt in the crucible, and the vertical flow extends from the crucible bottom
to the melt surface.

Incorporation of Impurities

Generally speaking, impurities in silicon crystal can be classified as two categories:
dopants and contaminants. Dopants are intentionally incorporated to modulate the
resistivity of silicon crystal, while contaminants are unintentionally incorporated.
The incorporation of impurities into silicon crystal during growth is mainly deter-
mined by segregation effect. As a result, during silicon crystal growth, impurities are
mainly segregated along the axial direction, which can be described by the normal
freezing equation.

Segregation Theory

A true equilibrium system means that impurity distributions in both melt and crystal
are uniform, without concentration gradients in each phase. The impurity segrega-
tion effect in CZ silicon can be defined by the impurity concentration ratio of the
solid and melt silicon. It can be described by the equilibrium segregation coefficient,
ke, as

ko =g

(N
where C; is the impurity concentration in the crystal silicon at the crystal/melt
interface and C; the impurity concentration in the melt silicon. The impurity
concentrations in the solid and melt silicon can be obtained by the binary phase
diagrams of impurity-silicon systems. Table 1 shows the equilibrium segregation
coefficients k., of various impurities in silicon (Hull 1999). Note that among all the
impurities, oxygen is the unique element which has a segregation coefficient of
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Table 1 Equilibrium segregation coefficients of main impurities in silicon

B 0.8 o 1.25 Fe 8§ x107°
Al 0.002 C 0.07 Ni 8§ x107°
Ga 0.008 N 0.0007 Au 25%x107°
In 0.0004 Sn 0.016 Zn 0.001

P 0.35 Cu 0.0004 Mn 1 x107°
As 0.8 Cd 1 x107¢ Li 0.01

Sb 0.023 Ti 3.6 x 107 Ag 1x107°
Ge 0.56 Cr 1.1 x107°

larger than 1.0. Furthermore, our recent work has clarified that the segregation
coefficient of germanium in silicon should be 0.56 (Wang et al. 2011), instead of
0.33 which was generally accepted.

According to the phase diagram, the equilibrium segregation of impurities must
be dependent on their solubility in silicon. However, the impurity solubility is
strongly influenced by their atom sizes. With an increase of impurity atom sizes,
their solubility in silicon usually decreases. Therefore, the large impurity atoms are
generally difficult to incorporate into silicon crystal, causing small equilibrium
segregation coefficients.

In the practical CZ silicon crystal growth, the melt convection should also be
considered for the impurity segregation effect. Usually, an effective segregation
coefficient (k) is used to define the practical segregation behavior of impurities
during silicon crystal growth. It is assumed that there is a boundary layer with the
thickness of ¢ at the crystal/melt interface within which the impurities transport by
diffusion, and meanwhile the impurity concentration in the melt beyond this bound-
ary layer is uniform due to the convection. The effective segregation coefficient can
be written as

1

keﬁ:1+ L71 ex Y
keg P\"D

The value of k.4 depends strongly on 6. In practice, 6 is difficult to estimate,
which depends on the convection strength in the melt silicon. This means that there
is no simple way to predict k.4 It can be noticed that for 6 = 0, k.4 = k., and for
0 = 00, ko= 1. From the Eq. (8), it can also be noted that with an increase of
crystal growth rate, the value of k. increases. Figure 10 shows the effective
segregation coefficients of different impurities as a function of crystal growth rate.
Note that the effective segregation coefficients always tend towards one with an
increase of crystal growth rate. In the practical crystal growth of CZ silicon, the
growth rate is usually less than 1 mm/min, so the effective segregation coefficients of
impurities are close to the equilibrium one, which can be seen in Fig. 10. This allows
us to often predict the impurity distribution in a silicon crystal using the equilibrium
segregation coefficient according to the Eq. (8).

®)
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Fig. 10 Effective impurity 100
segregation coefficients in B//
silicon as a function of crystal [=]
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If assuming that the impurity concentration in the melt is uniform throughout, the
local impurity concentration in the crystal can be given by Cs = k.4C;. The sum of
impurities in the crystal and in the melt should keep constant, which can be written
as,

8
Jnger (1-g)CL=0Co €))
0

where Cj is the start concentration of impurity in the melt silicon as defined above
and g the solidified fraction. Considering Cs = kC; and C;, = C, at g = 0, the
Eq. (9) can be solved to be,

Cy = kogyCo(1 — g)* ™! (10)

This expression is so-called “normal freezing equation” describing the distribu-
tion of impurity concentration along the axial direction of silicon crystal.

Dopant Distribution Inhomogeneity

Figure 11 shows the distribution of impurities with different & along the axial
direction of silicon crystal. For k. < 1, the solidified crystal part contains less of
impurity. This will cause more and more impurity remaining in the melt, so the
impurity concentration in the silicon melt increases with crystal growth proceeding.
For k. > 1, the solidified crystal part contains more impurity and the impurity
concentration in the melt will reduce, which decreases with crystal growth proceed-
ing. It should be noticed that when the value of g is closing to one, the impurity
concentrations in the crystal and melt both go to infinity for k. < 1, and they go to
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zero for k. > 1. For all the dopants, the value of k.4 is smaller than one. The
experimentally obtained results for boron-doping generally fit the calculated ones
well, while in the phosphorus-doping case, the measured resistivity is higher than the
calculated ones due partially to the evaporation of phosphorus during the crystal
growth process. It can be understood that the segregation phenomenon of dopants
causes a low production yield of silicon crystal that meets the resistivity tolerance
required by solar cell producers. This problem becomes even more serious for crystal
growth using a dopant with a smaller segregation coefficient.

Dopant compensation technology can be used to modulate the resistivity distri-
bution along the crystal axial direction. For instance, the resistivity in the tail part of
gallium-doped CZ silicon crystal can be effectively enhanced by phosphorus
codoping. Experimental results have clarified that both majority and minority carrier
mobility in CZ silicon are reduced due to the Ga and P compensation. However, the
reduction of carrier mobility is not as severe as expected by Klaassen’s model (Chen
et al. 2011). The infrared absorption spectra for the compensated CZ samples show
that the Ga- and P-related bands significantly get broadened. A portion of P atoms
are possibly trapped by Ga atoms to form the Ga—P pairs, resulting in the reduction
of carrier scattering centers. The solar cells based on the compensated silicon have
comparable efficiencies with the reference silicon solar cells, implying that the Ga
and P compensation in the level of <10'7/cm® has no problem for its photovoltaic
application (Xiao et al. 2012).

In the CZ crystal growth processes, the changes of the growth parameters like
growth rate and the diffusion boundary layer thickness can result in variations of the
effective segregation coefficient k4 This gives rise to microscopic impurity distri-
bution inhomogeneities at the solid/liquid interface. As a result, the impurity stria-
tions can be found by preferential chemical etching and X-ray topography. The
impurity striation usually shows long-range periodicity. The major causes of stria-
tions are temperature fluctuations near the crystal-melt interface induced by unstable
thermal convection in the melt and crystal rotation in an asymmetric thermal
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Fig. 12 The formation of cross section
impurity striations in a CZ
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environment. The higher thermal gradients and the more pronounced thermal con-
vection are observed in melts with higher melting points. Therefore, the extent of
thermal asymmetry is great and re-melting is common during rotation and pulling of
a silicon crystal because of the high melting point of silicon. With high thermal
asymmetry in a crystal growth system, the microscopic growth rate will assume
negative values with each rotation cycle, which causes more or less partial
re-melting. Consequently, rotational striations are caused by localized regions of
decreased microscopic growth rate, which result in a decreased concentration for
impurities with an equilibrium segregation coefficient ky < 1. Accordingly, the
periodicity d,, of rotational striations is given by v/w.

Figure 12 schematically illustrates a CZ silicon crystal cross section containing a
curved crystal-melt interface, which results in inhomogeneities on a slice surface. As
each planar wafer is sliced, it contains different portions of several curved striations,
which are referred to as swirl. Radial impurity concentration gradients are known to
affect the local electrical properties of solar cells. Therefore, it is important to
minimize radial fluctuations in dopant concentration for high performance solar cells.

Oxygen Impurity

Oxygen is one of the main impurities in silicon crystals for solar cells, which
originates from the contamination of silica crucibles. During silicon crystal growth,
the melt will interact with silica crucibles to form SiO. Most of SiO will come to the
melt surface to evaporate as gas and only a small portion of SiO remains in the melt,
which finally are segregated into silicon crystal. The concentrations of oxygen in CZ
silicon are about ~10'®/cm®. They generally stay at the interstitial sites to form
covalent bonds with two silicon atoms and therefore are electrically neutral. How-
ever, the interstitial oxygen in silicon can form various microdefects, giving detri-
mental influence on the performance of solar cells. The diffusion rate of oxygen in
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silicon is determined by its existence forms. An oxygen dimer diffuses much more
rapidly than an interstitial oxygen (O;). Oxygen atoms can form thermal donors
(TDs) by annealing CZ silicon in the temperature range 300—500 °C (Capper et al.
1977). The generation of thermal donors will result in that the resistivity of n-type
CZ silicon samples decreases, while the resistivity of p-type samples increases. In a
more serious case, the p-type silicon which is the basic material for silicon solar cells
will be transformed into n-type. Obviously, a high concentration of thermal donors
definitely affects the electrical performance of solar cells. The most effective tem-
perature for the formation of thermal donors is 450 °C (Ruiz and Pollack 1978), and
an annealing at 650 °C for 30 min can remove grown-in thermal donors formed
during crystal growth. The experiments have verified that the generation rate of
thermal donors in the beginning is proportional to the oxygen concentrations to the
fourth power and their maximum concentration is proportional to the oxygen
concentration to the third power (Londos et al. 1993). Furthermore, the existence
of other impurities can significantly affect their formation, e.g., their formation is
suppressed by nitrogen and carbon, but is enhanced by hydrogen.

Oxygen in silicon can also induce another kind of donors, so-called “new
donors,” whose formation temperature is in the range of 550-850 °C, but their
formation needs a relatively long time, above 10 h (Gaworzewski and Schmalz
1983). For the crystal growth of silicon used for solar cells, the 550—850 °C period of
its thermal history is much short than 10 h, so new donors cannot have enough time
to form. Therefore, the new donor effect has never been seriously considered in
photovoltaic industry.

Since oxygen exists as super-saturation states in silicon crystal, some interstitial
oxygen atoms can form precipitates in a wide temperature range while silicon is
annealed. In general, oxygen precipitates consist of amorphous or crystalline SiO,
(x < 2) with a volume ¥ which is 1.25 times larger than the silicon atomic volume in
the lattice. Accordingly, the process of oxygen precipitation is accompanied with the
emission of considerable self-interstitial atoms, forming extended defects such as
dislocation loops or stacking faults. For the silicon crystal used for solar cells, the
formation of grown-in oxygen precipitates during crystal growth is very important,
due to the thermal history. It can cause different behaviors of subsequent oxygen
precipitation for the wafers cut from the different crystals with equal initial oxygen
concentrations and subjected to the same heat treatments. The thermal history is
generally understood as the in situ annealing silicon crystals after solidification.

On the other hand, carbon is often found as an impurity in silicon crystal used for
solar cells in amounts varying with the growth techniques. In photovoltaic CZ
silicon, the carbon concentrations are in general ~10'7 cm ™. The carbon atoms in
crystalline silicon usually occupy the substitutional sites, as labeled C,. It can easily
form C-O complexes with oxygen, which can become the heterogeneous nucleation
sites for oxygen precipitates and promote their formation. Experiments have clarified
that carbon in silicon can enhance oxygen precipitation during both crystal growth
and following heat treatments.

The electrical properties of solar cell devices are strongly influenced by the
presence of oxygen precipitates in crystalline silicon. They can increase the current
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in reverse-biased p—n junctions and therefore reduce open-circuit voltage of solar
cells (Chakravarti et al. 1982). The leakage current could be related to oxygen
precipitates themselves or their induced dislocations and stacking faults. Further-
more, the formation of oxygen precipitates within the bulk of silicon wafers can affect
both the recombination and the generation lifetimes since they can cause deep energy
levels in band gap and become the recombination centers for minority carriers
(Vanhellemont et al. 1995). Hwang and Schroder (1986) studied the recombination
properties of oxygen-precipitated silicon and found that once interstitial oxygen
precipitated in silicon bulk, the minority carrier recombination lifetime reduced
dramatically, and meanwhile, the degree of lifetime degradation was more pro-
nounced in p-type silicon than in n-type silicon. They believed that the recombination
at oxygen precipitates took place through their interface states. Moreover,
the existence of positive fixed charges in oxygen precipitates will also help
the lifetime degradation in p-type silicon. Experiments have clarified that a high
concentration of initial oxygen will not help the improvement of solar cell efficiency
due to oxygen precipitation during device thermal recycles. The reduction of cell
out-put power and efficiency along with its short-circuit current, fill factor, and open-
circuit voltage could take place with an increase of oxygen precipitates, see Fig. 13
(Chen et al. 2011).

Light-Induced Degradation of CZ Silicon

P-type boron-doped CZ silicon solar cells are suffering a light-induced-degradation
(LID) in efficiency up to 1-2% absolutely, due to a CZ-specific defect formation.
These defects are readily to form once silicon crystal simultaneously contains the
dopant B and the inevitable impurity O incorporated by dissolving of silica crucibles.
The complexes can form in the case of excess carrier injection under light illumina-
tion (Schmidt et al. 1997) or application of forward bias (Hashigami et al. 2002) and
can be fully annealed out at elevated temperatures in dark. However, the recovery
process is reversible and the degradation will take place once again under illumina-
tion. The generation of B-O complexes consists of a fast- and a slow-forming process
(Dhamrin and Saitoh 2003), corresponding to activation energies of about 0.2 and
0.4 eV, respectively. The recovery at elevated temperatures in dark is a thermal
activation process with an activation energy of 1.3 eV (Schmidt and Bothe 2004).
Advanced carrier-lifetime spectroscopic studies have revealed that the slow-forming
defect causes a deep level at £.—0.41 eV with capture cross-section ratio ¢,/c, of
10 and a shallow level at £.—0.15 eV with uncertain o,/5, value, while the fast-
forming defect is also a deep center with energy level lying between £.—0.35 and
E.—0.85 eV and with a much larger 6,/5, of 100 (Rein and Glunz 2003).

Glunz et al. firstly reported that the saturated concentration of B-O complexes
(V) is proportional to the B concentration (Np) in exclusively B-doped Si (Glunz
et al. 1998), but later it was clarified to be dependent on the hole concentration (p)
in B and P compensated Si (Macdonald et al. 2009). However, a recent result
reported by Forster et al. reconfirmed that the proportionality of N, is related to
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N3 in a special B and Ga co-doped silicon crystal, instead of the p, (Monkhorst and
Pack 1976), indicating that the relation between N," and N or Po 1s still controver-
sial. Meanwhile, studies in the three cases above all have shown that the generation
rate constants (Rg.,) of B-O complexes exhibit a dependence on po’, instead of
Po % Ng. Moreover, it has been clarified that the value of N,” is precisely proportional
to the square of O, concentration ([0,]%) (Bosomworth et al. 1970), suggesting that
the oxygen dimers (O,,) are important components of the B-O complexes.
Schmidt and Bothe (2004) and Palmer et al. (2007) (proposed a B,O,; model as
a good explanation of LID behaviors in exclusively B-doped silicon). In this
model, the randomly distributed O,; diffuse quickly by the assistance of excess
carriers towards B, atoms to form recombination centers (Voronkov and Falster
2010). This model will naturally lead to a relation Rg., o< py x Np since the
reaction probability increases with the N, which is not in accordance with the
experimental result that the R,,, actually depends on the Po°. Moreover, Voronkov
and Falster (2010) put forward a B,0,; model in which the positively charged
interstitial boron atoms (B;) are assumed to be captured by the O,; to form latent
centers in as-grown silicon and then the LID occurs via the transformation of latent
centers into recombination centers. However, this model cannot account for the
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occurrence of LID phenomenon in n-type compensated Si which seems to be in the
same nature with the case in p-type silicon. Recently, a new “hybrid” model that
combines the advantages of previous two models is proposed. The latent centers
are first formed by the B, atoms, instead of B; atoms, capturing O,;, and then
transform into the recombination centers (Bosomworth et al. 1970). More impor-
tantly, the combination of temperature and illumination with hydrogen passivation
can permanently deactivate B—O complexes, which is named as regeneration
process. The distinguish between thermal annealing and regeneration process is
dominantly due to the different electronic properties of varied hydrogen charged
species passivating B—O complexes.

Replacing boron by other III group dopants (Al, Ga, In) can effectively avoid the
B-O defect generation during CZ silicon crystal growth. However, Ga has a small
segregation efficient in silicon, which will reduce the effective length of crystal
utilization for the solar cell fabrication. The Al dopant can also form the AI-O
complexes with oxygen and reduce the minority carrier lifetime. It is found that the
open-circuit voltages (U,.), short-circuit currents (I;.), and photo-electrical conver-
sion efficiency of the Al-containing solar cells decrease with the increase of Al
concentrations because of Al-related deep level recombination centers. The average
absolute efficiency of Al-doped silicon solar cells is 0.34% lower than that of Ga-
doped-only cells, even though Al-doped silicon solar cells show no light-induced
efficiency degradation (Yuan et al. 2016). But the Al-doped silicon solar cells are
comparable at the final state to that of normal B-doped silicon solar cells. The
evaporation of indium is rather severe during the CZ silicon crystal growth, which
makes the accurate control of desired resistivity in the crystal difficult. With an
increase of doping concentrations, the electrical activity of indium dopants in silicon
is found to become smaller. Moreover, the In solubility in silicon is very small.
Beyond a critical doping concentration, the cellular growth of indium-doped CZ
silicon crystal generally occurs (Yu et al. 2012).

Oxygen Control

The total oxygen atoms incorporated into a crystal through the crystal-melt interface
are balanced by the oxygen dissolved into the melt through silica crucible dissolution
and the oxygen evaporated from the melt free surface. Therefore, the oxygen
incorporation into a growing silicon crystal involves three diffusion boundary layers
and three interface areas: crucible-melt, melt-ambient, and crystal-melt. The thick-
ness of boundary layers depends on the melt convection flows, while the interface
areas are determined by the melt charge weight, size, and shape of the crucible and
crystal diameter. Under these circumstances, the ratio of the crucible—melt interface
area to the free melt surface area is the primary factor that determines the oxygen
concentration incorporated into CZ silicon. Since the large silica crucibles used in
current CZ growth system are of approximately cylindrical shape, the crucible—melt
interface area constantly decreases during growth as the melt volume decreases,
while the free melt surface area remains unchanged because the crystal diameter is
constant over most of the growth. As a result, the oxygen dissolved into the melt
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through silica crucible dissolution decreases, but the oxygen evaporated from the
melt free surface remains constant during growth. This phenomenon, together with
the segregation coefficient of oxygen, which is larger than one, leads to a gradual
decrease in the oxygen concentration toward the tail end of a CZ crystal. Therefore,
in order to obtain an axially uniform distribution of oxygen, the ratio of oxygen from
crucible dissolution and the evaporated oxygen must be kept constant by controlling
silicon melt flows, usually by controlling crystal/crucible rotation rates.

If the ratio of the crucible-melt interface area to the free melt surface area can be
maintained constant during crystal growth, a more uniform axial oxygen distribution
will be obtained. This has been realized in the crystal growth using a crucible with
truncated cone. However, this method cannot meet the requirement of high produc-
tion throughput. Figure 14 shows the method of double crucible CZ silicon crystal
growth (Shimura and Kimura 1981). A smaller silica crucible is submerged in the
melt held by a larger crucible. This method enables the ratio to remain constant and
in turn may grow a silicon crystal with a uniform axial oxygen distribution at a
desired concentration. However, this method has not been realized yet because of its
complex operating mechanism and expensive cost. More practical solutions to
control oxygen concentration are the continuous CZ crystal growth or magnetic
field assisted crystal growth technique.

Novel CZ Silicon Crystal Growth
Magnetic Field Assisted Growth
The electrical conductivity of silicon increases with the temperatures. The conduc-

tivity of silicon increases to 12,300 ohm ' cm ™' when it transforms into a molten
state at its melting temperature. This number is within the same range of conductivity
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values for many metals. Electrically, the molten silicon can be considered as a metal.
Since the molten silicon flows in the crucible due to the thermal-driven convection,
the application of a magnetic field into the silicon melt can cause a force that retards
its flow (i.e., Lenz law). An increase in the melt viscosity brings about suppression of
the thermal convection and results in a decrease in temperature fluctuations at the
growth interface.

Silicon crystal growth by the magnetic-field applied CZ (MCZ) method was
reported for the first time in 1980s (Hoshi et al. 1980). Various types of magnetic
field configurations have been developed. The direction of magnetic field can be
perpendicular (horizontal or transverse) or parallel (vertical or axial) to the growth
axis, which are referred to as HMCZ and VMCZ, respectively (Shimura 1989).
Figure 15a, b shows the magnetic flux lines for VMCZ and HMCZ cases. A vertical
magnetic field can be applied to the melt, by surrounding the growth chamber with a
solenoid coil, and is much easier and less costly than a horizontal magnetic field,
which requires heavy electromagnets. Moreover, a magnetic field parallel to the
crystal growth axis offers the advantage that the axial symmetry of the configuration
is not disturbed, thus minimizing azimuthal variations in the crystal.

From a practical point of view, the HMCZ method seems to be more successful
than the VMCZ in growing high-quality silicon crystal with both an axial and radial
uniformity of oxygen at a desired level. By applying a horizontal magnetic field
larger than a critical value, the surface vibration of silicon melt can be eliminated and
the temperature fluctuations in a silicon melt close to the surface are be suppressed
(Ohwa et al. 1986). Temperature fluctuations of about 1-2 °C usually appear in the
melt at zero magnetic field, and as the field increases, the fluctuations can be
decreased to less than 0.1 °C. This is attributed to the reduced vibration of the
melt surface due to the suppression of thermal convection. Since a magnetic field
suppresses thermal convection, the temperature depth profile in the melt is signifi-
cantly affected by applying a magnetic field. It has been known that the horizontal
and vertical magnetic fields influence temperature profiles differently. The radial
temperature gradient and the average melt temperature increase with application of a
vertical field, while they decrease with a horizontal magnetic field. It has been
observed that HMCZ silicon can be grown at a rate about twice the usual rate at
zero magnetic field, which is attributed to the larger temperature gradients in a
growing crystal and smaller temperature gradients in the melt. The value of
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HMCZ silicon lies in its high quality and controlled oxygen concentration over a
wide range. Experimental results have suggested that a horizontal magnetic field is
effective in reducing growth striations, particularly nonrotational striations. The
oxygen concentration in silicon can be controlled in the range of 5-25 ppma by
HMCZ method (Hoshi et al. 1985).

CZ silicon crystal growth in the presence of an axially symmetric cusp mag-
netic field was reported for the first time by Hirata and Hoshikawa (1989). The free
surface of the melt is centered between two superconducting coils. In this way, the
oxygen concentration was successfully controlled from 1.0 x 10" to
2.0 x 10'7 atoms/cm’, while keeping the crystal rotation rate at 30 rpm and
crucible rotation rate at —10 rpm. Both the oxygen and dopant concentrations
were homogenized by the presence of the magnetic field. The controllability of
oxygen concentration is due to the advantageous characteristics of the cusp
magnetic field to realize localized control of thermal convection at the
melt—crucible interface, independent of that at the melt free surface. Good crystal
homogeneity results because there is no need to change the crystal and crucible
rotations adequately to control the oxygen concentration, in contrast to the previ-
ous use of a transverse or vertical magnetic field in which extreme changes in the
crucible or crystal rotation rate are required.

The MCZ technology can achieve the possibility of a high pulling rate and easy
control of oxygen transfer, but it has some disadvantages, such as an inconvenient
apparatus and its limitation on process variability.

Continuous Growth

Several schemes have been proposed to make the CZ growth process continuous and
keep the silicon melt height constant by continuously recharging the melt externally.
In such processes, the buoyancy effects can be reduced significantly by maintaining
a shallow layer of the melt region. By keeping the melt height fixed, many kinds of
inhomogeneities, unsteady kinetics, and instabilities can be suppressed. The oxygen
impurity will also be decreased, since the wetted surface area will remain at a
constant location. By continuously charging the melt, the crystal quality can be
tightly controlled; the dopants can be added continuously to the desired concentra-
tion levels.

The conventional CZ crystal growth has the following pitfalls: (a) It consumes
one quartz crucible per run since the crucible cracks during cooling off the furnace
for crystal harvesting, (b) it produces crystals with a large difference in doping
concentration between the seed and tang ends of ingots, and (c) it requires a long
machine idle time to dismantle and set-up of furnace for each crystal growth run.
These pitfalls can be reduced or eliminated if the crystal growth is converted to a
semi-continuous or continuous process. These new processes are particularly appeal-
ing to the photovoltaic industry. It requires low cost silicon wafers for the fabrication
of terrestrial solar cells. The semi-continuous process can use a conventional CZ
puller. However, a gate valve is required between the growth and harvesting
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chambers. Figure 16 schematically shows the operational procedure for multiple CZ
silicon crystal growth. The growth of the first ingot by this process is identical to that
by the batch process. After the grown ingot is separated from the melt and raised to
the harvest chamber, the melt should be kept molten and the gate valve is closed. The
crystal is then removed from the puller and is replaced with a polysilicon charge.
After a few minutes of purging, the gate valve can be open and the re-charged
polysilicon is loaded into the crucible. After the recharging of the crucible with the
polysilicon, the growth of the second ingot can be initiated. The process can continue
to alternate growth and recharging for several times from a single crucible without
cooling the furnace. Another recharge system was developed which transforms
standard CZ growth into a semi-continuous process. Now when the charge is
depleted, the crucible can be refilled in situ as the grown ingot is being removed
from the furnace. The continuous growth process of CZ silicon crystal has many
advantages, such as significant cost reduction, increased yield, increased throughput,
reduced energy consumption, improved process capability, reduced material han-
dling requirements, and reduced labor. The recharge system also enables the use of
granular silicon, which requires less than 30% of the energy required when
manufacturing silicon-starting materials.

Several methods have been developed for the recharging of the polysilicon.
Lane and Kachare used a long polysilicon rod which was about a one-half section
of the U-shaped polysilicon rod harvested from a Siemens reactor (Lane and
Kachare 1980). The polysilicon rod is attached to the recharging mechanism
which they are added to the puller. The recharging mechanism was incorporated
with a weighting device so that the amount of each recharging from this rod could
be controlled. Helda et al. (1985) used a charge container to hold the preweighed
polysilicon cylinders. The dopant can be placed between two poly cylinders for
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addition into the melt. The bottom of the container consists of heat deformable
support members. At low temperatures, the support members rigidly hold the
polysilicon cylinders in the container. When the container is lowered to about
1-2 inches above the melt, the heat of the furnace and the weight of the polysilicon
force the support member to deform. This opens the bottom of the container and
allows the polysilicon to descend into the crucible. During the melting of the
polysilicon, the container is gradually withdrawn from the furnace and removed
from the puller. One concern about the recharging technique is increase of impu-
rity concentration in the melts with the number of recharging. The impurity
concentrations can be calculated by the repeated application of Eq. (9). At the

beginning of the nth pull, the concentration of impurity in the melt [C]; can be
expressed as

[Cl7 = [ClyP" " + [Clog(P" 2 + P ...+ 1)

=[Cl{P" " +g[(P' = 1)/(P- D]} (11)

where P = (1 — g)*. If ky << 1, then P ~ 1 and Eq. (9) can be approximated by,

[Cl} = [Clp[1 + ng(1 — g)] (12)

Thus, this impurity buildup in the residual melt may limit multiple growth of
high-quality CZ crystals.

Continuous Czochralski growth of silicon crystals has been developed by
Lorenzini et al. (1977). The puller that they used is schematically shown in
Fig. 17. This continuous crystal puller consists of two separated furnaces connected
by a continuous liquid feed quartz tube. One furnace is for crystal pulling and the
other for the melting of polysilicon. The silicon melt is transferred by siphon action.
The crucible in the growth chamber contains a quartz baffle which dampens the melt
vibration caused by the melt feeding. The melt is fed at such a rate that a constant
melt level in the growth chamber is maintained. One advantage of this method is the
uniform impurity distribution in the axial direction of the grown crystals. Drawbacks
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of the continuous growth process are the complexities in equipment and processing.
The major process problems are the transfer of the melt from one chamber to another
and the control of equality between the feed and pull rates. A continuous solid feed
system is shown in Fig. 18. This system consists basically of a hopper for storing the
polysilicon raw materials and a vibratory feeder that transfers polysilicon chunks to
the crucible. In the crucible that contains the silicon melt, a quartz baffle may be
required in order to prevent melt turbulence, caused by feeding solid chunks, around
the growth interface.

Square Ingot Growth

Two approaches have been used to grow square silicon ingots from a CZ silicon
puller. One approach is to enhance the formation of natural crystal habits. This
requires a melt with an extremely good radial symmetry and stable temperatures.
Under these conditions, the fast growth portions (or directions) of the ingot will not
be melted back during the crystal rotation and the ingot will maintain a natural
crystal habit. Kuroda et al. (1980) have demonstrated the growth of [100] square
ingots. Continuous seed and crucible rotations both at 10 rpm were applied in
opposite directions. The temperature fluctuation at a given point was kept below
22 °C. They have found that a square ingot was obtained when the temperature
variations along a circular contour in the melt were less than 2 °C and that a circular
ingot was grown when the variations were 10—15 °C. The square ingots exhibited
such a crystal habit that the diagonals of the square were along <100> directions and
four edges of the square were perpendicular to <110>. They have been able to
maintain square cross-sections throughout the length of the ingots. Resistivity
measurements on the wafers showed that the iso-resistivity contours were parallel
to the edges of the wafers.

Another approach is to shape the temperature profile of the melt into a square
configuration. Liaw (1980) used a thermal insulation plate suspended above the melt
surface. The gap between the melt and the plate was approximately 2 cm or less. The
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Fig. 19 The cross-section of
square silicon ingots

center of the plate was cut in a square opening. A single crystal seed was dipped into
the center of melt surface through this opening. During the crown portion of the
crystal growth, a high supercooling was applied to the melt. The high supercooling
forces the crystal to grow faster in <110> direction than in <100>. Thus, the crystal
crown will grow into a square with diagonals in <110> and edges in <100>. Once
the size of the crystal crown was approaching that of the opening, the crystal rotation
was paused in such a way that the four edges of the crystal crown were parallel to the
four sides of the opening. Then the crystal was pulled with a discontinuous rotation
during the growth of main crystal body. Each rotation applied a 90° turn of the
crystal. The purpose of pause rotation was to keep the ingot growing straight since
the temperature of the melt was not perfectly symmetrical with respect to the pull
axis. The time interval between each rotation was determined by the symmetry of the
melt. The poorer symmetry in the melt, the shorter the pause time was needed
between each rotation and the less square would be in the ingot. Figure 19 shows
the cross-section of square ingots grown by this technique.

Germanium-Doped CZ Silicon Crystal Growth
Germanium Doping Method
The doping of Ge in silicon is based on the addition of either high purity Ge raw

material or the high purity SiGe alloy. High purity Ge-containing dopants are very
easy to fabricate, and they are not required to have uniform and small size.
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Ge-containing solid source cannot be powder-like because Ge or SiGe alloy is very
easily oxidized. According to the SiGe binary phase diagram, Ge has unlimited
solubility in silicon melt and a melting point lower than Si. In this sense, if high
purity Ge is applied as the doping source, it will completely melt when silicon raw
materials are all solid, and after the complete transformation from solid silicon to
molten Si, Ge can completely dissolve in silicon solvent, where there will be few
small un-molten Ge particles that may cause imperfection of silicon lattices. As for
SiGe, the melting mechanism is the same as for pure Ge so that it should play the
same role in the crystal growth process of Ge particle-doped CZ (GCZ) silicon.

Germanium Property in Silicon

Ge, as one of the isovalent elements with silicon, usually occupies substitutional
sites in the silicon lattice. Due to its larger radius, Ge can cause a volume expansion
(AVIVs;) of ~4%. It is completely miscible with silicon to form GeSi alloy with any
ratio. Since Ge atoms form bonds with silicon atoms in the lattice, they can cause an
absorption band of 710 cm ™" in the infrared absorption spectrum at room temper-
ature (Niu et al. 2004). The Ge concentrations in CZ silicon can be calculated by the
following formula,

[Ge] =k X lozoamaxwl/z (/Cm3) (13)

where k = 1.211 is the conversion factor, o, the absorption coefficient, and W7,
the band width of half maximum (BWHM).

The segregation of Ge in silicon has been investigated for many years, but the
results are not consistent because of different calculating methods. Trumbore firstly
reported that the segregation coefficient of Ge is 0.33 (Thurmond et al. 1956),
obtained from crystal pulling experiments and an analysis of the Ge-Si phase
diagram. However, the evaluation of Ge concentrations in the silicon melt was
difficult in their experiment, which could cause a big error in the value of the
segregation coefficient. Later on, Rea et al. acquired an effective segregation coef-
ficient of 0.68 by designing an experiment to avoid this error (Rea et al. 1987).
Zhang et al. further clarified that the effective segregation coefficient of Ge in silicon
is 0.69 and the equilibrium segregation coefficient is 0.63 (Zhang et al. 1996). The
Ge equilibrium segregation coefficient has been modified into 0.62 by Niu et al.
(2004). Recently the research group in Zhejiang University has grown a series of
GCZ silicon crystals with the Ge concentrations ranging from 10'¢ to 10°%/cm?>.
Based on both the experimental results and theoretical calculations, they obtained an
effective segregation coefficient of 0.56 for the Ge in silicon, and the equilibrium
segregation coefficient should be 0.5 (Wang et al. 2011). Nevertheless, even though
the accurate segregation coefficient of Ge is still controversial, it is no doubt that this
value must be smaller than 1.0. Thus, the Ge concentration increases along the CZ
silicon crystal axis from seed-end to tail-end.
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The Ge diffusion in silicon was first investigated by radioactive tracer experi-
ments, in which the isotope 7' Ge with a half-life of 11 days was utilized. Petrov et al.
(1957) acquired the diffusion coefficient of Ge in the temperature range of
1,150-1,350 °C as follows:

5.28eV
D = 6.26 x 105exp(— T ) (em?/s) (14)

However, Mcvay and Ducharme (1973) reported a different result by the same
method as shown below,

4.7 +0.2eV
D = 1.54 x 10%exp ( T) (em?/s) (15)

By combining the SIMS measurements and the fitting of the Ge diffusion profiles
with a complementary error function, Ogino et al. obtained the Ge diffusion coeffi-
cient as follows (Ogino et al. 1982):

D =17.55 x 10%exp (- 5'?{?\/) (em?/s) (16)

Later on, Pichler (2004) claimed that the Ge diffusion coefficient in silicon should
be expressed as,

4.830eV
D = 1.72 x 10%exp ( k—Te) (cm?/s) (17)

Hettich and Mehrer (1978) have investigated the behaviors of Ge diffusion in an
extended temperature range. They reported a non-Arrhenius behavior of Ge diffu-
sivity with a kink at the temperature of 1,050 °C. Therefore, the characteristics of Ge
diffusion in silicon could be separated into regimes, i.c., a high-temperature regime
(1,100-1,300 °C) with the activation energy of 5.3 eV and a low-temperature regime
(850-1,000 °C) with the significantly lower activation energy of 4.1 eV. This kink
point has been attributed to the evolution in the mechanism of Ge diffusion at
different temperature ranges. The impurity diffusion in silicon is generally based
on either interstitial or vacancy mechanisms. The temperature dependence of Ge
diffusion in silicon is related to a change from an interstitial mechanism at high
temperatures to a vacancy mechanism at low temperatures. Fahey et al. (1989)
investigated the effect of vacancy and interstitial injection on the Ge diffusion in
silicon. They estimated that under the 1,050 °C equilibrium conditions, 30—40% Ge
atoms diffuse by an interstitial-assisted mechanism and the other 60-70% by a
vacancy mechanism if assuming vacancy-interstitial interchange to take place by a
kick-out reaction.



160 X. Yu and D. Yang

Suppression of Ge Doping on Thermal Donors

Oxygen-related TDs are electrically active microdefects in CZ silicon. They are
usually generated in the temperature range of 350-500 °C, with the energy levels
close to the conduction band edge. It has been reported that the TD formation is
retarded in oxygen-rich SiGe alloy with more than 1% Ge content (Hild et al. 1998).
In GCZ silicon, the Ge concentration is usually below 10*° cm ™, much lower than
that in the SiGe alloy. In this case, however, the Ge-doping still suppresses the
formation of TDs in CZ silicon. Li et al. (2004) found that the generation rate of TDs
in the CZ silicon co-doped with 10'® cm™ Ge atoms was much smaller than that in
the conventional CZ silicon during the annealing at 450 °C. Low temperature far-
and medium-IR spectra as shown in Fig. 20 indicate that although the Ge doping
suppresses the formation of TDs, it does not change the wavenumbers of the
TD-related absorption bands. This result implies that the Ge doping does not affect
the configuration of TDs (Cui et al. 2006). The retardation effect of Ge on TDs has

Fig. 20 Low temperature far- (@) 1.5
and medium-IR spectra in CZ
and GCZ silicon (Reprinted
with pending permission, Cui
et al. 2006)
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been tentatively explained in terms of interactions between Ge atoms with vacancies
and oxygen atoms. The Ge doping introduces compressive stress into silicon matrix,
which can be relieved by attraction of vacancies. The consequent Ge—V complexes
can further combine with oxygen atoms during the TD formation annealing. There-
fore, the number of oxygen atoms available for TDs is decreased, thus leading to the
retarded TD formation.

Enhancement of Ge Doping on Silicon Mechanical Strength

The mechanical properties of CZ silicon wafers are crucial for ensuring manufactur-
ing yield of ICs and solar cells. Silicon is a brittle material at room temperature, thus
being susceptible to breakage or fracture during device manufacturing due to either
localized stress at sharp contacts during handling, chemical-mechanical polishing,
back—face grinding and dicing, or global stress during robot handling, down force
during chemical mechanical polishing, etc. (Cook 2006). Silicon turns into a ductile
material when annealed at temperatures beyond the brittle—ductile transition (BDT)
point (Hirsch et al. 1989). In this case, the mechanical properties of silicon are
dictated by dislocation generation and motion. The stress in the silicon wafer
generated at high temperatures may result in warpage, which is detrimental for
alignment in the lithography process, and even worse, may lead to slip lines which
are the disastrous killer of device manufacturing yield. In a word, the mechanical
properties of silicon at room and elevated temperatures are of great importance for
crystal cutting and device manufacturing. For CZ silicon, the primary impurity of
oxygen exerts significant effects on the mechanical properties. Moreover, it has been
verified that Ge doping also affects the mechanical properties of CZ silicon in
different manners.

The mechanical behavior of GCZ silicon has also been investigated by nano-
indentation (Zeng et al. 2011). The GCZ silicon with a Ge concentration of
8 x 10" cm ™ shows a stiffer mechanical behavior under contact loading with
sharper slopes for both loading and unloading segments, smaller maximum inden-
tation depth and smaller residual indentation depth. It is derived from nano-
indentation experiments that GCZ silicon has higher Young’s modulus and hardness
of than ordinary CZ silicon. The improvement in the elastic module of GCZ silicon
is supposed to be caused by the promotion effect of Ge doping on metallic phase
transformation (Si-I to Si-II phase) during the indentation, which has been confirmed
by micro-Raman spectroscopy measurements (Xu et al. 2011).

High concentration Ge doping can also suppress dislocation generation in silicon.
Generally, a so-called Dash necking process is necessary in CZ silicon crystal
growth in order to grow a dislocation-free silicon ingot. However, using an appro-
priately Ge doped silicon seed, dislocation-free GCZ silicon can be grown success-
fully without the Dash necking process. The generation of dislocations due to
thermal shock was found to be suppressed in a seed with a cross-section of
7 x 7 mm? when the doped Ge concentration exceeded 9 x 10'° cm > (Taishi
et al. 2002). Heavy Ge and boron co-doping (e.g. [Ge]: 4 x 10" cm™3, [B]:
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9 x 10" cm ) in silicon can also suppress dislocation generation significantly due
to the increase of critical resolved shear stress for dislocation generation (Yonenaga
et al. 2005). Moreover, the Si; _,Ge, alloy also shows higher yield strength than pure
silicon due to higher concentration of Ge in silicon, and the yield strength of the alloy
increases with increasing Ge concentrations in the region 0 < x < 0.1 (Yonenaga
et al. 2005).

Ge doping can also retard dislocation motion in silicon. The sizes of dislocation-
motion-induced rosettes in Ge doped CZ silicon are smaller than those in conven-
tional CZ silicon (Fukuda and Ohsawa 1992). Moreover, the rosette size decreases
with increasing Ge concentrations, as shown in Fig. 21. The influence of Ge doping
on dislocation moving velocity depends on the doping concentrations. The disloca-
tion velocity is not significantly reduced in the GCZ silicon with the Ge concentra-
tions between 10" and 10*° cm™>, compared to that in Ge-free CZ silicon
(Yonenaga et al. 2005). With a higher Ge concentration, such as 2.2%
(~1.1 x 10*" ecm™>) and 5.4% (2.7 x 10*' cm™?), the dislocation movement can
be obviously lower than that in conventional CZ silicon (Yonenaga 1999).

As a substitutional impurity in silicon, Ge cannot lock dislocations as strongly as
oxygen. The interaction energy between Ge atoms and dislocations is 0.34 eV/A,
much lower than those for oxygen (1.80 eV/A). Moreover, the diffusion coefficient
of Ge in silicon is several orders of magnitude lower than that of oxygen. Therefore,
the dislocation locking by Ge can be ignored when oxygen is present in silicon even
if the Ge concentration is one to two orders of magnitude higher than the typical
oxygen concentration in CZ silicon (~10"® cm™). In addition to the direct interac-
tion with dislocations, Ge can affect dislocation locking indirectly by influencing
oxygen diffusion. It is found that the dislocation unlocking stress in Ge-doped CZ
silicon ([Ge]: 8 x 10" cm ™) is lower than that in conventional CZ silicon. The
strain introduced by Ge doping may retard oxygen diffusion in silicon, resulting in a
lower unlocking stress (Zeng et al. 2011). Moreover, the enhancement of tiny
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oxygen precipitates in GCZ silicon also plays an important role in the locking effect
of dislocation movement.

Anti-irradiation Effect of Ge-Doped CZ Silicon Crystal

Radiation-induced defects in GCZ silicon have been widely studied and it is found
that Ge atoms tend to interact with vacancies to form Ge-V centers (Khirunenko
et al. 2003). The Ge-V pair in CZ silicon has been studied by electron paramagnetic
resonance (EPR) (Watkins 1969), IR (Brelot and Charlemagne 1971) and deep level
transient spectroscopy (DLTS) (Budtz-Jergensen et al. 1998) techniques. The EPR
measurements show the spectrum of a vacancy in GCZ silicon is roughly similar to
that of an isolated vacancy (V) except in the hyperfine structure with several
satellites (Watkins 1969). Vacancies are trapped next to substitutional Ge. By selec-
tive illumination, charge states can be generated. The electronic structures of GeV"
and GeV~ were found to be slightly perturbed from that for V" and V™ in silicon
crystal, and their distortions and level positions appear very similar to those for the
isolated vacancy.

The binding energy of Ge-V is about ~0.27 eV (Chroneos et al. 2009). The
equilibrium concentration of vacancies in GCZ silicon with irradiation is signif-
icantly higher than that in conventional CZ silicon (Vanhellemont et al. 2010). The
vacancies can be released from Ge atoms in the irradiated silicon by annealing
(Brelot and Charlemagne 1971; Budtz-Jergensen et al. 1998; Vanhellemont et al.
2010). Watkins (1975) reported that the consequent release of vacancies could be
observed as a growth in the 12 pm band when the vacancies in turn were trapped
by oxygen atoms to form O-V (A-centers). Brelot et al. (1971) also studied the
stability of Ge—V in n-type silicon containing 3 x 10%*° Ge atoms/cm® by IR
technique. There was no 12 pm absorption line related to V-O after a 90 K electron
irradiation. The A-centers appear only after annealing between 200 and 280 K.
This means that the Ge acts as an efficient trap for vacancies at low temperatures,
and the trapped vacancies can be released from the Ge—V centers by thermal
activation in the range of 200-280 K. The electrical levels of Ge—V pairs in
GCZ silicon have not been directly measured. The dangling bond reconstructions
reveal an only slightly perturbed vacancy, and its general behavior vs. electrical
properties, such as Fermi level, optical excitation, appears identical to that of the
isolated vacancy (George 2000). The DLTS results of the n-type Ge-Si alloy after
electron radiation (Budtz-Jergensen et al. 1998) show that the energy level of
Ge—V complexes is about E.—0.29 eV, with a capture cross section of
5 x 10—"¢ cm? for electrons.

Chroneos et al. found that the total energy of the configurations for the multi-
vacancies involved GCZ silicon super-cells would follow the bond-length-related
rules by first principles simulation. Vacancies tend to bind with Ge atoms and relax
the local lattice deformation stresses in silicon. Therefore, it seems that Ge atoms in
CZ silicon crystals act as nuclei sites for Ge—V pairs. In this way, it is therefore
proposed that the vacancy could transfer to the surroundings of the generated Ge—V
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pairs with a probable routing of Ge — GeV — GeV, — GeV; — GeV,, (m = 4,
5, 6,. . .) transformation. Using the law of mass action, the relative concentrations of
defect clusters can be expressed as follows,

[Ge,, V., /[Ge]"[V]" = exp(—Ey/kpT) (18)

where Ej, is the binding energy of the clusters, [Ge,,V,,] the concentration of a Ge,,,V,,
cluster, [Ge] the concentration of unbound Ge atoms, [V] the concentration of
unbound V, kg Boltzmann’s constant, and 7 the temperature. Figure 22 shows the
variation of the concentration of GeV,, clusters and V,, clusters with temperatures
(Chroneos and Londos 2010). It can be seen that [GeV,,] is lower than [V,,] at the
whole temperature range. The binding energies of GeV,, clusters are higher than that
of V,, clusters by a value of 0.35 eV. It indicates that Ge cannot act as a site to trap a
significant proportion of vacancies.

Interstitial oxygen atoms can also be captured by Ge atoms to form stable Ge-O
complexes, but the oxygen atom should be located at the third-nearest-neighbor site
to the Ge atom (Chroneos and Londos 2010). The interstitial oxygen occupies the
bridging position between two silicon atoms, forming the Si;O molecule, which
causes IR absorption bands at 30, 1,100,and 1,200 cm ™', and which benefit different
local vibration modes (LVMs) of Si,O quasi-molecule (Yang and Chen 2005). In
heavily doped GCZ silicon, the oscillator strength of the 1,200 cm ™' band absorp-
tion and the peak separations between the 1,100 cm ™' band absorptions are largely
reduced, which are attributed to the perturbation of Si—O-Si centers by the nearby
Ge atoms. Furthermore, three additional low-frequency IR absorption lines located
at 1,130, 1,127, and 1,184 cm " are detected in GCZ silicon with a Ge concentration
of 2 x 10?° cm ™~ (Khirunenko et al. 1999). The shifted positions of other bands are
ascribed to the weakened harmonic coupling between the rotational and asymmetric
vibration modes of the Si—O—-Si molecule (Khirunenko et al. 1999). For higher
values of the Ge content, a broad, low-frequency band is found (Humlicek et al.
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Fig. 23 Part of the silicon
crystal lattice around a
substitutional Ge atom,
showing the first-, second-,
third-, and fourth-neighbor
bonds to the Ge atom
(Reprinted with pending
permission, Khirunenko et al.
2001)

2006), attributed to the vibrations of the Si,O units with several nearest-neighbor
lattice sites occupied by Ge atoms. The observed absorption bands can be described
as the vibration of interstitial oxygen disturbed by Ge atoms located in the nearest
second, third, and fourth coordination spheres relative to an oxygen atom
(Khirunenko et al. 2001), seeing Fig. 23.

Theoretical calculations also demonstrate the stability and the configurations of
different possible Ge—O complexes in CZ silicon (Chroneos and Londos 2010). The
oxygen atom is preferable to stay away from the Ge atom and most likely to form
Si,0 molecules. However, these molecules may have Ge atoms in their neighbor-
hood. This is supported by the much lower formation enthalpy (—910.7 kJ/mol) of
Si0, (x-quartz), than that (—580.0 kJ/mol) of GeO, (rutile) (Markevich et al. 2004).
But it is possible to form Si—O—Ge molecules (Hao et al. 2004). Note that the effect
of the Ge atoms on the geometry and vibration properties of the Si,O molecules is
not significant.

In order to relieve the lattice stress, Ge atoms incline to react with vacancies and
interstitial oxygen to form related complexes (Yang and Chen 2005). VO defects
containing a core Ge atom (one of the neighbors or next neighbors of the vacancy)
are referred as GeVO complexes (Londos et al. 2009). The following equation
illustrates the formation of GeVO by the VO defect diffusing toward Ge (Yang
and Chen 2005),

Ge+V+0 — GeVO (19)

The structure of VO in the Si; _,Ge, crystals has been studied by DLTS and ab
initio modeling. Figure 24 shows the considered structures of the GeVO complex.
The formation energy of GeVO at sites of b, @', and b’ are 0.07, 0.19, and 0.09 eV,
respectively, by ab initio modeling (Markevich et al. 2004). The binding energy of
the deeper GeVO complex is found to be about 0.18 eV from the DLTS studies.
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Fig. 24 The VO-Ge
complex considered here
results from substituting first-
or second-neighboring silicon
atoms by Ge. These structures
are labeled with letters from
ato cand d to ¢ (Reprinted
with pending permission,
Markevich et al. 2004)

From the FTIR measurements, it is known that the 839.2 cm™' band grows at
the expense of the 834.6 cm ™' band, both of them lying above the main band
of VO at 830 cm™' (Markevich et al. 2004). Therefore, the 839.2 cm™' band to
VO-Ge, and the 834.6 cm™ ' band are assigned to VO—Gey, and/or VO-Gey, defect
forms. This assignment is also supported by the relative defect stability and
respective electric levels. Most of stable GeVO complexes produce an acceptor
state very close to that of VO, but VO-Ge, has a deeper level, i.e., 20 meV
deeper than VO (2/0). The acceptor state of GeVO is more localized than that of
VO. Markevich et al. found from the DLTS studies at least three configurations of
VO centers with distinct levels and the energy level shifted upward from the level
of the dominant configuration in as-irradiated GCZ Si material. On isochronal
annealing in the temperature range of 200-300 °C, the dominant VO defect
transforms into another one whose level is about 25 meV deeper (Markevich
et al. 2004).

Ge atoms in silicon can effectively compete with oxygen in trapping vacancies
(Chroneos and Londos 2010), and therefore, a gradual increase in the concentra-
tion of VO defects is observed versus Ge content (Londos et al. 2009). Taking into
account a noticeable fraction of oxygen atoms with nearby Ge atoms in CZ silicon,
it is believed that such defects may be more effective traps for vacancies than
isolated oxygen atoms due to a larger cross-section for vacancy capture (Schmalz
and Emtsev 1994). After vacancy capture by Ge, the electronic properties and
thermal stability of GeVO are expected to differ from those of the A-centers, and
their annealing via vacancy dissociation gives rise to A-center formation (Schmalz
and Emtsev 1994).

LID Effect of Ge-Doped CZ Silicon Crystal

It is well known that the LID effect of CZ silicon solar cells is related to the boron
and oxygen impurities. However, the exact form of boron and oxygen existing in the



6 Growth of Crystalline Silicon for Solar Cells: Czochralski Si 167

defects has kept as a puzzle for a long time. Voronkov and Falster (2010) have
proposed a new B;O,; model for the structure of B—O defects, in which the O,; is not
mobile at room temperature, but bound with an interstitial boron atom. However, the
density functional theory calculation has clarified that the most stable configuration
of B,0,; keeps constant in various charge states, in which the B;, one O;, and two Si
atoms form a four membered ring in the {101} plane (Chen et al. 2013). The result is
apparently against the formation mechanism of the B;O,; complex.

The B,0,; model is more acceptable for most researchers, which is composed of a
substitutional boron atom (By) and an interstitial oxygen dimer (O,;). However,
Murin et al. (2011) reported that they found no clue of the existence of the doubly
positively charged oxygen dimer (O,; ") and doubted whether the O, can play the
central role in the formation of B-O complexes. By choosing a series of samples
with different oxygen concentrations, Chen et al. (2013) have investigated the
correlation of B-O complexes with the O, in silicon. It is found that the LID defect
concentration and the stagger type [O,;] in CZ silicon have the similar dependence
on the annealing temperatures, with quite close binding energies, meaning that the
LID defect concentration is proportional to the concentration of stagger type O,,.
Moreover, even though the value of [0,;]/[O,]* is influenced by the oxygen content
level, the proportionality between the LID defect concentration and [O,,"] is still
established. These finding suggests that the O,,* is one ingredient of B-O com-
plexes. Hence, the method of reducing the [O,,] should be effective to suppress the
generation of B-O complexes.

Ge doping in CZ silicon is a strategy of suppressing the B—O defects (Yu et al.
2010). Figure 25 shows the evolution of the normalized B-O defect concentrations
under one sun illumination at 50 °C for the conventional CZ silicon and GCZ silicon
containing a Ge concentration of 8 x 10'%/cm® as well as the referenced Ga-doped
sample. Note that the concentration of B-O defects keeps almost zero for the
referenced sample during the illumination, indicating that the wafer surface passiv-
ation is quite stable under illumination, and meanwhile no carrier lifetime degrada-
tion takes place in the bulk. For both the conventional CZ and GCZ samples, the
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B-O defect concentration increases with an increase in illumination time and then
reaches a stable value in hundreds of minutes. More importantly, one can see that the
saturated concentration of B-O defects in the GCZ sample is obviously lower than
that in the CZ silicon. Since these two samples with similar thermal history almost
contain the same concentration of boron and interstitial oxygen, the present result
strongly evidences that Ge doping can reduce the saturated concentration of B-O
defects in CZ silicon. The study on the defect kinetics shows that the activation
energies for the B—O defect generation and dissociation in the GCZ silicon are
around 0.63 and 1.52 eV, respectively, both larger than those in the conventional
CZ silicon. The corresponding pre-exponential factors also are enhanced by two
orders of magnitude due to Ge doping. It is believed that the Ge cannot only cause a
higher energy barrier for oxygen-dimer O,; diffusion, due to its modulation on the
crystal field in silicon lattice, but also enhance the capture cross-section of B, for O,;,
as predicted by first-principle calculation. However, it should be noted that a
relatively low concentration of Ge cannot effectively suppress the formation of
B-O defects. When the Ge concentration is beyond 10'%/cm?, the reduction in
B-O defects can be effectively triggered, whose percentage increases with an
increase in Ge concentrations. So, a higher concentration of Ge will benefit for the
suppression of the B-O defects in CZ silicon. However, it should be mentioned that
Ge doping in CZ silicon with extremely high concentrations like 102°/cm® could not
be practically used for PV industry, since it will not only increase the cost of crystal,
but also easily cause the cellular growth. Based on this consideration, Ge doping in
CZ silicon with a concentration in the order of 10'%/cm® is more interesting for
us. After fabricating hundreds of solar cells based on the conventional CZ silicon
wafers and the GCZ silicon wafers containing the Ge concentration in the order of
10"/em’, an average 2% loss in efficiency can be found for the conventional CZ
silicon solar cells after 2-week sun light illumination, while a smaller efficiency loss
of 1.75% for the GCZ silicon solar cells. Likewise, the evolutions of power outputs
of PV modules based on the conventional CZ and GCZ silicon exhibit the same
trend. The power output loss of GCZ module can be saved by a value of 5%,
compared to the conventional one. Based on these results, it is believed that the
GCZ silicon can be practically used in PV industry for reducing the LID effect of
solar cells.

The lower concentration of B;O,; in GCZ silicon might be attributed to the
reduction in O,; concentration due to Ge doping. Figure 26 shows the typical
absorption spectra measured at 10 K of the conventional CZ silicon and GCZ silicon
with a Ge concentration of 8 x 10'%/cm®. One can see that three vibrational IR
absorption bands associated with O,; at 1,012, 1,060, and 1,105 cm™ !, respectively,
appear in the low-temperature FTIR spectra for both the samples (Murin et al. 1998).
More importantly, the intensities of all these three absorption bands in the GCZ
silicon are significantly lower than those in the conventional CZ silicon, suggesting
that a lower concentration of O,; indeed exists in the GCZ sample. The O,; in CZ
silicon forms from two O; atoms based on diffusion mechanism via O; + O; — O,,.
The concentration of O,; is actually determined by the O, concentration and the O,
diffusion energy barrier. Since our conventional CZ and GCZ silicon contain
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Fig. 26 Typical FTIR spectra 0.10
measured at 10 K for the
conventional CZ and GCZ
silicon with a Ge
concentration of 8 x 10'%/cm?
(Reprinted with pending
permission, Yu et al. 2010)
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the same concentration of O;, the only reason for the reduction in O,; in GCZ silicon
is that the Ge doping increases the energy barrier of O; diffusion. In fact, Ge, as
a substitutional impurity with the atom size larger than silicon, can essentially
give rise to considerable local perturbation of silicon lattice. Therefore, it is believed
that Ge doping must necessarily increase the crystal fields of silicon lattice.
This consequently causes a large energy barrier for O; diffusion to form the Oj;.
Furthermore, it is worthy to mention that an infrared absorption band associated with
the local vibrational mode of Ge—O bond has also been found in GCZ silicon, which
is close the signal of O;. This indicates that the substitutional Ge atoms in silicon
lattice tend to bind with O; and form Ge—O complexes, which has been predicted by
our previous experiments and first-principle theoretical calculations (Wang and Yang
2009). The binding of Ge with O; in silicon lattice will reduce the concentration of
free O;, contributing to the formation of O,,. This should also finally result in a
decrease in O,,; concentration and therefore suppress the B;0O,; defects.

Conclusion

The CZ pulling method is the main technique used at present to grow single crystals
of silicon in photovoltaic industry. Polysilicon feed is used as a raw material, and the
entire charge is kept inside the quartz crucible supported by graphite. By using the
graphite heater, the charge is melted at the desired temperature and dopant species
are added at this stage to the silicon melt to get the desired resistivity values. When
using a seed crystal, it is first allowed to touch the molten silicon and then is slowly
pulled up, allowing the molten silicon to solidify according to the seed crystal. In this
process, the crucible and graphite heaters become the source of oxygen and carbon
contamination for the growing silicon crystal, respectively. We have reviewed recent
advances in the understanding of some of the science and engineering aspects of CZ
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silicon growth. A better understanding of the control mechanisms and their interac-
tions has facilitated the development of growth processes for more uniform oxygen
distribution at desired incorporation levels. We have analyzed the causes of defects
in CZ crystals and discussed their effects on solar cell performances. The impurity
incorporation behavior under the influence of applied magnetic field is introduced.
Crystal growth from small melts and constant melt volume provided by double-
crucible arrangements yields improved axial and radial uniformity. The double-
crucible methodology can be extended to a generalized two-container, continuous
“feed and pull” growth system with the benefit of the double crucibles. The avail-
ability of recently developed granular polysilicon simplifies the development of a
crystal growth process using continuous “feed and pull.” Pseudo-square ingot
growth can effectively avoid the loss that the round CZ silicon crystals are cut into
pseudo-squares for the sake of solar modules. The Ge doping during crystal growth
can improve the CZ silicon mechanical strength and suppress the boron—oxygen
complexes. This will not only enable thinner solar cells for the reduction of cost, but
also benefit for the fabrication of high efficiency solar cells with low LID effects.

In the future, the main development goals will be to improve the economy of the
CZ silicon crystal production, in particular by growing longer crystals from large
melts. At the same time, the quality of the crystals must be continuously improved,
especially in respect to oxygen impurities and defects.
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Abstract

The emergence of high-performance multicrystalline silicon (HP mc-Si) in 2011
has made a significant impact to photovoltaic (PV) industry. In addition to the
much better ingot uniformity and production yield, HP mec-Si also has better
material quality for solar cells. As a result, the average efficiency of solar cells
made from HP mc-Si in production increased from 16.6% in 2011 to 18.5% or
beyond in 2016. With an advanced cell structure, an average efficiency of more
than 20% has also been reported. More importantly, the efficiency distribution
became much narrower; the difference even from various wafer producers
became smaller as well. Unlike the conventional way of having large grains
and electrically inactive twin boundaries, the crystal growth of HP mc-Si by
directional solidification is initiated from uniform small grains having a high
fraction of random grain boundaries (GBs). The grains developed from such grain
structures significantly relax thermal stress and suppress the massive generation
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and propagation of dislocation clusters. The gettering efficacy of HP mc-Si is also
superior to the conventional one, which also increases solar cell efficiency.
Nowadays, most of commercial mc-Si is grown by this approach, which could
be implemented by either seeded with silicon particles or controlled nucleation,
e.g., through nucleation agent coating. The future improvement of this technol-
ogy is also discussed in this chapter.

Keywords
A2: High-performance - B2: Multicrystalline Si - Al: Directional solidification -
Al: Casting - Al: Dislocation cluster - Al: Grain boundary - Al: Lifetime - Al:
Gettering

Introduction

In 2015, the annual PV production was about 57 GW, and the solar cells made from
mc-Si shared the production of 68% (Fraunhofer Institute for Solar Energy Systems
2016). The mc-Si has been grown by the directional solidification (DS) or casting
since late 1970s due to its high throughput and low cost (Lan et al. 2015; Khattak and
Schmid 1987). Although DS is a matured technology, as discussed in the previous
chapters, due to the higher structure defects and impurities, the ingot quality of mc-Si
has been much inferior to the dislocation-free single-crystalline Si (sc-Si) grown by
the Cz method. To mimic sc-Si, over the past 30 years, tremendous effort has been
focused on the growth of large grains with more electrically inactive GBs, especially
the X3 twin boundaries. Among these efforts, the mono-like (Stoddard 2007,
Stoddard et al. 2008) and dendritic casting techniques (Fujiwara et al. 2006; Li
etal. 2011, 2012; Nakajima et al. 2010a, b; Wang et al. 2009; Yeh et al. 2010) are the
most typical ones, and their schematics are shown in Fig. 1a, b, respectively. For the
mono-like techniques, due to the limited size of the seeds from the Cz ingot, the
splitting seeds are usually used as illustrated in Fig. la. The seed orientation is
usually in (100) for the ease of alkaline texturing during solar cell production; the

a b c

Mono-like crystal HP mc-Si

AT N BRI W T

\ A\ A
Single-crystalline seeds Dendritic crystals Incubation layer
Fig. 1 Schematics of different DS technologies: (a) mono-like casting using splitting seeds; (b)

dendritic casting; (¢) HP mc-Si (Lan et al. (2016b) with permission of Elsevier)
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textures on the silicon wafer enhance light trapping, which is crucial for solar cell
efficiency. On the other hand, instead of using the seeds, the dendritic casting
technique, as illustrated in Fig. 1b, is to use the growth habit of silicon facetted
dendrites to initiate a dendritic layer by high undercooling. Because the dendritic
growth in the lateral direction at high undercooling (>10 K) is preferred in <110>,
the grains in the ingot growth direction could then be controlled in <112> (Fujiwara
et al. 2006; Nakajima et al. 2010a, b). Both approaches are effective in the growth of
large grains having fewer GBs, and the GBs are mainly coherent X3 in the dendritic
casting. The details could be found in other chapters. Since 2006, Lan’s group at
NTU also has worked with Sino-American Silicon Products Inc. (SAS) to develop
the dendrite casting method for mass production. For small ingots, they could reach a
very high percentage of X3 GBs, up to 80%, with very high minority lifetime (Yeh
et al. 2010). Even in industry-scale wafers, the twining area had rather low defects
and high lifetime (Li et al. 2012; Lan 2011a). With this belief, they continued to
develop the dendritic casting technique for several years until 2010; however, the
progress was slow. During this period of time, most companies, including SAS,
started to shift their effort to the mono-like technique, especially after the Mono2™
wafers of BP Solar appeared in the market in 2006 (Stoddard et al. 2008). Afterward,
a few companies announced the success of mono-like production, such as the
U-grade wafers from SAS, Virtus wafers from Renasolar, S2 wafers from GCL,
and Maple wafers from JA Solar. SAS also branded its <110> mono-like wafers as
E-wafers, which were found to have a better lifetime uniformity in the ingot
production. Although the mono-like technology attracted much attention since
2006, it stayed in the market only for a short period of time (PV Magazine 2012).
As the HP mc-Si emerged in late 2011 (Lan 2011a, b; Lan et al. 2012a, b, 2013,
2014; Stoddard et al. 2008; Wong et al. 2014; Yang et al. 2015), the mono-like
wafers essentially disappeared from the market after 2012.

The Emergence of HP mc-Si

Although high-quality ingots have been demonstrated for both mono-like and
dendritic casting techniques, the multiplication and propagation of dislocation clus-
ters due to thermal stress are still very difficult to control during crystal growth,
especially for industrial-scale production. As a result, the solar cells fabricated from
the wafers grown by both techniques have a very wide distribution in the conversion
efficiency, and the low-efficiency tail in the distribution causes significant yield loss
in the cell production. During the development of the dendritic casting technique,
Lan’s group found that the control of undercooling was also not trivial. The thick
quartz crucible wall (>30 mm) in production made the heat extraction from the
crucible bottom much less effective. Moreover, the undercooling was sensitive to the
silicon nitride coating as well. On the other hand, even large dendrites could be
induced, massive dislocation clusters still appeared afterward due to thermal stress
(Lan et al. 2012a, b; Yang et al. 2015). As the defect clusters appeared, they
multiplied and propagated, so that the upper part of the ingot still had poor quality,
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i.e., low minority lifetime. Surprisingly, they occasionally induced small grains by
controlling the undercooling, and the ingot grown from the small grains turned out to
have a much better uniformity (Yang et al. 2015). The defect multiplication and
propagation were significantly mitigated. For the wafers without massive dislocation
clusters, they also noticed that the correlation between efficiency and grain size was
small. This indicated that the GBs were not crucial to the wafer performance.

The Growth of HP mc-Si

To implement the small grain growth, at the beginning Lan’s group cut off the
bottom part of the small-grain ingot and reused it as the seeds for the next run.
However, the bottom red zone increased as the seed plates were reused; in addition,
the seed preparation was also tedious. Accidentally, they found that using small
silicon particles as the seeds for ingot growth turned out to have a much better quality
for the grown ingot (Lan et al. 2014). Especially, during that period of time, low-cost
granular silicon was available from the downgrade product of the fluidized-bed
polysilicon. Different particle sizes were tested, but the size ranging from 2 to
5 mm was considered for production; the smaller particles could be easily contam-
inated due the larger specific surface area. They referred this seed layer for small
grains as the incubation layer, as illustrated in Fig. 1c, and the growth of such small-
grain ingots as the HP mc-Si technology. The use of nucleation agents was also
found useful, and it will be discussed shortly. Using silicon particles was very robust
in production in terms of ingot quality, but the melting stage required more care to
keep a flat melting interface and a thin remaining seed layer. The red zone, the
low-lifetime area due to the impurity diffusion from the crucible and the contami-
nated seeds, above the seed layer was found to be proportional to the remaining
thickness of the seed layer. Surprisingly, in the HP mc-Si wafers, the percentage of
noncoherent or random GBs was unprecedentedly high, more than 70%. However,
the solar cell performance was significantly improved, especially the efficiency
distribution was very narrow. The appearance of the conventional and HP mc-Si
wafers are shown in Fig. 2a, b, respectively. As shown in Fig. 2a, the conventional
one has large but nonuniform grains, and more importantly it contains many twins.
On the other hand, the HP mc-Si wafer has uniform and small grains with many
random GBs. Nevertheless, the grain structure is hardly visible from the appearance
of the solar cell due to the isotropic acid texturing and antireflection coating, as
shown in Fig. 2¢. The adoption of HP mc-Si using silicon particles as the seeds was
rather quick in industry. One of the major reasons was that the switch from the
growth of mono-like to mc-Si ingots was straightforward; both required the control
of seed melting.

The experimental results of HP mc-Si were first presented by Prof. Lan in the S5th
International Workshop on Crystal Growth Technology in June of 2011 (Lan 2011a;
Lan et al. 2013), and later in the 5th International Workshop on Crystalline Silicon
Solar Cells held in Boston in October (Lan 2011b). The sample wafers were also sent
to Solarworld for testing right after the Boston conference, and the feedback was
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Large grains with many twins

Uniform small grains with many random GBs

Fig. 2 (a) A typical conventional multicrystalline silicon wafer (156 x 156 mm) having large
grains and twin boundaries; (b) a typical high-performance multicrystalline silicon wafer having
uniform small grains and many random GBs; (¢) a typical multicrystalline silicon solar cell with
four bus bars

excellent. The patent for such grain structures in the ingot and the wafer was filed in
2011 and first granted in 2014 (Lan et al. 2014); both silicon and nonsilicon particle
seeds were used for ingot growth in the illustrated examples. After this finding,
different approaches for getting such a grain structure have been explored and
reported (Zhu et al. 2014; Wong et al. 2014a; Lan et al. 2016a, b; Zhang et al. 2016).

Figure 3a shows the comparison of HP mc-Si and conventional mc-Si. The lifetime
mappings of both ingots are shown in Fig. 3a, where the HP mc-Si ingot was grown
from small silicon particles (3 ~ 5 mm in size) (Lan et al. 2016b). The effect of particle
size will be discussed shortly; however, the grains nucleated from the silicon particles
depended on the microstructure of the seed materials, not the apparent size of the seeds.
As shown, as compared with the conventional me-Si ingot, the lifetime of HP mc-Si
was very uniform; the low-lifetime areas due to the dislocation clusters were signifi-
cantly reduced. Figure 3b shows the comparison of grain structures of the wafers at the
top and bottom portions of the ingots. For HP mc-Si, the grains near the bottom part of
the ingot were small and uniform. On the contrary, the grains were large but
un-uniform in the conventional mc-Si. In general, during ingot growth the grain size
increased with the increasing ingot height for both growth, but sometimes the grain
size decreased in the conventional me-Si due to the nucleation of new grains from grits,
subgrains, or twining (Lan et al. 2013; Wong et al. 2014a). More importantly, as shown
by the EPD mappings in Fig. 3c, in contrast to the conventional mc-Si, the high-EPD
areas (EPD > 10°/cm?) in HP mc-Si were much smaller and they were confined in the
small grains. Because the columnar grain growth in HP mc-Si, the propagation of
dislocation clusters from the bottom to the top was easily blocked by the random GBs.
Furthermore, the defected grains tended to be softer, due to the plastic deformation
assisted by dislocations, and they were easily overgrown or squeezed by others (Lan
et al. 2012b; Yang et al. 2015). As will be discussed shortly, the large amount of
random GBs seems to be quite effective in relaxing the thermal stress, presumably due
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Fig. 3 Comparison of (a) ingot lifetime mapping; (b) grains and (¢) EPD mapping at ingot bottom
and top for conventional (fop) and HP mc-Si; the ingot width in (a) is 780 mm and wafer size in (b)
and (¢) is 156 x 156 mm (Lan et al. (2016b) with permission of Elsevier)

to the sliding nature of the amorphous layer on the GBs (Lan et al. 2012b; Stokkan
et al. 2014; Yang et al. 2015).

The grain size indeed plays a key factor in the growth of the defects. Lan’s group
also conducted a G5 experiment by putting several sc-Si chunks at different posi-
tions of the crucible along with the small silicon particles as the seeds, as shown in
Fig. 4 (Lan et al. 2016b). The bricks were numbered by alphabets row by row as
shown on the left of Fig. 4a, so that bricks C and F were next to the crucible wall and
brick I was one brick away from the wall. The grain structures are shown in Fig. 4a.
As shown in all cases, the big grains were gradually overgrown by the small grains
from different directions; the areas of the chunk seeds are indicated by the red
dashed-boxes. For silicon, it expands as it solidifies, so that the grains from the big
chunks could be easily overgrown by the small grains. However, for brick F, some
grains were grown from the crucible wall due to the slightly concave growth front
near the wall. The resulted EPD mappings corresponding to the grain structure are
shown in Fig. 4b. Interestingly, as shown, even though the grain size became
uniform near the top of the ingot, the high EPD areas, inside the red dashed-boxes,
seemed to correspond to the initial chunk seeds very well. The case for brick F was
slightly affected by the grains grown from the wall. Because the new born grains
from the wall had the lower EPD than the old grains, the high EPD area for brick F
was slightly smaller than the original chunk size. The big grains from the chunk
seeds being overgrown by the neighbor grains is often observed in mono-like
growth. Again, it is presumed that during grain growth each grain expands as it
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Fig. 4 (a) Grain growth from different seeds; (b) EPD mapping of the wafers from different ingot
positions; the red dashed-boxes indicate the area of the chunk seeds at the crucible bottom (Lan
et al. (2016b) with permission of Elsevier). The positions of bricks C, F, and I are indicated on the
left of (a). The numbers on the top of the figures indicate the positions of the wafers in the bricks
from the bottom to the top

solidifies; the more crowded columnar grains tend to grow outwards because they
have more random orientations. Similarly, the weaker grains due to more disloca-
tions for plastic deformation are overgrown by the stronger ones.

The Performance of HP mc-Si

With the emergence of HP mc-Si in 2011, the solar cell efficiency has increased
dramatically. As shown in Fig. 5, the biggest jump was from A+ to A3+; in fact,
there was A2+ wafers in between that were the first generation of HP mc-Si using
undercooling control and reused seed plates (Lan 2011a, b); the brand name for A+-
series wafers was used by SAS since 2009. Interestingly, A2+ wafers appeared in the
market only for a short period time due to the lower production yield. On the other
hand, A3+ wafers were from the ingot grown from silicon particle seeds (Lan et al.
2012a, 2014), and this made the crystal growth much more robust both on the yield
and quality. The progress to A4+ and A5+ required much better growth control
including the hot zone, as well as the improvement of crucible/coating purity (Lan
et al. 2016a, b; Yang et al. 2015). Nowadays, the average efficiency in production is
about 18.3%, and the best could reach 18.5%, based on the back surface field (BSF)
cell structure. If the passivated emitter and rear cell (PERC) structure is used, using
alumina back surface passivation, an average efficiency up to 19.6% in production
has been reached (Lan et al. 2016b). Some companies, such as REC and Trina, also
reported an efficiency of more than 20% in their production line, while the champion
cell recently reported by Jinko Solar was up to 21.63% using HP mc-Si wafers
(156 x 156 mm). For these cells, reactive ion etching (RIE) was used for texturing,
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i.e., the so-called black silicon, instead of the traditional isotropic acidic etching. In
addition, these wafers were also cut by diamond wire, so that the cutting damage was
much less and the backside polishing was much easier for passivation.
Furthermore, from the recent investigation by Sio and Macdonald (2016), as
shown in Fig. 6, the recombination activity of the GBs in HP mc-Si wafers turned out
to be very low (the recombination velocity was about 200 cm/s) as compared with
that in the traditional mc-Si wafers (~1000 cm/s). The reason for the low recombi-
nation activity at the GBs for HP mc-Si remains unknown and needs further
investigation. Moreover, the gettering efficacy of the HP mc-Si wafers was much
higher than the convectional mc-Si wafers as well (Castellanos et al. 2016). In
general, the lifetime could be easily enhanced by gettering for HP mc-Si wafers,
but the lifetime often deteriorated for the conventional ones. The main reason was
believed to be the lower dislocation clusters to trap the metals in the HP mc-Si, so
that the gettering could be more efficient. The gettering efficacy is very important to
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enhance the lifetime of the wafer in the emitter formation during solar cell produc-
tion. The higher wafer lifetime gives the higher solar cell efficiency. Therefore, HP
mc-Si has not only the better uniformity and production yield, but also the better
solar cell performance owing to its better gettering efficacy and lower GB activities.
Recently, Lan et al. (2016b) also grew G6 n-type HP mc-Si, and the lifetime of the
wafers before and after phosphorous gettering from the center brick was shown in
Fig. 7. As shown, the best lifetime could be increased to 1 ms after gettering. In fact,
after hydrogenation, the best lifetime was further increased to above 2 ms (Phang
et al. 2016). Although boron-gettering was found not effective, the additional
phosphorous gettering and hydrogen passivation were found effective in gaining
the lifetime. This indicates that N-type HP mc-Si is also a potential material for high-
efficiency solar cells based on the lifetime results (Phang et al. 2016). Recently,
Schubert et al. (2016) further reported that the simulated solar cell efficiency was up
to 22% for this material.

Growth of HP mc-Si Without Seeding

In addition to the use of silicon particles for seeding, using nucleation agent for
getting small grains could be useful as well (Lan et al. 2016a, b; Wong et al. 2014b;
Zhang et al. 2016). A few nucleation coatings have been considered including silica,
silicon nitride, and their mixtures with silicon particles (Lan et al. 2016a), and some
have been adopted in production. Figure 8a shows an example of using a SizN4/Si
nucleation agent; the agent was paint on the left part of a Siz 4-coated quartz
crucible. The grain structures grown from the coating are shown in Fig. 8b. As
shown, uniform small grains could be early nucleated from the nucleation agent.
Because the thickness of the nucleation agent coating was only 500 p, the thermal
condition in the crucible bottom for different coatings should be similar. The
roughness due to the voids occupied by silicon might be key factor for the nucleation
of small grains. Recently, Kupka et al. (2016) used SiO, and SiC particles with
different particle sizes for the nucleation agents. They also had a similar observation



184 C.W. Lan

Fig. 8 An example of nucleation agent for grain control: (a) the additional Si;N,/Si coating on the
left bottom of the Si3Ny4-coated quartz crucible; (b) the grain structures; the dashed-line indicates the
boundary of the nucleation agent coating

Non-X > 60%
Si particle

Fig. 9 Grains and lifetime time of the ingots from (a) seeded growth; (b) the silica nucleation
agent; the thinner bottom red zone in (b) could be seen (Lan et al. (2016b) with permission of
Elsevier)

that the grains nucleated from the coating decreased with the increasing roughness.
Therefore, the small and uniform grains could be induced by the nucleation agent;
however, the portion of the random GBs usually was not as high as that from the
silicon particle seeding. Figure 9 shows the comparison of the columnar growth and
the lifetime mapping of a brick in a G5 growth obtained by from two different
seeding approaches; silica (0.1 mm in size) was used as the nucleation agent for
Fig. 9b. As shown, the columnar grains from both seeding methods were very
similar. Both methods had good uniformity in the lifetime mappings. The major
difference was in the thickness of the bottom red zone. Using the nucleation agent
significantly reduced the red zone thickness. As a result, the growth yield was
increased. Nevertheless, as compared with the silicon seeding, the initial percentage



7 Growth of Multicrystalline Silicon for Solar Cells: The High. .. 185

of non-X or random GBs (~50%) of the ingot was found lower for using the silica
nucleation agent. Kupka et al. (2016) also observed similar results, especially for SiC
particles. They observed that although small grains could be initiated from SiC
particles, the fraction of random GBs was not high; still many X3 GBs appeared
during nucleation. On the other hand, the silica nucleation layer gave the grain
structures much closer to HP mc-Si, i.e., small grains with a high fraction of random
GBs. In addition, the silica particles used previously were presumed to be in the
[B-cristobalite phase during nucleation.

Moreover, increasing temperature gradients was found easier to get smaller grains
from the nucleation; however, the fraction of X3 GBs depended on the coatings.
Magnetic stirring could also be used, e.g., by REC Inc. in Singapore. Nowadays, the
quality and thus the solar cell performance of the ingot grown from the nucleation
agent were still found slightly inferior to that from the silicon particles, even through
several companies claimed that they could grow high quality HP mec-Si without
using silicon particle seeds. Therefore, this indicated that the amount of “random
GBs” would be more crucial for stress relaxation and thus defect reduction, instead
of just the small grains. This observation was further confirmed by Reimann et al. in
their recent experiments (2016). They conducted small ingot growth using different
seeding materials. As shown in Fig. 10, the longer random GB length fraction from
the seeds led to the smaller area of high EPD clusters in the grown ingot. More
importantly, the seed materials played a crucial role. For example, if the seeds were
from Siemen’s feedstock or fluidized-bed-reactor, which was mc-Si with very small
grains, the seed size had little effect on the grown grain size and the length fraction of
random GBs (Reimann et al. 2016). In other words, to initial the grain structures for
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HP mc-Si, the grain structures were more important than the apparent size for the
seed materials.

The Properties of HP mc-Si

Figure 11 summaries the typical grain structures (a), crystallographic orientations
and GB types (c) of the wafers taken from different positions of a HP mc-Si ingot
seeded by silicon particles (Lan et al. 2016c). The statistics in Figs. 11b and 6¢ was
obtained from Fig. 11a. As shown in Fig. 11b, the grain orientations were mainly
located in the low-energy planes, such as (111) and (112). Other orientations such as
and (115) and (313) had nontrivial portions and this might be generated due to
twining (Wong et al. 2014a). More importantly, as shown in Fig. 11c, the percentage
of the non-X or random GBs at the lower part of the ingot was greater than 70%.
Even in the top portion of the ingot, the percentage of the random GBs was also more
than 60%.

Wong et al. (2014a) did a detailed analysis of the grain structures developed from
small silicon beads (0.9 mm in diameter), and they also found that the lowest-energy
orientation, i.e., (111) tended to dominate during grain competition. However, the
twining from the tri-junctions generated new grains with different orientations
(Wong et al. 2014a); this might be the reason for more (112) orientation at the top
ingot. Indeed, the (111)- or (112)-dominated orientations and the high fraction of
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Fig. 11 Development of (a) grain structures; (b) crystallographic orientations; and (¢) GB types
along the height of an HP mc-Si ingot. The orientations and GB types were obtained from the
wafers at different heights of the central brick of the ingot (Lan et al. (2016b) with permission of
Elsevier)
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random GBs are the typical characteristics nowadays in commercial HP mc-Si
wafers. The high-percentage of the random GBs shown in Fig. 11c upsets the
previous understanding for high quality mc-Si wafers; however, they played a
crucial role in the reduction of dislocation clusters, especially for industrial produc-
tion. Before Lan’s group reported this finding (Lan et al. 2012a, b, 2014; Yang et al.
2015), most people believed that twins or £3 GBs were needed for better lifetime
(Fujiwara et al. 2006; Li et al. 2011, 2012; Nakajima et al. 2010a, b; Wang et al.
2009; Yeh et al. 2010), which was the core concept of the dendritic casting approach.
In fact, if the wafers from the dendritic casting are carefully examined, one could find
that the twin areas often have very few defects (Li et al. 2012; Ryningen et al. 2011);
however, this is based on the condition without massive dislocation clusters. During
the growth of large ingot, the relaxation of thermal stress for reducing the multipli-
cation of dislocation clusters is crucial, and the large amount of random GBs in HP
mc-Si plays a critical role.

Outlook for HP mc-Si

Although the growth of HP mc-Si having low defects and good uniformity is rather
robust, especially seeded with silicon particles, the random GBs decrease and defects
increase during crystal growth. The defect growth is strongly affected by the
evolution of grain structures, and the grain growth, which leads to the reduction of
random GBs, is very important. Lehmann et al. (2016) analyzed HP and conven-
tional mc-Si wafers from various companies, as shown in Fig. 12. They found that
indeed the GB types were very different as shown in Fig. 12a. The HP mc-Si in
general had more than 60% of random GBs, while the conventional one had high
percentage of X3 GBs. However, as shown in Fig. 12b, their difference became
smaller near the top of the ingots due to grain growth and the decrease of random
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Fig. 12 Comparison of GB types in HP and conventional mc-Si at the botfom (a) and the fop (b) of
the ingots from different suppliers (Lehmann et al. (2016) with permission of Elsevier)
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GBs, as well as the increase of 3 GBs. As a result, if the ingot grows taller, there are
less random GBs for stress relaxation, so that the dislocation clusters even in HP
mc-Si will become more problematic.

In fact, Wong et al. (2014a) was the first to perform detailed experiments to
investigate the structure evolution of HP mc-Si in a lab-scale furnace for different
growth speeds ranging from 10 to 200 mm/h. They analyzed the grain structures of
the wafers cut from the ingot by using electron backscattered diffraction (EBSD).
For grain growth, some of their results are shown in Fig. 13a for illustration. In
general, the low-energy (111) grain became dominant during grain coarsening due to
the reduction of overall interfacial energy. The random GBs decreased as grains
coarsened. On the other hand, as shown in Fig. 13D, they also found that £3 GBs
increased due to twining (Wong et al. 2014a; Duffar and Nadri 2010) and decreased
due to the blocking by the random GBs. As shown, the new grain nucleated from the
tri-junction, and this twining process could repeat based on the twining probability
(Duffar and Nadri 2010). Lin and Lan (2017) recently found that the GB type at the
faceted groove, i.e., tri-junction, between grains played a crucial role in reducing the
nucleation barrier of twining. With a random GB, the twining probability could be
greater than 107° at an undercooling of 0.5 K, which gave a twin spacing about
300 pm. The reduction of random GBs and the generation of twin boundaries
eventually tended to be close. As a result, near the top of the small ingots, the
fraction of both GBs became comparable. Nevertheless, because twining became
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Fig. 13 (a) Grain coarsening (left figures are EBSD and right figure are GBs); (b) nucleation of
twins and their movement; twin boundary was blocked by the random GBs (from wafers 4 to 6).
The twin nucleation from the faceted groove at tri-junction is illustrated on the right (Wong et al.
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more frequent with the increasing speed or undercooling, the generation of X3 GBs
and the reduction of random GBs became faster as the growth speed increased.
Therefore, the control of grain growth and twining is crucial to HP mc-Si for taller
ingots. Nowadays, even for the normal ingot height, e.g., 35 cm in G6, the high
defect density near the top of the ingot for HP mc-Si is still problematic due to the
reduction of random GBs. In fact, if one carefully examines the amount of random
GBs near the top ingots in (Lehmann et al. 2016), it is clear that some ingots could
still keep a high percentage of random GBs. This indicates that the growth conditions
could be optimized for HP mc-Si in practice. Recently, Trempa et al. (2017)
compared the grain structures and defects of the conventional and HP mc-Si ingots
from eight successive growths to simulate the extraordinary ingot height of 710 mm.
They found that the grain structures and the defects of both ingots became similar
after 350 mm. Especially, as shown in Fig. 14 for the comparison of defects and
recombination area fraction for convectional and HP mc-Si in their study (Trempa
et al. 2017). In other words, the advantage of HP mc-Si is limited to the first grown
350 mm of the ingot.

In addition to the dislocation clusters, the control of impurities is also important to
ingot quality. The back diffusion of the metals from the silicon seeds increases the
red zone and deteriorates the quality of bottom ingot, even though the EPD is the
lowest there. Therefore, to further improve HP mc-Si, the reduction of seed layer
thickness and the improvement of crucible/coating purity would be important.
Recently, the crucibles coated with high purity silica are available in the market;
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Fig. 14 Recombination active area fraction versus total ingot height for the 710 mm G1 conven-
tional ingot (red circles) and the 710 mm G1 HP mc-Si (HPM) ingot (green squares). Additionally,
the values for a 300 mm industrial HPM ingot (violet triangles) are shown. On the sides, PL images
of both 710 mm G1 ingots are shown for 80 mm and 710 mm total ingot height (Trempa et al.
(2017) with permission of Elsevier)
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using a diffusion barrier could also be feasible (Hsieh et al. 2014). Eventually, if the
seeding layer is replaced by simple coating, while keeping small grains and high
fraction of random GBs after nucleation, both quality and yield of HP mc-Si could be
improved.

Conclusion

Nowadays, nearly 70% of solar cells are made from mc-Si wafers, and most of them
are produced from the HP casting method. The method is very robust, so that it has
been widely adopted by industry. In addition to the excellent ingot quality, the yield
of the HP casting is also very high due to the much less massive propagation of
dislocation clusters. The excellent quality of the HP mc-Si has been reflected on the
significant progress of the solar cell efficiency in the recent years. Besides the p-type
champion cell with an efficiency higher than 21.23% reported by Trina Solar Inc.,
the very recent world record (21.9%) on the n-type HP mc-Si solar cell has been
made by Fraunhofer ISE in early 2007. Nevertheless, to compete with the mono-
crystalline silicon solar cells, further improvement of the ingot quality by HP casting
can be expected.
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Abstract

This chapter introduces the dendritic cast method which allows us to obtain
multicrystalline silicon ingot containing large-size crystal grains with specific
orientations. The growth of dendrite crystals along the bottom wall of crucible in
the initial stage of casting is crucial in this method. First, the features of Si
dendrite crystals including the conditions for initiating dendrite growth will be
explained following the concept of the dendritic cast method. The parallel twin
formation and undercooling, those are prerequisites for the growth of the dendrite
crystal, will be considered fundamentally. Next, experimental results of the
growth of multicrystalline silicon ingots by the dendritic cast method will
be summarized. The idea to control the dendrite growth will be described.
Finally, problems and the future development of this method will be
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considered. A nonwetting dendritic cast method, which is a growth concept for
the reduction of generation of dislocation and impurity during casting, will be
introduced.

Keywords
Cast method - Silicon - Dendrite growth - Crystal/melt interface - Undercooling -
Twin boundary

Introduction

At present, control of grain structures including grain size, grain orientation, grain
boundary (see » Chap. 19, “Grain Boundaries in Multicrystalline Silicon™), twin
boundary, dislocation (see » Chap. 18, “Defects in Crystalline Silicon: Disloca-
tions”), subgrain boundary, and impurity (see » Chaps. 14, “Oxygen Impurity in
Crystalline Silicon,” and » 15, “Carbon Impurity in Crystalline Silicon”) is the
common recognition in the field of crystal growth of multicrystalline silicon
(mc-Si) ingot for solar cells. The proposal of the dendritic cast method became the
trigger to share this recognition in researchers widely. In this chapter, the concept and
features of dendritic cast method will be described.

The dendritic cast method was proposed in 2006 on publications (Fujiwara et al.
20064, b). Since the late 1970s (Ciszek et al. 1979), a mc-Si ingot for solar cells is
grown by directional solidification method, which is usually called cast method. The
quality of the ingot has been improved until now although there is still room for
further improvement. Before the proposal of the dendritic cast method, researchers
attempted to improve the quality of mc-Si ingot by the control of growth conditions,
such as thermal history, growth rate, purity of feedstock, or materials of crucible. In
the dendritic cast method, the quality of me-Si ingot is improved by controlling grain
structures. The key point is the control of dendrite crystals in the initial stage of
casting, which will play a role of “seed” crystal during directional solidification. The
concept of the dendritic cast method was born from the fundamental study of the
crystal growth mechanisms of Si, as explained below.

In the early 2000s, Nakajima’s group started to develop a crystal growth tech-
nology for obtaining a structure-controlled mc-Si ingot, aiming to realize an ideal
mc-Si ingot for solar cells, as schematically shown in Fig. 1. However, it was not
well understood how to control the complicated grain structure in mc-Si ingot which
contains variety types of defects including grain boundary, twin boundary, disloca-
tion, subgrain boundary, and metallic impurity. Therefore, the study of crystal
growth mechanisms for obtaining fundamental understandings was started by the
development of an in situ observation technique (Fujiwara et al. 2002, 2004). It was
found that the dendrite growth was promoted in a melt even at a low degree of
undercooling, and also found that the growth velocity of the dendrite crystal was
much faster than that of the normal crystal grain (Fujiwara et al. 2006a). Further-
more, it was well known that the growth orientation of the dendrite was limited to
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Fig. 1 Schematic image of ideal mc-Si ingot (right)

specific orientations (Billig 1955; Bennett and Longini 1959; Hamilton and
Seidensticker 1960; Wagner 1960; Albon and Owen 1963; O’Hara and Bennett
1964; Barrett et al. 1971; Lau and Kui 1991; Li and Herlach 1996; Nagashio and
Kuribayashi 2005). From those fundamental understanding of the dendrite growth of
Si, it was considered that if one could control the dendrite growth at the initial stage
of casting, a mc-Si ingot with large-size oriented crystal grains would be produced.

In this chapter, first, the concept of the dendritic cast method and the features of
dendrite crystal of Si will be explained. Next, mc-Si ingots grown by this method
will be shown. Finally, the remained problems and future development of the
dendritic cast method will be discussed.

Development of the Dendritic Cast Method
In Situ Observation of the Growth of the Si Dendrite Crystal

Here, the features of dendrite crystals of Si will be explained. An in situ observation
system consisting of a furnace and a microscope (Fig. 2) was developed for the
observations of crystal/melt interface of Si (Fujiwara et al. 2004). Si raw materials
were set in a fused silica crucible with the size of 10 x 20 x 10 mm and melted in the
furnace. The temperature gradient in the furnace could be controlled by controlling
the power of two zone heaters. A water cooled tube was inserted from one side of the
sample, and thus, the temperature gradient in the sample can be reached around 9 K/
mm. Such a temperature gradient was kept during a cooling process to observe a
crystal/melt interface during directional solidification. The growth velocity was
changed by controlling the cooling rate.

When the crystal grows at low growth velocity, the crystal melt interface was
kept planar shape, as shown in Fig. 3a. On the other hand, dendrite growth was
initiated from a zigzag faceted interface at higher growth velocity, as shown in
Fig. 3b. The undercooling at the initiation of the dendrite growth was estimated to
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Fig. 3 (a) Planar crystal/melt interface and (b) appearance of a dendrite growth

be AT =~ 10 K (Fujiwara et al. 2008). The typical structure of dendrite crystal is
shown in Fig. 4 (Fujiwara et al. 2007). The most important feature of the dendrite
crystals of Si is the existence of parallel twin boundaries at the center part, as
shown in Fig. 4.

The features of dendrite crystal of Si are summarized as following (Fujiwara
2015):

1. The surface is bounded by {111} facet planes.

2. At least two parallel {111} twin boundaries exist at its center.

3. The preferential growth direction is <112> or <110> (hereafter, dendrites with
these growth directions will be expressed as <112> and <110> dendrites,
respectively).

Nagashio and Kuribayashi reported that twin-free dendrite, which preferentially
grows to the <100> direction, appeared in the highly undercooled melt, AT > 100 K
(Nagashio and Kuribayashi 2005). In the casting process of mc-Si ingot, the
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Fig. 4 Structure of a dendrite crystal (Fujiwara et al. 2007)
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Fig. 5 The growth concept of the dendritic cast method

undercooling at the crystal growth is not so high, and thus the <112> and <110>
dendrites usually appear.

Growth Concept of the Dendritic Cast Method

From the above features of dendrite crystals, it was considered that if one could control
this growth mechanism in the casting, it would be able to obtain a mc-Si ingot with
large-oriented crystal grains. Figure 5 shows a concept of growing a me-Si ingot using
dendrite growth in the casting. The dendrite growth is induced along the bottom wall of
a crucible in the initial stage of casting by controlling the cooling conditions. To realize
this process, the temperature field in the furace should be controlled carefully.
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Dendrite crystals can be grown only along the bottom wall of the crucible when the
melt only at the bottom wall is undercooled, as shown in Fig. 6a. However, if the upper
part of the melt is also in the undercooled state, the dendrite crystals can be grown not
only along the bottom wall but also in the upper direction, as shown in Fig. 6b. The
growth velocity of the dendrite crystal is very fast, and thus the crystal grains become
very large. And, when the dendrite grows along the bottom wall of the crucible, the
upper orientation of the dendrite crystal is limited to {112} or {110} ideally, and thus
the oriented grain structures will be obtained in the initial stage of casting. If the
dendrite crystals grew also in the upper direction in this initial stage, the grain size at
the bottom part of the ingot becomes small and the grain boundary density increases.
Moreover, the dendrite crystals grown in the upper direction will make a rough crystal/
melt interface, as shown in Fig. 6b, which will cause the defect generation at the crystal/
melt interface. Therefore, to obtain a high quality mc-Si ingot, the control of the
dendrite growth in the initial stage is crucial. Subsequently, crystallization will be
promoted in the upper direction from this bottom structure with large-size oriented
grains. The concept shown in Fig. 5, which is called the dendritic cast method, does not
require the use of any seeds and it was expected to be available for the growth of a large
ingot by a commercial casting furnace. Needless to say, the enhancement and control of
the dendrite growth at the bottom of the crucible is crucial in this method. In the next
section, the conditions for promoting dendrite growth in the Si melt will be considered.

Conditions for Growing a Dendrite Crystal in Si Melt

Here, let us consider the conditions for the initiation of the dendrite growth. As
shown in Fig. 4, a dendrite crystal of Si contains at least two parallel {111} twin
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Fig. 7 Dendrite growth initiated from a part of zigzag faceted interface (Fujiwara et al. 2007)

boundaries at its center part. This means that the crystal must contain two parallel
twin boundaries for the initiation of the dendrite growth. It is well known that the
formation energy of Si {111} twin boundary is quite low, such as 30 mJ/m?
(Kohyama et al. 1986). Therefore, twin boundaries are often observed in a mc-Si
ingot after solidification. It seems that a twin boundary is formed by many reasons,
such as the stress from the crucible and/or the thermal stress during cooling process
and so on. However, here, the consideration of the parallel twin formation in a crystal
during melt growth process is required.

To obtain information on the parallel twin formation during melt growth process,
the crystal growth behavior of dendrites was directly observed by using an in situ
observation system (Fujiwara et al. 2007). In that study, morphological change of the
crystal/melt interface was observed. A planar crystal/melt interface changed to a
zigzag faceted interface with decreasing melt temperature, and then, a dendrite
crystal grew from a part of the faceted interface, as shown in Fig. 7. It was noted
that the direction of growth of the dendrite crystal was parallel to the {111} facet
plane on a zigzag faceted interface, as shown in Fig. 6 (the right image). This means
that the parallel twins at the center of the dendrite crystal were formed parallel to the
{111} facet plane on the zigzag faceted interface.

From this experimental facts, one model for the parallel twin formation was
considered, as shown in Fig. 8 (Fujiwara et al. 2007). Since the growth interface is
faceted (zigzag shape) at a high growth velocity, crystal growth is always promoted
on the {111} facet planes. If an atom attaches on a facet plane with a twin
relationship, a layer that maintains the twin relationship is formed on the facet
plane after lateral growth, and then one twin boundary is generated on the layer, as
shown in Fig. 8(2). It is expected that the atoms are often attached on the {111}
growth plane with twin relationship because the grain boundary energy of Si {111}
twin boundary is close to zero (~30 mJ/m?). Such twin configuration of adatoms may
be rearranged so that adatoms obey the epitaxial configuration at the crystal surface
to minimize the Gibbs free energy of the system when the driving force for
crystallization is very low at near equilibrium condition. On the other hand, when
the driving force is large, high undercooling, the growth of the layer with twin
relationship should be promoted because of the faster growth kinetics and the larger
energy gain due to the crystallization. Continuing the crystal growth in the lateral-
growth mode (Fig. 8(3)), the another twin boundary will form parallel to the previous
twin, as shown in Fig. 8(4). In this model, the formation of two parallel twins is
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Fig. 8 Model for parallel twin formation on the zigzag faceted crystal/melt interface

certain when one twin is formed on a facet plane at the growth surface. Here, it is
found that the distance between the two parallel twin boundaries is dependent on the
wavelength of the zigzag faceted interface. According to the theoretical treatment for
the interface instability by Mullins and Sekerka (Mullins and Sekerka 1964), the
wavelength of zigzag faceted interface decreases with increase in the growth veloc-
ity, and that was confirmed for the crystal/melt interface of Si by experiments
(Tokairin et al. 2009; Fujiwara et al. 2011).

Next, the undercooling for the growth of the dendrite crystal should be con-
sidered. From the in situ observation experiments, the undercooling (AT) at the
initiation of the growth of the dendrite crystal was estimated as A7 ~ 10 K
(Fujiwara et al. 2008). This value of the undercooling might be changed by the
design of the furnace and the temperature field in the furnace. Now, the temper-
ature field at the initiation of the dendrite growth is discussed below. First, the case
that the parallel twin boundaries are generated into a crystal by the model shown
in Fig. 8 is considered. In that model, the morphological transformation of the
crystal melt interface from a planar shape to a zigzag faceted shape is required for
the parallel twin formation. A crystal grain born at the bottom of the crucible will
grow along the bottom wall of the crucible, as schematically shown in Fig. 9
(Fujiwara et al. 2011). The crystal grain does not contain twin boundaries. It
seems that a fluctuation is often generated on the planar crystal/melt interface
during growth. When the temperature gradient in the melt at the crystal/melt
interface is positive, the crystal grows with a planar crystal/melt interface because
the temperature at the top of the fluctuation is higher than that at the bottom of the
fluctuation, that is, the growth velocity at the bottom of the fluctuation is faster
than that at the top part. Therefore, a zigzag faceted interface will not be
established, as shown in Fig. 9a. On the other hand, under the negative
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gradient when the crystal grain contains no twin boundaries (Fujiwara et al. 2011)

temperature gradient, the fluctuation will be amplified, which leads to the forma-
tion of zigzag faceted interface, as shown in Fig. 9b. In this case, the parallel twin
boundaries could be formed based on the model of Fig. §, and then, the dendrite
growth will be initiated after the parallel twin formation. The temperature gradient
in the melt at the crystal/melt interface is affected by the thermal field in the
ambient surrounding the crystal and the growth velocity which is related to the
amount of the latent heat of crystallization. A smaller temperature gradient in the
ambient requires a lower growth velocity to change the temperature gradient in the
melt at the crystal/melt interface from positive to negative. Usually, in the casting
furnace, the temperature gradient in the growth direction of the ingot is positive,
as shown in Fig. 6. On the other hand, the temperature field vertical to the growth
direction is almost homogeneous. Therefore, when a crystal grain is born in the
undercooled melt at the bottom wall of the crucible, it seems that the negative
temperature gradient is easily formed in front of the crystal/melt interface because
the temperature at the crystal/melt interface reaches melting temperature due to
the latent heat and the melt surrounding the crystal grain is undercooled. One can
easily imagine that if the melt of the upper part of the crystal grain is also
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Fig. 10 The explanation for the initiation of the dendrite growth even under the positive temper-
ature gradient when the crystal grain contains twin boundaries (Fujiwara et al. 2014)

undercooled, dendrite crystals is possible to grow to upper direction, as explained
in Fig. 6b, which is not suitable for obtaining a high quality ingot.

Next, in Fig. 10, we consider the case that the crystal grain originally contains
parallel twin boundaries, those were formed by some kind of mechanisms except
the model in Fig. 8 (Fujiwara et al. 2014). The growth velocity is roughly
expressed as V'~ KAT, where K and AT are the kinetic constant and undercooling,
respectively. When the temperature gradient is positive, the undercooling at the
bottom part (AT}) is larger than that at the top part (AT;) of the fluctuation,
AT, < ATy, as shown in Fig. 10. Therefore, the kinetic constant at the twin
boundaries (K;) must be larger than that in the area without twin boundaries
(Kp), Kt > Ky, to amplify the fluctuation. Actually, it seems that the crystallization
is easier at the twin boundary than at the {111} flat plane, as shown by atomic
models in Fig. 11. When the atoms in the melt crystalize on the {111} plane, a trio
of atoms is required to connect half of their bonds with each other, as shown in the
left image of Fig. 11. On the other hand, a pair of atoms can satisfy this condition,
as shown in the right image of Fig. 11. When the condition K,AT/K,ATy, > 1 is
satisfied, the dendrite growth is initiated at the parallel twin boundaries. The
difference between AT, and AT, is dependent on the temperature gradient at the
interface. One can predict that when the positive temperature gradient is steep,
AT, < <AT,, a planar interface will be maintained because the growth velocity at
the bottom of the fluctuation (V) will be larger than that at the top of the
fluctuation (7;). On the other hand, under a low positive temperature gradient,
the fluctuation at the twin boundaries is amplified owing to the larger K. In this
case, dendrite growth will appear at lower undercooling than in the case that
crystal originally does not contain the twin boundaries (Fig. 9).
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Fig. 11 Atomic models of crystal/melt interface of {111} plane (/eff) and at twin boundary

Mc-Si Ingot Grown by the Dendritic Cast Method
Growth of a Small Size mc-Si Ingot

In the earlier experiments of the dendritic cast method, mc-Si ingots were grown
with a 50-mm-diameter silica crucible with Si;N4 coating. As mentioned above, the
undercooling of AT ~ 10 K seemed to be required to induce dendrite growth in the
initial stage of directional growth (Fujiwara et al. 2006a). Therefore, the bottom of
the crucible was cooled fast to induce the dendrite growth and then the crucible was
pulled down at 0.2 mm/min in the temperature gradient zone of 20 K/cm. In the fast
cooling process for promoting dendrite growth along the bottom wall of the crucible,
the steep temperature gradient in the direction of growth of the ingot is required, as
explained in Fig. 6. In addition, generally, a fixed time is required until the dendrite
crystals grow to cover the whole bottom wall. Another ingot was grown by simply
pulling the crucible down at 0.2 mm/min in the same temperature gradient, for
comparison. Figure 12a, b show the orientation maps of 15 mm? wafers cut from the
bottom, middle, and top parts of ingots grown by (a) a dendritic cast method and
(b) a conventional cast method (Fujiwara et al. 2006a). Near the (112) plane was seen
to occupy almost the entire surface of the wafers and large grains were observed in
the bottom part to top part in wafers cut from the ingot grown by a dendritic cast
method, as shown in Fig. 12a, because <110> dendrites grew along the bottom wall
of the crucible in the initial stage. On the other hand, many equiaxed grains with
random orientations were observed in wafers cut from the ingot grown by a
conventional cast method, as shown in Fig. 12b. Figure 13a, b shows the typical
properties of solar cells based on mc-Si wafers cut from the two ingots (Fujiwara
et al. 2006a). A higher energy conversion efficiency was obtained for the Si wafer
obtained by the dendritic cast method. The results in Figs. 12 and 13 show that the
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growth concept of the dendritic cast method is promising for obtaining a mc-Si ingot
suitable for solar cells. We also investigated the effect of crucible size on solar cell
properties. Figure 14 shows the energy conversion efficiencies of solar cells based on
the mc-Si wafers cut from the ingot grown by a dendritic cast method. The diameters
of the crucible used were 50 mmd, 80 mmd¢, and 150 mmd (Fujiwara et al. 2006a).
Conversion efficiency increased with increasing crucible size. The highest efficiency
of the solar cells was more than 16% even without a surface textural structure or
hydrogen passivation during solar cell processes. For comparison, we also fabricated
a solar cell based on an sc-Si wafer grown by the Czochralski method using the same
solar cell process as above and obtained a conversion efficiency of 17%.

Improvement of the Dendritic Cast Method

Researchers made an effort for the improvement of the dendritic cast method for the
sake of use in practical (Nakajima et al. 2009, 2010a, b, 2011; Yang et al. 2015).
Solar cells based on mc-Si wafers obtained from ingots grown by the dendritic cast
method were fabricated by SHARP Co (Nakajima et al. 2009, 2010a, b, 2011), and
the top values of the energy conversion efficiency were 18.2% for Si wafer of
10 x 10 ecm? and 17.7% for Si wafer of 15.6 x 15.6 cm?. Dendritic cast method
has a potential to control not only grain size and grain orientation but also grain
boundary characteristics. As shown in Fig. 15, when the dendrite crystals grow to
random direction at the bottom of the crucible, the grain boundaries formed by the
impingement of dendrite crystals will become random grain boundaries. On the
other hand, if the direction of the growth of dendrite crystals would be controlled to
one direction, the formed grain boundary would be {111}XZ3 twin boundary, because
the side surface of the dendrite crystal is {111} plane owing to the existence of two
parallel {111} twin boundaries at the center of the dendrite crystal. Actually, it was
reported that the angle of the impingement of two dendrite crystals affected the
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Fig. 16 Graphite plates set under the crucible to control the dendrite growth (Nakajima et al. 2011)

dislocation density at the formed grain boundaries (Takahashi et al. 2015). It was
shown that the parallel arrangement of dendrite crystals beneficially decreased
dislocation density.
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Fig. 17 Bottom structures of mc-Si ingot grown by a dendritic cast method using (a) no graphite
plates, (b) a graphite plate with a line-shaped highly cooled part, and (c) two kinds of graphite plates
with a ring-shaped highly cooled part (Nakajima et al. 2011)

Nakajima et al. attempted to control the direction of growth of the dendrite
crystals at the bottom wall of crucible by using graphite plates with different thermal
conductivity (Nakajima et al. 2011). They set carbon plates under the crucible
(Fig. 16). In case of Fig. 16a, there was a line-shaped highly cooled part by making
a gap in a circular graphite plate. In case of Fig. 16b, there was a ring-shaped highly
cooled part, which were made by combining graphite plates with high and low
thermal conductivities of 40 and 0.35 W/m K, respectively.

Figure 17 shows bottom structures of mc-Si ingot grown by dendritic cast method
with (a) no graphite plates, (b) a graphite plate with a line-shaped highly cooled part,
and (c) a ring-shaped highly cooled part combining two kinds of graphite plates.
When the dendrite growth was promoted by cooling all over the bottom part in the
initial stage of casting, dendrite crystals grew to random direction, as indicated by
arrows. On the other hand, in the ingot grown using a graphite plate with a line-
shaped highly cooled part, most of dendrite crystals initiated to grow at the line-
shaped highly cooled part. Also, in the ingot grown using two kinds of graphite
plates with a ring-shaped highly cooled part, dendrite crystals initiated to grow at the
edge part due to the existence of a ring shape high-thermal conductivity graphite. In
this way, the direction of the growth of the dendrite could be controlled by the
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generation of a local cooling system at the bottom of the crucible. Wang et al.
attempted to control the nucleation site and initial grain growth by using a spot
cooling (Wang et al. 2009). They also obtained large size grains due to the promotion
of the dendrite growth.

Problems and Future Developments of the Dendritic Cast Method

The dendritic cast method was attempted to use in the industrial-scale furnace. Yang
et al. grew mc-Si ingots by changing the undercooling at the bottom of the crucible
(Yang et al. 2015). Figure 18 shows bottom structures of three typical ingots
obtained by controlling undercooling. It was shown that dendrite structures were
obtained at highly undercooled region. They reported that “the control of
undercooling in the industrial-scale furnace became much more difficult due to the
much higher thermal resistance of the crucible and the heat exchanger block, as well
as the coating uniformity in large area for nucleation” (Yang et al. 2015). Actually,
the undercooling and the direction of heat releasing at the bottom of the crucible
have to be controlled for controlling the dendrite growth in the initial stage of
casting. Some kind of devices, such as the combining graphite plates with high
and low thermal conductivities, which was attempted by Nakajima et al., will be
required to control the dendrite growth.

Generation of dislocations is also the problem. In the dendritic cast method,
dislocation densities decreased in comparison with a conventional casting method.
However, the dislocations generated in the initial stage of casting, generally at the
grain boundary, will develop during directional solidification, as shown in Fig. 19
(Ryningen et al. 2011). Larger sized crystal grains obtained by the dendritic cast
method leads to decrease in the grain boundary density; however, this means that

[ Small window |

Undercooling, AT :>

Large, not uniform Small, uniform Very large, not uniform
a b [+

Fig. 18 Bottom structures of mc-Si ingots by controlling undercooling (Yang et al. 2015)
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dislocations are difficult to be absorbed in grain boundaries during directional
solidification due to the low density of random grain boundary. To decrease the
dislocation density at the initial stage of casting, first, the density of dendrite crystal
should be decreased to reduce the density of grain boundary which becomes the
source of dislocations. In addition, it is necessary not only to control the direction of
growth of the dendrite crystals, but also to disturb the impurity contamination and
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Fig. 20 Life time mapping and average conversion efficiency of the bricks and wafers obtained by
(a) a conventional cast method, (b) Hp Mc-Si, and (¢) a dendritic cast method (Yang et al. 2015)

the stress generation from the crucible wall coated with Si;N, powders, which is the
common problem in all kinds of casting methods.

Recently, the high-performance mc-Si (HP mc-Si) is widely used in industry
(Yang et al. 2015), as described in Chapter 10 in this book (see » Chap. 7,
“Growth of Multicrystalline Silicon for Solar Cells: The High-Performance
Casting Method”). HP mc-Si ingots include uniform small sized (a few millime-
ters) crystal grains and high density of random grain boundaries. It seems that
dislocations will be absorbed into the random grain boundaries during directional
solidification, and thus the dislocation density in the ingot decreases. Therefore, at
present, the minority carrier lifetime of HP mc-Si is higher than that of mc-Si
grown by a conventional casting method and a dendritic cast method, as shown in
Fig. 20 (Yang et al. 2015).

In future, if the densities of dislocation and impurities (carbon and oxygen)
are reduced in the mc-Si ingot with larger sized crystal grains, the order will be
changed like Fig. 21, because the grain boundary is the defect itself which acts as
a recombination center of photocarriers. Further, in the process of solar cells,
a solar cell based on mc-Si wafer loses about 1% of energy conversion
efficiency because of their inefficient surface textural structure. If a mec-Si
wafer with large-size oriented grains would be obtained, a better surface
textural structure will be obtained, which leads to a higher energy conversion
efficiency of solar cells.

As one of the future developments, a nonwetting cast method combining the
dendritic cast method was proposed (Fujiwara et al. 2015). The growth concept is
shown in Fig. 22. In this method, the purities of atmosphere and raw Si materials,
and the material for crucible should be taken care to realize a state that a Si melt is
nonwetting and nonreactive with a crucible at high temperature (Fig. 22a). The
impurity contamination and stress generation into Si crystal from the crucible or
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Fig. 21 Grain structures and energy conversion efficiency of solar cells
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of impurity contamination and
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Fig. 22 Growth concept combining a non-wetting and a dendritic cast methods

coating materials will be disturbed when the ingot is grown from the Si melt
maintaining the state that nonwetting and nonreactive with a crucible. The dendritic
cast method, enhancing the dendrite growth in the initial stage of casting, will be
useful for obtaining larger-sized oriented crystal grains to reduce the grain boundary
density (Fig. 22b). The nonwetting and nonreactive condition should be maintained
during directional solidification process.
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a Top surface b Top surface

Size of the ingots: 180mm X 180mm X 50mmH

Fig. 23 Top surface of as grown mc-Si ingots grown by (a) nonwetting dendritic cast method and
(b) conventional cast method (Fujiwara et al. 2015)

Based on this growth concept, it was attempted to grow a mc-Si ingot (Fujiwara
et al. 2015). Barium hydroxide was spread all over the inner surface of a quartz
crucible, instead of SizN, coating, and fired it. For comparison, a similar
quartz crucible (GE214) with Si3N,4 coating was used for growing mc-Si ingot.
Figure 23 shows the top surfaces of as-grown mc-Si ingots grown by the
method of Fig. 22 (hereafter, nonwetting dendritic cast method) and the
conventional method. The surface of the ingot grown by the nonwetting dendritic
cast method was much shinier. Figure 24 shows the side and bottom surfaces of both
as-grown mc-Si ingots. The surfaces of the ingot grown by the nonwetting dendritic
cast method were very smooth and shiny, so that the grain structures were not visible,
while the surfaces of the ingot grown by the conventional method were rough and
the grain structures were visible. Those results indicated that wetting and reaction
between the Si melt and crucible were restrained.

The minority carrier lifetime of the wafers with a size of 125 x 125 x 0.2 mm®
cut from the middle part of both ingots was measured. The average values of
minority carrier lifetime of the wafer cut from the ingot grown in a nonwetting
cast method was about three times higher than that of the wafer taken from the ingot
grown by the conventional method. These results indicate that the mc-Si ingot grown
by a nonwetting dendritic cast method has the potential for the production of high-
quality mec-Si ingot for solar cells.

The development of this technology was just started and should be improved
more and more. However, if this technology will be completely established, the
mc-Si ingot with low densities of impurity, dislocation, and grain boundary will be
realized.
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b Side surface

Bottom surface
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Fig. 24 Side and bottom surfaces of as grown mc-Si ingots grown by (a) nonwetting dendritic cast
method and (b) conventional cast method (Fujiwara et al. 2015)

Concluding Remarks

The dendritic cast method is a unique method for controlling grain structures in
mc-Si ingots. Large-sized oriented grain structure is obtained by this method. On the
other hand, the control of undercooling in the initial stage of casting and decrease of
dislocation density during directional solidification process in the industrial scale
furnace are the main problems. However, the ideas to overcome these problems have
been proposed, which suggested us the direction for the improvement of this
method. The continuous efforts by the researchers will lead to the establishment of
this technology for producing high-quality mc-Si ingots.

Cross-References
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Abstract

The mono-like method, also known as the mono cast, seed cast, and quasi-mono
methods, is a candidate next-generation method of casting Si ingots for solar cell
applications, replacing conventional casting methods. The mono-like method
provides single crystalline Si ingots with the use of almost the same facilities as
those used for growth of multicrystalline Si ingots. Hence, the mono-like method
has potential to achieve Si ingots with both high quality and low cost. However,
the mono-like method faces challenges owing to its crystal growth processes,
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such as multicrystallization, dislocation generation, and impurity contamination.
To address these problems, advanced mono-like methods have been developed.
In this chapter, advanced mono-like methods are reviewed from the viewpoint of
crystal growth and the fundamentals of the mono-like method.

Keywords

Silicon - Crystal growth - Mono-like - Seed growth - Seed cast - Quasi-mono -
Dislocations - Dislocation generation - Grain boundaries - Defect engineering -
Artificial grain boundaries - Functional defects

Introduction

The mono-like method is a growth method for single crystalline Si ingots based on a
casting method. Almost the same growth furnace and procedures as those for multi-
crystalline silicon (mc-Si) can be used. The similarity with the mc-Si casting process
leads to advantages in terms of low cost and high throughput. The main difference with
mc-Si processes is that single crystalline Si ingots can be obtained with the use of
single crystalline seeds. Generally, single crystalline Si solar cells show higher perfor-
mance than those based on mc-Si, and this is also true for single crystalline Si grown by
the mono-like method (e.g., Mrcarica 2013, Jay et al. 2014, and Jouini 2018). Thus,
mono-like Si has both the advantages of single crystalline and multicrystalline Si and
represents a potential high-quality low cost-material for solar cells.

The development of mono-like methods for solar cell applications started fol-
lowing the BP solar report (Stoddard et al. 2008). The idea of growing single
crystalline Si in a crucible together with seed crystals had been suggested for a
long time (e.g., Ciszek et al. 1979). The BP solar breakthrough was to demonstrate
that a single crystalline ingot could be obtained with a practically useful size.
Considerable research and development followed this initial report; however, the
market share of the mono-like method remains low at present. The reasons for this
low-market share are related to the ingot cost and quality, which are in turn
controlled by the crystal growth process and crystal defects in mono-like ingots.
Thus, further research to address these issues is necessary for developing and
practically applying the mono-like method.

In this chapter, first the fundamentals of the mono-like method are described from
the viewpoint of crystal growth. Then, advanced mono-like methods such as func-
tional grain boundaries, functional defects, and mushroom-type interface growth are
presented. Most of these advanced methods aim to control the generation and
propagation of crystal defects during the crystal growth processes. Finally, future
developments of the mono-like method are discussed.

Note that the growth method and single crystalline Si ingots grown in a crucible
by the casting method are also described by the terms as seed cast, mono cast, and
quasi-mono. In this chapter, the term “mono-like” is used collectively.
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Fundamentals of the Mono-Like Method
Seed Growth

The Czochralski (CZ) method is well known for growingsingle bulk crystals by
drawing seed crystals over the Si melt (see » Chap. 6, “Growth of Crystalline
Silicon for Solar Cells: Czochralski Si”’). Seed crystals are also used directly inside
the crucible in the Bridgman method. Figure 1 shows a schematic illustration of the
vertical Bridgeman method. In the method, crystal growth is performed by slowly
pulling the crucible down in a temperature gradient formed by separated heaters in
the furnace. The crystal directionally grows from the melt as the materials move
across the position corresponding to the melting point. In this process, if a seed
crystal is placed at the bottom of the crucible, crystals with the same crystal
orientation as the seed grow on the seed epitaxially. The mono-like method to
produce single crystalline Si ingots for solar cells is basically same as the vertical
Bridgman method in terms of the following technical features: it involves directional
growth in a crucible from the bottom to the top and the use of single crystalline
seeds.

From another point of view, the mono-like method is similar to the casting
method used to produce mc-Si for solar cells (see » Chaps. 8, “Growth of Multi-
crystalline Silicon for Solar Cells: Dendritic Cast Method,” and » 7, “Growth of
Multicrystalline Silicon for Solar Cells: The High-Performance Casting Method”).
Figures 2 and 3 show schematic illustrations of the casting method and mono-like
method, respectively. In the case of the casting method, first, all the Si raw materials
in a crucible are completely melted at a high temperature above the melting point.
Then, the furnace is cooled down, and crystals grow directionally from the bottom to
the top of the crucible. At the initial stage of this process, crystal grains randomly
nucleate on the bottom surface of the crucible with various crystal orientations.
These initial crystal grains act as a template for the following directional growth. As

Fig. 1 Schematic illustration Crucible
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Fig. 3 Schematic illustration of seed and single crystalline growth of the mono-like method

a result, the grown ingot becomes a columnar multicrystal and inherits the initial
grain structure.

However, in the case of the mono-like method, single crystalline seeds are used as
a template for directional growth. Generally, the <100> orientation is selected for
the crystal orientation of the seed in the growth direction in consideration of solar
cell applications. These seed bricks are prepared from single crystalline CZ ingots. In
the practical mono-like method, a typical seed size is similar to the size of solar cell
wafers, i.e., (15.6 + a) x (15.6 + a) x few cm’. Here, a is the kerf for cutting
ingots to bricks. For example, in the case of the growth of G5 size mono-like ingots,
5 x 5 = 25 seed bricks are needed as shown in Fig. 3. As in this example, multiple
seed crystals are required for practical mono-like growth because a large seed crystal
covering the whole area of the bottom of the crucible cannot be made from
CZ ingots. Thus, boundaries between seed crystals are introduced into the ingot.
These seed joints are a source of dislocation generation during crystal growth. This
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problem will be discussed in the next section together with the other problems
associated with the mono-like method. Except for the seed crystals, the same
materials as the growth of mc-Si ingots can be used for the crucible, its coating,
the Si raw materials, and flow gases.

For the ingot growth, a mc-Si crystal growth furnace can be used. In the growth
procedure, to keeping the seed crystals solid during the melting process of the Si
raw materials, the processing conditions and temperature profile require some
modifications from those used to grow mc-Si ingots. These modifications lead to a
slight increase of the processing time, typically less than few hours. There are
almost no differences in the following growth processes: directional solidifica-
tion, and cooling.

In the cutting process from ingots to bricks and the slicing process from bricks to
wafers, almost the same facilities and sequences used for mc-Si can be applied to
mono-like ingots (see » Chap. 11, “Wafer Processing”). Additionally, for slicing,
multiwire sawing using fixed diamond abrasive grains is applicable. This is a consid-
erable advantage of the mono-like method and will be explained in the next section.

Advantages and Disadvantages of the Mono-Like Method

As described in the above section, the production facilities and processes for the
mono-like method are similar to those used in the casting method for growth of
mc-Si ingots. Therefore, the mono-like method has almost the same advantages as
the casting method in terms of ingot production. Namely, it provides a high produc-
tion throughput owing to the huge size of the ingots and the greater material yield
owing to the square shape of ingots, comparing with the CZ method. Furthermore,
mono-like and casting growth can be conducted with automatic operation; however,
the CZ method needs human checking of the process when the seed touches the Si
melt surface. These processing features reduce the production costs. Furthermore,
the similarity with the casting method also lowers the barrier to introducing this
method on a practical manufacturing line. Existing facilities for producing mc-Si
ingots can also be effectively used for mono-like ingots.

Mono-like Si also has advantages in terms of its crystal quality. Mono-like Si
ingots are single crystalline although these are sometimes termed “single-crystal-
like” or “quasi-crystalline.” Mono-like Si wafers share many of the advantages of
single crystalline wafers made from CZ ingots. In mono-like Si wafers, there are no
grain boundaries which operate as recombination sites for photogenerated carriers.
Therefore, the conversion efficiency of solar cells based on mono-like Si wafers is
potentially higher than that of mc-Si wafers containing electrically active grain
boundaries.

Another advantage of single crystals is the uniform {100} crystal orientation of
the wafer surface, which is beneficial for surface texturing in alkaline solution. This
feature also contributes to better optical confinement by texturing and can be adapted
to cost-effective multiwire sawing by fixed diamond abrasive grains. In the case of
mc-Si, surface texturing is generally performed in acid solution owing to the
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Fig. 4 Schematic illustration of the problems associated with the mono-like method

random crystal orientation of the wafer surface. Such acid texturing requires the
formation of a surface damage layer formed by multiwire sawing with loose grains.
However, multiwire sawing by fixed diamond abrasive grains forms a layer
with little damage present. For these reasons, it is difficult to adapt cost-effective
multiwire sawing by fixed-diamond abrasives to mc-Si. However, texturing of the
{100} surface of single-crystalline Si in alkaline solution does not need a surface
damage layer; therefore, mono-like Si is suitable for multiwire sawing by fixed-
diamond abrasives.

As discussed above, mono-like Si shares many of the advantages of CZ-Si and
mc-Si; however, these advantages can become limitations in certain cases. The
crystal quality of mono-like Si is slightly worse than that of CZ-Si and mono-like
Si has a slightly higher cost than that of mc-Si.

These crystal quality and cost issues are mainly related to the problems of
growing crystals of mono-like Si ingots, as shown in Fig. 4. (1) Dislocation gener-
ation: a large number of dislocations are generated from grain boundaries formed at
seed-crystal joints. These dislocations form clusters, which degrade solar cell per-
formance. (2) Multicrystallization: crystal grains nucleate at the inner side walls of
the crucible during directional crystal growth in the same way that grains nucleate on
mc-Si at the bottom surface of the crucible. These crystal grains extend inside the
ingot with directional growth. As a result, the obtained wafers become partially
multicrystalline. (3) Impurity diffusion: the periphery region of an mc-Si ingot, a
so-called red zone, typically shows low carrier lifetimes owing to solid phase
diffusion of metallic impurities, such as iron, from the crucible and its coating
materials. In the case of the mono-like method, the seed crystals remain solid in
the high-temperature process of melting the raw materials. During the process,
metallic impurities diffuse into the seed crystals from the bottom of the crucible.
This diffusion results in a thicker bottom red zone for mono-like Si ingots than that
of mc-Si ingots. (4) Seed cost: single crystalline seeds are made from CZ-Si ingots.
This raises the cost of mono-like Si because, of course, CZ-Si is more expensive than
the Si raw materials.
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All these disadvantages are related to the crystal growth of mono-like Si, although
each factor has a different influence. Thus, further fundamental studies of the crystal
growth of mono-like crystals are needed. Investigations have been performed to try
to resolve the issues related to the mono-like method. In the following sections, the
mechanism of dislocation generation is discussed and advanced mono-like methods
are described.

Dislocation Generation

As described in the above section, dislocations generated from grain boundaries
formed by seed joints are a serious problem in mono-like Si. The problem of
dislocation generation at grain boundaries is also common in the growth of mc-Si
ingots (see » Chaps. 18, “Defects in Crystalline Silicon: Dislocations,” and
19, “Grain Boundaries in Multicrystalline Silicon”). Thus, many studies have
been conducted to reveal the mechanism of dislocation generation during ingot
growth. The studies can be roughly categorized into two types of investigations
from different viewpoints: the influence of the grain boundary microstructure and the
influence of the stress distribution. This section reviews studies on the mechanism of
dislocation generation from grain boundaries from these two viewpoints.

Influence of Grain Boundary Microstructure

Grain boundaries can be categorized into three types by their misorientation angle,
O, as illustrated in Fig. 5. Grain boundaries with 0y, less than or equal to the critical
angle, 0., are categorized as small angle boundaries (sub-grain boundary). The
microstructure of small angle boundaries is described by aligned dislocations, as
shown in Fig. 6. The distance between adjacent dislocations is inversely proportional

Category of grain boundaries by rotation angle
Grain boundary

6> 6,

Rotation angle: 6, Large angle boundary

zsz7/\>27

Small angle boundary CSL boundary Random grain
(sub-grain boundary) (£ boundary) boundary

Fig. 5 Categories of grain boundaries based on rotation angle, where  is the critical angle and X
is determined by coincidence site lattice theory
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Small angle boundary

Fig. 6 Schematic illustration of the microstructure of small angle boundaries. In the equation, b is
the length of the Burgers vector of the dislocations

Rotation axis <001>
Rotation angle 36.87°

volume of unit cell of CSL

< volume of unit cell

o

{100} I:I

{100} 25 twist boundary

Fig. 7 Schematic illustration of the calculation of the X value. The displayed grain boundary is a
{100} £5 twist boundary for a simple cubic lattice. The value of X is defined by the volume ratio of
the unit cell of the CSL and volume of the unit cell

to O. The type of dislocations introduced at the boundary plane depends on the
component of 6z: edge dislocations and screw dislocations are introduced to relax tilt
and twist components of 6, respectively. Thus, the microstructure of small angle
boundaries changes markedly with the angle and component of 0. The critical angle
between small and large angle boundaries, 6, approximately corresponds to the
angle at which the microstructure of the grain boundaries changes from that
consisting of aligned dislocations to a random structure. In the case of Si crystals,
an angle in the range of 10° to 15° is typically expected for 6.

Grain boundaries with 0 larger than 6 are considered to be large angle bound-
aries and these can be further divided into two groups based on their X value, which
is determined by coincidence site lattice (CSL) theory (see Fig. 7). The X value
shows the coherency of the two crystal lattices at both sides of the grain boundary. A
smaller X value indicates a higher density of coincidence lattice points at the grain
boundary surface, i.e., a more stable grain boundary structure. In the case of Si, large
angle boundaries with X values less than or equal to 27 are considered to be CSL
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boundaries, and other large angle boundaries with X values greater than 27 are
considered to be random grain boundaries.

Deviation from the misorientation angle of a perfect CSL boundary is relaxed by
insertion of grain boundary dislocations at the grain boundary plane, as for the case
of small angle boundaries. Thus, the microstructures of CSL boundary are sensitive
to change in the misorientation angle and its components. However, the microstruc-
ture of random grain boundaries is insensitive to small changes in the misorientation
angle and its components. For these reasons, the influence of the grain boundary
microstructure on dislocation generation is crucial for small angle and CSL bound-
aries in terms of the deviation angle from the perfect crystal and the perfect CSL
misorientation, respectively. Experimentally, Wu et al. showed that a 0°-tilt bound-
ary (note that in this paper there was no definition of small misorientation angle)
generates dislocations more easily than large-angle tilt boundaries during the growth
of mono-like Si ingots (Wu et al. 2016). Their results also support the above idea that
dislocation generation from a small angle boundary is more sensitive to the micro-
structure than that from large angle random grain boundaries.

The influence of the misorientation angle of a small angle boundary on the
dislocation generation was investigated in a mono-like Si ingot with <110> crystal
orientations in the growth direction (Ekstrem et al. 2015). They formed nine small
angle boundaries in an ingot with boundary planes of {100}/{100} or {110}/{110}
having different misorientations less than 0.6° using designed seed crystals. The
dislocation generation from the boundaries was evaluated through photo-
luminescence imaging of horizontal cross sections of the ingot, as shown in Fig. 8.
In the junctions containing no or small gaps, the amount of generated dislocations
mainly depends on the misorientation between the adjacent seeds. High bulk life-
times are retained for sufficiently low misorientations.

The gap between adjacent seeds is another parameter that determines the micro-
structure of grain boundaries formed by seed joints. Dislocation generation inside
and above seed gaps during the growth of mono-like ingots has also been investi-
gated (Trempa et al. 2014), by testing the influence of various parameters of the
seeds joints, including: crystal orientation in the growth direction, crystal orientation
of the gap plane, surface treatment of the gap surface, and the space of the gaps.
Dislocations generated above the gaps were smaller for the <100> growth direction
than those for the <110> and < 111> directions.

Influence of Stress Distribution

As described above, dislocation generation from a random grain boundary is insen-
sitive to the microstructure. Thus, in the case of random grain boundaries, the
influence of stress around the boundary has a greater influence on dislocation
generation. Si crystals have an anisotropic elastic constant. Therefore, the macro-
scopic stress distribution in an ingot during the crystal growth process depends on
the combination of crystal orientation of grains at both sides of the grain boundary as
well as growth conditions, such as the temperature distribution and cooling speed.
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Fig. 8 (a) Carrier lifetime
distribution evaluated by
quantitative
photoluminescence imaging.
Junctions from 1.1 to 1.6 and
from 2.1 and 2.3 in (b) are
{110}/{110} and {100}/
{100} junctions, respectively.
The angle of each junction
shows the misorientation
angle of the boundaries.
(From Ekstrem et al. 2015)
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The distribution of shear stress produced by isotropic deformation was calculated for
various combinations of crystal grain orientation grains by a finite element method
and the calculation results were compared with experimental results for the
growth of small mono-like ingots (Takahashi et al. 2010). The amount of observed
dislocations generated from a random grain boundary showed a positive correlation
with the magnitude of the numerically calculated shear stress, as calculated for the
crystal orientations of the grain boundary.

The dislocation behavior in mono-like Si with a seed junction and single crys-
talline Si without a seed junction has been investigated from the view point of the
stress distribution during crystal growth processes (Jiptner et al. 2016). Single
crystalline Si results have shown that dislocation motion has a considerable influence
on the dislocation distribution in the (111) system. Long slip lines were observed in
(111)-oriented ingots but not in (100)-oriented ingots. Experimental results and
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a XRT(100) b XRT(111)
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Fig. 9 X-ray topography images of (a) <100> and (b) <111> single crystalline Si ingots after
annealing experiments and the distribution of dislocation density of (¢) <100> and (d) <111>
ingots predicted by numerical simulation. (From Jiptner et al. 2016)

numerical simulations using the Hasen—Alexander—Sumino model showed good
correlation; however, simulations cannot correctly predict such long dislocation
motion, as shown in Fig. 9.

Advanced Mono-Like Methods
Functional Grain Boundaries

Generally, grain boundaries have anegative impact on solar cell performance, acting
as carrier recombination sites and a source of dislocations. In the early 2000s, the
concept of controlling multicrystalline structures was proposed by Nakajima’s group
(see Fig. 1 in » Chap. 8, “Growth of Multicrystalline Silicon for Solar Cells:
Dendritic Cast Method”). An ideal grain boundary is described as electrically
inactive with the ability to act as a sink for other defects, such as point defects,
impurities, and dislocations. Thus, the positive features of grain boundaries can be
used to improve solar cell performance.
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Fig. 10 Seed design for forming a {310} X5 grain boundary

The idea of a functional grain boundary was conceived based on the above
concept (Kutsukake et al. 2013). Furthermore, in addition to the taking advantage
of the positive features of grain boundaries, the idea of controlling grain boundary
structures in multi-seed crystals has been adapted.

The growth of artificial grain boundaries in bulk Si crystals based on multi-seed
crystals has been developed to investigate microstructure, growth phenomena, and
electrical properties of the grain boundaries, before the BP solar report on mono-like Si
in 2008. In particular, coincidence site lattice (CSL) grain boundaries have been well
investigated, including: {111}X3 and {221}X9 grain boundaries grown by the CZ
method (Endrds 2002); {111} X3 grain boundaries grown by floating zone (FZ) method
(Kitamura et al. 2005); {310}X5 grain boundaries grown by the vertical Bridgeman
method (Kutsukake et al. 2007a); {310}X5 grain boundaries grown by the FZ method
(Kutsukake et al. 2007b); and random grain boundaries grown by the CZ method
(Hoshikawa et al. 2007). Among the various CSL boundaries, X5 grain boundaries are
notable as potential functional grain boundary candidates because they have the lowest
sigma value in the CSL grain boundary family parallel to the <100> crystal orienta-
tion, which is a useful orientation for solar cell applications. Figure 10 shows the seed
design for forming a {310} X5 grain boundary grown by the vertical Bridgman method.
A columnar single crystalline Si with a [001] crystal orientation in the growth direction
was cut along the (310) plane perpendicular to the growth direction. Then, one crystal
piece was rotated 180° around the [310] axis perpendicular to the cutting plane.
Through this operation, a 5 relationship was formed between the two crystal pieces.
A {310}%5 grain boundary can be artificially formed by epitaxial growth on these
multi-seed crystals in the vertical Bridgeman method.

The {310}X5 grain boundaries formed by such designed multi-seed crystals have
been used as functional grain boundaries to suppress multicrystallization, which is a
crystal growth issue associated with the mono-like method, as mentioned in the
previous section. Figure 11 shows a schematic illustration and photographs of vertical
cross sections of mono-like Si ingots with and without functional grain boundaries to
suppress multicrystallization (Kutsukake et al. 2014). The ingot without functional
grain boundaries corresponds to a conventional mono-like Si ingot.

During directional growth of mono-like Si ingots, {111}X3 grain boundaries
frequently form at the crucible side walls accompanied by nucleation of multi-
crystalline grains. The {111} grain boundary plane of the formed {111}X3 grain
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Fig. 11 Schematic illustration and photographs of vertical cross sections of mono-like Si ingots
with and without functional grain boundaries to suppress multicrystallization
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boundaries inclines from the [001] crystal orientation in the growth direction of the
mono-like ingots. The area of multicrystalline grains consequently increases with the
crystal growth direction. As a result, conventional mono-like wafers along the
crucible side walls contain a large multicrystalline area.

In the case of a mono-like Si ingot with functional grain boundaries, {310}X5
grain boundaries form near the crucible side walls for multi-seed crystals. Figure 12
shows a schematic illustration of the mechanism by which multicrystallization is
suppressed. The {310} X5 grain boundaries have a stable configuration in the [001]
crystal orientation, and therefore extend straight in the growth direction of the mono-
like Si ingot. The {111}X3 grain boundaries formed on the crucible side walls were
converted into {310}X15 grain boundaries by interaction with {310}X5 grain
boundaries. The {310}X15 grain boundaries have a stable configuration in the
[001] crystal orientation, and therefore extend straight in the growth direction of
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the mono-like Si ingot as {310}X5 grain boundaries. As a result, extension of
multicrystalline grains inside the ingot was prevented and the multicrystalline
regions were confined to the periphery of the ingot. As mentioned in the previous
section, such periphery regions correspond to the red zone, which is a highly
contaminated area and not used for solar cell wafers. Therefore, the material yield
is not impaired by the functional grain boundary method.

Moreover, the functional grain boundary method also has the advantage of a wide
processing window. The grain boundary interaction is determined only by the crys-
tallographic geometry and does not depend on the crystal growth conditions, such as
growth rate, magnitude of the temperature gradient, and crystal size. Therefore,
multicrystallization of mono-like Si can be suppressed by replacing conventional
seeds with functional grain boundary seeds without changing growth conditions.

Seed Manipulation for Artificially Controlled Defects Technique
(SMART)

Takahashi et al. extended the idea of functional grain boundaries to functional
defects and proposed the seed manipulation for artificially controlled defects tech-
nique (SMART). Figure 13 shows a schematic illustration of SMART. This method
used two types of functional grain boundaries to generate dislocations and block
dislocation propagation. Dislocations make positive contributions to impurity
gettering and stress relaxation with plastic deformation in the crystal growth process;
however, dislocations also have considerable negative effects, acting as carrier
recombination sites in solar cell wafers. To take advantage of their positive effects,
dislocations are intentionally and locally introduced as functional defects in func-
tional grain boundaries formed from multiple seed crystals. However, introduced
dislocations normally propagate to a large area in the ingot with directional growth

a b Functional defect

Structure of the functional defect
High-dislocation-density area GB to suppress
disloca‘tion generation

Generation of
dislocation cluster

GB to generate
~ dislocations
GB to block
dislocation propagation ‘—]—' .-
Quality-controlled region
>156 mm for solar-cell fabrication

@ed Grown crystal

Fig. 13 Concept of SMART. (a) Structure of functional defects and (b) arrangement of seeds and
grown crystals in a crucible. (From Takahashi et al. 2015)
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as in the case of dislocations generated at seed joints. Thus, to block propagation of
the dislocations, another type of functional grain boundary is also formed along the
functional grain boundary used to generate dislocations. As a result, a high-density
group of dislocations is confined in a thin region of the ingot. In addition, it is
possible to make functional grain boundaries with the ability to both block propa-
gation of dislocations and extension of multicrystalline grains. Therefore, by con-
trolling the configuration of these thin dislocation regions overlapping with the ingot
portion not used for solar cells, i.e., the red zones and cutting kerfs, high-quality
ingots with a high yield ratio are achieved.

The effectiveness of SMART has been demonstrated through growth of laboratory
scale ingots. Figure 14 shows a crystal orientation image map and an etch pit image
of the vertical cross section of an ingot grown by SMART. Functional grain bound-
aries having the ability to generate dislocations were formed at the periphery of the
ingot along the crucible side walls accompanied by those having the ability to block
dislocation propagation inside them. In addition, at the center of the ingot, a grain
boundary was formed as a model of that which forms at a seed joint. The etch pit
image clearly shows that propagation of the dislocations generated by the functional
grain boundaries was blocked by other functional grain boundaries. Inside the

L : J
Quality-controlled
region

Functional defect Functional defect @

111

A B 85

100 101

Fig. 14 (a) Orientation maps of growth direction, (b) the GB plane, (¢) an etch pit image, and (d)
magnified images taken by an optical microscope. In the orientation maps, the GBs — except for the SA
GB - are separated by lines. The number in (d) corresponds to the observed area in (c). The dashed
lines show the interface between the unmelted seeds and grown crystals. (From Takahashi et al. 2015)
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functional grain boundaries, there were no clear etch pits from dislocation clusters. In
particular, no dislocation clusters were generated at the grain boundary in the center
of the ingot. This result suggests that dislocations intentionally introduced contribute
to reduced stress during the thermal process of the crystal growth. Thus, the disloca-
tions acted as functional defects.

Control of Seed Joint Structure: Special Grain Boundaries and Seed
Partitions

Suppression of dislocation generation from grain boundaries formed at seed joints is
a serious issue for mono-like Si. Dislocation generation from grain boundaries also
affects the growth of mec-Si. Therefore, a number of studies have examined the
mechanism of dislocation generation, as discussed in the previous section. In this
chapter, two methods of using seed joint structures are addressed as candidates for
next-generation mono-like methods.

Hu et al. reported the growth of high-quality mono-like Si withspecial grain
boundaries (Hu et al. 2015). Two 870 x 870 x 300 mm® ingots were grown. One
conventional (100)-oriented mono-like Si with small-angle grain boundaries at the
seed joints. The other with special grain boundaries between the adjacent (100)-
oriented seed crystals with a twisted angular deviation of 10°—45°. Figure 15 shows
photoluminescence images of the wafers (al-3) with small-angle grain boundaries

Fig. 15 Photoluminescence images of the wafers from the bottom (al,b1), middle (a2,b2), and top
(a3,b3) of the block of (a) ingot with small angle grain boundaries and (b) ingot with special grain
boundaries. (From Hu et al. 2015)
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and (b1-3) shows that with the special grain boundaries. Considerably fewer
dislocation clusters were generated from the special grain boundaries than those
from the small angle grain boundaries. As a result, the average conversion efficiency
of the solar cells was reported to be 18.1%, which is 0.6% higher than the efficiency
of conventional cells. Although these results are promising, the details of the seed
orientation and configuration have not been disclosed.

Lan et al. proposed a simple approach usingseed partitions (Lan et al. 2017).
Between the seed crystals with the same crystal orientation, thin Si plate seeds
with a 30° or — 30° tilt angle from both sides of the seed crystals were inserted.
As a result, two parallel grain boundaries with 30° or — 30° tilt angles were formed
at both sides of the thin seed crystals in the grown mono-like Si ingot. Etch pit
observations showed that these grain boundaries effectively suppressed
dislocation generation. Furthermore, two advantages are emphasized: the ease of
seed preparation and the lack of color mismatch. By this method, the main seed
crystals have the same three-dimensional crystal orientation. Therefore, the seed
preparation is much easier than that for combination seeds with special crystal
orientations. Moreover, the same crystal orientation mitigates mismatch of the
color of the solar cell surface, which appears after application of an anti-reflection
coating, as shown in Fig. 16.

Partitioned seeds Tilted seeds

Top view

45° view
from edge

45° view
from corner

Fig. 16 Appearances at different view angles for the solar cells made from: (a) partitioned seeds;
(b) tilted seeds. (From Lan et al. 2017)
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Mono-Like Growth Without Seed Joints: Large Seed and Mushroom-
Type Interface Growth

Another idea to suppress dislocation generation from seed joints is simply to rid the
seed crystals of dislocation sources, i.e., seed joints. Two methods have been
proposed: the use of large seed crystals and growth from small seed crystals.

As mentioned previously, the typical size of a seed crystal is almost the same as
that of a solar cell wafer, i.e., (15.6 + «) x (15.6 + a) cm?. These seed crystals are
prepared from slices perpendicular to the growth direction of the CZ ingots. Gu et al.
used rectangular plates cut along the axial direction of CZ columnar ingots as seed
crystals for mono-like Si (Gu et al. 2012). The seed crystals were prepared to have
a < 100> crystal orientation in the growth direction. Dislocation generation was
successfully suppressed in the vertical cross-section of the ingot along the longitu-
dinal direction of the rectangular seeds. However, in another cross-section perpen-
dicular to the longitudinal direction of the rectangular seeds seed joints existed as in
the case of seed joints from conventional mono-like ingots.

Zhang et al. also proposed the use oflarge rectangular seed crystals; however,
they used the <110> crystal orientation as the growth direction of the mono-like
ingots (Zhang et al. 2018). They suggested that multiplication of dislocations in
the ingot with the <110> growth direction was milder than that with <100>
growth direction. Therefore, although the dislocation density at the bottom of the
ingot was higher in the ingot with the <110> growth direction than that with
<100> growth direction, the total dislocation density in the ingot was reduced by
using <110> seed crystals. Furthermore, for applications to solar cell wafers,
square column bricks are cut along the <100> crystal orientation, which is
perpendicular to both the growth direction of the ingot and the longitudinal
direction of the rectangular seeds.

Another idea to rid seed crystals of seed joints is to grow the ingot from one
small seed crystal. Kakimoto’s group developed this growth method, so-called
mushroom-type interface growth. Numerical simulation modeling of the condi-
tions inside the growth furnace revealed characteristics of the mushroom-type
interface growth, as well as details of the thermal condition of the growth (Gao
et al. 2012). On the basis of the results of this numerical study, the method was
applied to growth of a 50-cm® mono-like ingot (Miyamura et al. 2014). By
controlling the shape of the liquid-solid interface, a mono-like crystal was
grown from a small seed 20 cm in diameter. A dislocation density of
3 x 10* cm 2 was achieved.

Conclusions

The mono-like method can provide single crystalline Si ingots using the same
facilities currently used for production of mc-Si ingots. Thus, this method has
advantages of mc-Si in terms of low cost and high production throughput, and the
uniform crystal orientation and high crystalline quality of CZ-Si. However, current
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mono-like Si is intermediate between mc-Si and CZ-Si in terms of crystalline quality
and production cost. Many of the issues associated with crystalline quality are
related to the crystal growth process of mono-like ingots, such as multi-
crystallization, dislocation generation, and impurity contamination. To resolve
these problems, advanced mono-like methods have been proposed based on funda-
mental studies of crystal growth and defect generation in mono-like Si. Control of
crystal orientation and the configuration of the seed crystals show promise as
methods for addressing the issues of crystallinity. This chapter reviews functional
grain boundaries, SMART, special grain boundaries, seed partitions, large seeds, and
one-small seed. In addition to these methods considerable research has been done to
develop mono-like Si methods. Although these methods are promising, further
investigations of mono-like Si will be necessary. For instance, in the near future,
the average dislocation density will become a problem for super-high efficiency
solar cell application. To address this issue, further studies on seed preparation and
optimization of thermal process are needed.
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Abstract

The noncontact crucible (NOC) method has the potential to be an advanced cast
method. It is effective in obtaining Si single ingots with large diameter and volume
using cast furnace, and solar cells manufactured with Si obtained this way have high
yield and high conversion efficiency. Several novel characteristics of this method are
explained based on the existence of a large low-temperature region in a Si melt, which
is key to realize its enclosing potential as follows. The largest diameter ratio of 0.9 was
obtained by expanding the low-temperature region in the Si melt. For p-type solar
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cells, the highest of 19.14% and the average conversion efficiencies of 19.0% were
obtained for the NOC wafers, using the same solar cell structure and process to obtain
the conversion efficiency of 19.1% for a p-type Czochralski (CZ) wafers. The present
method realized solar cells with conversion efficiency and yield as high as those of CZ
solar cells using cast furnace for the first time. The latest information about the growth
of Si ingots using the NOC method is explained.

Keywords

Melt growth - NOC method - Solar cells - Si single crystals - Growth method -
Large diameter - Cast furnace - Conversion efficiency - Yield - Low-temperature
region

Introduction

The noncontact crucible (NOC) method was proposed to obtain Si single ingots with
large diameter and volume using the cast furnace and resulted in solar cells with high
yield and high conversion efficiency. This method has several novel characteristics
based on the core point that ingots can be grown inside Si melt without contact to
crucible wall. A large low-temperature region is intentionally created in the upper-
central part of the Si melt to allow natural crystal growth inside of it. As the size of the
ingots can be controlled by the low-temperature region, large ingots with a large
diameter ratio can be grown using small crucibles. The diameter ratio means the
maximum diameter of the ingot divided by the crucible diameter. The largest diameter
ratio of 0.9 was obtained by expanding the low-temperature region in the Si melt. p- and
n-type Si single ingots were grown for solar cells utilizing merits created by these
characteristics. To confirm the quality of the ingots, the etch-pit density (EPD) of
dislocations, oxygen concentration of the ingots, and minority carrier lifetime were
measured and the conversion efficiency of solar cells was determined whether solar cells
with the conversion efficiency and yield as high as those of Czochralski (CZ) solar cells
were obtained by the NOC method. The goal of the NOC method is to obtain uniform
large Si single ingots with sufficient quality to build solar cells with high conversion
efficiency and high yield using a cast furnace. For p-type solar cells prepared using
wafers cut from the ingot grown by this method, the highest of 19.14% and the average
conversion efficiencies of 19.0% were obtained, using the same solar cell structure and
process to obtain the conversion efficiency of 19.1% for a p-type CZ wafers. Using the
cast furnace, solar cells with the conversion efficiency and yield as high as those of the
CZ solar cells can be obtained by the NOC method for the first time.

Growth Mechanism of the NOC Method

In the NOC method (Nakajima et al. 2012a, b, 2013, 2014a, b, c; Kivambe et al.
2014; Nakajima et al. 2015, 2016a), the Si melt has a large low-temperature region in
its upper central part to allow natural crystal growth inside it as shown in Fig. 1
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Noncontact Crucible Method is a novel method grown inside a Si melt

Pulling
Seed Without SizN, coating
[1 Innovative characteristics in principle
Existence of the low-temperature region
Horizontal growth rate in the Si melt
. Growth of an ingot without contact to
the crucible wall (Low dislocation density)
* Growth of ingots with large diameter ratio
(Growth of ingots with large diameter and
large volume using cast crucibles)
* High purity owing to no Si;N, coating
(High lifetime---several millisecond)

region

Small crucible

Fig. 1 Schematic illustration of the NOC method with novel characteristics that originate from its
key feature that ingots can be grown inside Si melt without contact to crucible wall owing to a
low-temperature region (From Nakajima et al. (2017))

(Nakajima et al. 2017). The low-temperature region means the region in which the
melt temperature is kept lower than that of the surrounded melt. It can be established
mainly by designing the distribution of heaters in the furnace. Nucleation occurs on
the surface of the Si melt by touching a seed crystal on the melt, and an ingot grows
inside the Si melt without contact with the crucible wall during cooling the melt.
Then, the growing ingot is slowly pulled upward while the ingot grows inside the
low-temperature region. As the size of the ingots can be controlled by that of the
low-temperature region, large ingots with a large diameter ratio can be grown using
small crucibles by expanding the low-temperature region in the Si melt.

The NOC method has been defined as a growth method by which a distinct
low-temperature region is intentionally established in a Si melt, under the seed. The
melt surrounding the low-temperature region prevents the contact and bonding
between the crystal and the relatively hot crucible wall. Since the crucible wall is
basically above the freezing point, there is not spurious nucleation from the crucible
wall. The present method has the below novel characteristics because of the exis-
tence of the low-temperature region in the Si melt: (1) An single ingot can be grown
inside the Si melt without contact to the crucible wall. The dislocation density in the
ingot is low because of low residual stress. (2) An ingot with a large diameter ratio of
0.9 can be realized by expanding the low-temperature region in the Si melt. The
single ingot with a large diameter and a large volume can be grown using a cast
furnace. (3) Millisecond lifetime can be obtained after getting because the purity of
the ingot is high not to use Si3Ny coating on the crucible wall.

This method is similar to the Kyropoulos method, in which crystals are mainly
grown by the removal of heat from a Si melt through a seed holder (Bliss 2004).
The Kyropoulos method has mainly been used for the growth of oxide crystals such
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as sapphire (Demina et al. 2007). Ravishankar attempted to grow Si ingots using the
Kyropoulos method, but the growing ingots came in contact with the crucible wall
because a low-temperature region was not clearly established in the Si melt
(Ravishankar 1985). The clear low-temperature region is especially required for
the growth of a Si ingot inside the Si melt. The definition of the Kyropoulos method
in a broad sense is generally used as a growth method to grow an ingot inside a melt.
In this broad sense, the present method belongs to the Kyropoulos method. In
contrast to the CZ method (Czochralski 1917), the NOC method grows an ingot
inside the Si melt and enables the control of the ingot shape by regulating the degree
and distribution of undercooling in the melt or the shape and size of the
low-temperature region in the melt. In this method, the shape of the growing
interface in the Si deep melt was generally convex in the growth direction.

Design of a Furnace with Two Zone Heaters

For this method, a furnace with three zone heaters were usually used as shown in
Fig. 2a (Nakajima et al. 2016a). In the furnace with three zone heaters, the first heater is
mainly used to cool the Si melt in the crucible to grow an ingot by controlling. The
second heater is mainly used to heat the crucible wall and maintain its heat. The third
heater is used to supply more thermal energy to the Si melt to keep its temperature
higher than the melting point of Si. The three zone heaters have each role to obtain a
large low-temperature region in a Si melt. For practical use, a furnace with two zone
heaters (NOC Furnace 600: Dai-ich Kiden Corporation Limit.) was developed to design
as a simple furnace as shown in Fig. 2b (Nakajima et al. 2016a). The first zone heater is
a cylindrical carbon heater and the second zone heater is a disk-shaped carbon heater,
which is set horizontally and below the first zone heater. The inner diameter of the first

a Three zone NOC furnace Two zone NOC furnace
1st zone
1st zone Cooling Cooling
Tel melt melt Carbon heat holder
2nd zone _— Heating ——————
Te2 melt crucible wall melt
Crucible
Tc2
3rd zone Supplying 2nd zone
Te3 thermal energy Heating crucible wall and

supplying thermal energy

Fig. 2 (a) NOC furnace with three zone heaters, (b) NOC furnace with two zone heaters which has
a carbon heat holder to maintain the heat of the crucible wall. These NOC furnaces have three roles
such as cooling the Si melt, heating the crucible wall and supplying thermal energy to the Si melt
assigned for each zone-heater (From Nakajima et al. (2016a))
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heater is 89 cm and the diameter of the second heater is 65 cm. The power of the first
and second heaters is 140 and 60 kW, respectively. To satisfy the three roles using the
furnace with only two zone heaters, a carbon heat holder was applied to keep the
temperature of the crucible wall high as shown in Fig. 2b. In Fig. 2, Tcl, Tc2, and Tc3
are the thermocouples of the first, second, and third heaters, respectively.

Figure 3 shows a schematic illustration of the relationship between AT (K) and
AT, (K) for the system with two zone heaters (Nakajima et al. 2016a). AT is the
temperature reduction of a Si melt defined as the difference between the starting
temperature at which an initial crystal is first observed to start growing from the seed
crystal and the final temperature at the end of the cooling. AT, is the temperature
reduction of a Si melt defined as the difference between the initial temperature before
cooling near the crucible wall and the melting point of Si. In the initial stage before
cooling the Si melt, the melt temperature is equal to the melting point of Si near the center
of the Si melt and it has a steep slope near the crucible wall. After cooling using only the
first zone heater by AT, a low temperature region is created in the Si melt and an ingot
simultaneously grows inside the region. In the second stage, the Si melt is cooled using
only the second zone heater, and the melt temperature near the crucible wall is also
reduced owing to the carbon heat holder. T,,, is the melt temperature close to the crucible
wall after cooling by A7,. AT is estimated as the sum of AT} and AT as follows,

AT = AT, + AT», (1)
Tw1 (]
ATd lATZ

~
g nitial stag®
5 Mp Ta
® I~
= T I_1° K Ingot - ™~ Melt surface
o R _ _ (Corresponds to low-- - - - = - _ hel .
£ AT, 3 temperature region) Supercooling
K] limit
S AT
= T~~~ Crucible

T Si melt wall

AT,

0 (seed) (Wall)
Distance from center of Si melt, d

Fig. 3 Schematic illustration of the relationship between AT and AT,. In the initial stage, the Si
melt was cooled from T,; to T,, (A7} = T, — T.) using only the first heater, and the melt
temperature near the crucible wall remained at Ty,; In the second stage, the Si melt was cooled
from Ty, to Ty3 (AT, = Ty — Ta3) using only the second heater, and the melt temperature near the
crucible wall was also reduced from Ty, to Ty, owing to the carbon heat holder. AT is estimated as
the sum of AT and AT, (AT = AT, + AT,). AT, is defined as the temperature difference between
Tw1 and T,y (AT, = Ty1 — Ta; = Ty — Mp) (From Nakajima et al. (2016a))
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where AT is defined as the difference between the starting temperature, at which the
initial crystal is first observed to start growing from the seed crystal just after
reducing the temperature of the first heater, and the final temperature at the end of
the cooling, and AT, is defined as the difference between the initial temperature at
the start of cooling by reducing the temperature of the second heater near the crucible
wall and the final temperature at the end of the cooling using the second heater. AT
and AT, are the most important parameters determining the size of the
low-temperature region.

For the furnace with two zone heaters shown in Fig. 2b, the carbon heat holder
was used to keep the temperature near the crucible wall much higher than the
melting point of Si. The heat holder can contain an entire growth crucible. The heat
holder has an outer diameter of 55 cm and a height of 21 cm. The heat holders with
inner diameters of 35, 42, and 52 c¢m are used for crucibles with diameters of
33, 40, and 50 cm, respectively. The wall of the heat holder is very thick
(5.5-10.0 cm) to retain the thermal energy from the second heater and prevent
the cooling of the crucible wall. This heat holder is necessary for the NOC method
when the furnace with two zone heaters is used. Owing to the existence of the heat
holder, both the Si melt and the crucible wall are simultancously cooled
by reducing the temperature of the second heater. This cooling promotes
dendrite growth from the crucible wall when AT, largely increases, as discussed
in detail later.

Figure 4 shows the power (kW) of the first and second heaters as a function of
growth time (min) (Nakajima et al. 2016a). First, the temperature of the first heater
was reduced to obtain a cooling rate of 0.2 K/min and to start the growth of an ingot.
The power of the first heater was gradually decreased. The second heater was used

50
Switching point
Total power

40 1
- d heater onstant) AT~
s < heatel ©
= ‘—at\-“e [} .
g ping t© pe - [e'""’
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Growth time (min)

Fig. 4 Power (kW) of the first and second zone heaters as a function of growth time (min) (From
Nakajima et al. (2016a))
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constantly to keep the temperature of the crucible wall higher than the melting point
of Si. Therefore, at that time, the power of the second heater was gradually increased
to supply thermal energy to the crucible wall and the Si melt as the power of the first
heater was decreased. However, the temperature of the second heater was kept
constant when that of the first heater was reduced. The total power was also
gradually decreased during crystal growth. At the switching point, the temperature
of the first heater was kept constant and the temperature of the second heater was
reduced to keep the diameter of the ingot constant. At that time, the power of the first
heater was gradually increased to maintain the supply of thermal energy to the
crucible wall and the Si melt as the power of the second heater was decreased.
AT, and AT, correspond to the temperature reductions caused by the power reduc-
tion of the first and second heaters, respectively. AT} and AT, also correspond to
those defined in Fig. 3.

Characteristics and Merits of the NOC Method

The present method has several novel characteristics because of existence of a
low-temperature region in the Si melt. Figure 1 shows the characteristics and merits
pulled out from them. The NOC method has the following characteristics in princi-
ple. (1) Single ingots with low stress can be grown without contact to the crucible
wall. (2) Single ingots with large diameter ratio can be grown inside the Si melt.
(3) Single ingots with high purity can be grown in the exquisite environment of the
furnace. Then, several merits are derived from these characteristics. (1) Low dislo-
cation density can be realized under low stress without necking technique (Dash
1959) because the growth interface is convex in the growth direction and disloca-
tions move to the periphery from the center of the ingots during growth (Nakajima
et al. 2016a). (2) Single ingots with the large diameter and volume can be grown
because the high buoyancy from the Si melt helps the large ingot to remain in the Si
melt (Nakajima et al. 2016a). (3) Single ingots with minority carrier lifetime on the
order of several ms can be grown owing to high purity growth (Nakajima et al. 2015,
2016Db). (4) Single ingots with low oxygen concentration can be obtained because of
small convection in the Si melt (Nakajima et al. 2016a). These merits can be
effectively applied as an advanced cast method to obtain large single ingots with
sufficient quality to prepare p-type solar cells with the yield and conversion effi-
ciency as high as those of CZ solar cells.

Effect of AT and AT, on the Size of the Low-Temperature Region
in the Si Melt

The diameter of ingots grown by the NOC method is determined by the size of the
low-temperature region in the Si melt, which is mainly determined by AT during
crystal growth and the temperature slope in the Si melt. In the NOC furnace, the melt
temperature near the crucible wall must be kept higher than that in the
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low-temperature region to prevent crystal growth from the wall as shown in Fig. 3
(Nakajima et al. 2016a). In the initial stage before cooling the Si melt, the melt
temperature is equal to the melting point of Si, Mp (1414 °C), near the center of the
Simelt immediately below the seed crystal. It has a steep slope near the crucible wall
which has much higher temperature that Mp. The slope becomes much steeper near
the crucible wall as AT, increases. Therefore, AT, is a key parameter determining
the temperature gradient in the Si melt and obtaining a large ingot inside the crucible
because we can use a larger A7 with a larger AT,;. The most important point to design
the furnace is to devise the method to enlarge AT,

In the first stage, the Si melt was cooled from T,; (=Mp) to T, (AT} = T,y — Tap)
using only the first zone heater, and the melt temperature near the wall remained at
Ty during cooling Here, T,; is the initial melt temperature immediately below the
seed set on the central axis, and it corresponds to the starting growth temperature
from the seed or the melting point of Si. T,, is the melt temperature after cooling by
AT,. T, and T,, were monitored using Tcl for the first zone heater. Ty, is the initial
melt temperature close to the crucible wall. A low- temperature region was created in
the Si melt by this cooling and an ingot simultaneously grew inside the region. In the
second stage, the Si melt was cooled from Ty, to T, (AT, = Tar — Taz) using only the
second zone heater, and the melt temperature near the crucible wall was also reduced
from Ty, to T, owing to the effect of the carbon heat holder. Ty, is the melt
temperature close to the crucible wall after cooling by AT, (AT, =2 Ty — Typ). ATy,
is defined as the temperature difference between T,,; and Ty
(AT, = Ty — Ta1 = Tyw1 — Mp). When sufficient large AT, can be established to
obtain a large AT, the large AT, and AT can be used before AT, reaches the
supercooling limit of 10 K below Mp (Fujiwara et al. 2008). When AT, becomes
larger than the sum of (A7, + 10 K), dendrite crystals appear from the crucible wall.

Growth Rate of Si Ingots Inside Si Melts

For expanding the present method for practical use, a high-speed growth is required
for obtaining large ingots with a constant diameter. The horizontal and vertical
growth rates of the NOC method are determined by the expanding rate of the
low-temperature region in a Si melt, as shown in Figs. 1 and 3. The expanding
rate is mainly determined by the cooling rate of the Si melt. Therefore, it is very
important to experimentally determine the growth rate that can be attained by
increasing the cooling rate. The horizontal growth rate along the melt surface was
determined in the <110> and <100> directions as a function of the cooling rate
(Nakajima et al. 2014c). In this work, the cooling rates of 0.2, 0.3 and 0.4 K/min
were used. At first for several cooling rates, the growth length was determined as a
function of the growth time during cooling by AT. The growth time increases as AT
increases.

The growth length on the top surface of an ingot was determined by making
marks in it (Nakajima et al. 2014c). Figure 5a shows an n-type ingot with a size of
20.3 x 20.3 cm?, a diagonal length of 25.0 cm, a mass of 2960 g (solidification ratio:
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a b Surface of ingot
AT=17 K
AT=22 K l 2mm Seed
AT=27 K 4mm

AT=30K | 4mm

Ingot
>10 mm

AT=30 27 22 17K

Fig.5 (a) n-Type ingot with a square-like shape of size 20.3 x 20.3 cm®. The top surface has four
steps corresponding to the growth process. (b) Growth process of this ingot for the purpose of
making marks to determine the growth length. (¢) Top surface of the ingot in the <110> direction.
(d) Top surface of the ingot in the <100> direction (From Nakajima et al. (2014c))

41%), and a thickness of 4.0 cm. The ingot was grown using a crucible with 28 cm
diameter. The thickness of the Si melt was 5.0 cm and the cooling rate was 0.3 K/min.
The growth process of this ingot is shown in Fig. 5b. The ingot was pulled upward
by 0.3,0.4,0.4,and 0.2cmat AT=17,22,27, and 30 K with a pulling rate of 2 mm/
min, respectively. The purpose of making marks is to determine the growth length as
a function of AT or the growth time. The growth rate was determined by the ratio
between the growth length and the growth time. The top surface of the ingot had four
steps, which were located at distances of 5.2, 6.8, 9.0, and 10.0 cm in the <110>
direction and at distances of 7.1, 8.0, 11.6, and 12.3 ¢cm in the <100> direction from
the center of the seed. The growth times for these growth lengths were 57, 73,
90, and 100 min, respectively. At AT = 30 K, the ingot was continuously pulled
upward with a pulling rate of 0.4 mm/min without cooling the melt. The ingot had a
square-like shape because the growth rate in the <100> direction was larger than
that in the <110> direction. Figures 5c, d shows the top surface of the ingot in the
<110> and <100> directions, respectively. The top surface has four steps
corresponding to the growth process shown in Fig. 5b. The side face in the
<110> direction was flat, but the <100> corner had a fan-shaped face (Nakajima
et al. 2014a). The side-face widths were 10.3 and 10.7 cm for this ingot, which
were the side lengths corresponded to the step at A7 = 17 K shown in Fig. 5c, d.
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Fig. 6 Surface or horizontal
growth length in the <110>
direction as a function of the
growth time. The growth rate
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The side-face width was defined as the side length of the largest square in the four-
cornered pattern on the top surface of the ingots (Nakajima et al. 2014a).

Figure 6 shows the growth length as a function of the growth time in the
<110> direction (Nakajima et al. 2014c). The growth length almost linearly
increased with the growth time, and the growth rate, given by the slope, increased
with the cooling rate. From these results, the growth rate was determined to be 0.6,
1.0, and 1.5 mm/min for the cooling rates of 0.2, 0.3, and 0.4 K/min, respectively.
Figure 7 shows the growth length as a function of the growth time in the <100>
direction (Nakajima et al. 2014c). The growth rate was determined to be 0.8, 1.3,
and 1.9 mm/min for the cooling rates of 0.2, 0.3, and 0.4 K/min, respectively. The
growth rate in the <100> direction was about 1.3 times higher than that in the
<110> direction. The horizontal growth rates in the <110> and <100>
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directions increased with the cooling rate. A high growth rate of about 2 mm/min
was obtained in the <100> direction for the cooling rate of 0.4 K/min. This
growth rate is much higher than that of the cast method and is as high as that of the
CZ method. The relationship between the growth length and AT was determined
in the <110> direction. The growth length almost linearly depended on AT
regardless of the cooling rate, so it was simply determined by only A7. A higher
cooling rate can shorten the growth time required for cooling the same AT. Therefore,
the size of ingot can be obtained using the shorter growth time.

In the NOC method, the vertical growth rate toward the bottom of the crucible
does not depend on the pulling rate like the CZ method. The vertical growth rate
depends on the vertically expanding rate of the low-temperature region in the melt.
It almost corresponds to the maximum pulling rate at which an ingot can be pulled
upward above the surface of the Si melt. During the growth of a crystal along
the surface of the Si melt, the crystal also grew inside the melt in the vertical
direction. Just when the ingot came in contact with the bottom of the crucible, the
ingot swung in the melt, which could be directly observed through the windows of
the furnace chamber. The vertical growth rate was determined by observation of
the first swing of the ingots at the initial stage of growth, and it was estimated
from the depth of the melt and the growth time between the start time of the surface
growth from the seed crystal and the collision time at which the ingot swung.
Figure 8 shows the vertical growth rate as a function of the depth of the Si melt
used for the growth of the ingots when the cooling rate was 0.2 K/min
(Nakajima et al. 2014¢c). The vertical growth rate tended to increase with the
depth of the Si melt even though the data were scattered, and it was determined
to be 0.3—0.6 mm/min.

It is desirable to clarify the maximum growth rate for the present method. The
growth rate can be expressed as

V(cm/min) = dr/dt
= (dAT/dt)/(dAT /dr) 2)
— (dAT/d0)/Gr.

Here, V' (cm/min) is the growth rate, » (cm) is the grown length at A7, and ¢ (min)
is the growth time required to obtain the growth length. dA7/d¢ is the cooling rate,
which is expressed in terms of the temperature reduction, and dA7/dr is the
temperature gradient near the surface of the melt on the growth interface when
expanding crystal along the surface of the Si melt, which is expressed by G (K/cm).

In the NOC method, the temperature gradient across the crucible near the surface of
the Si melt was almost constant when the low-temperature region was expanding
because the side-face width (10—12 cm) was almost constant for A7 = 30 K regardless
the cooling rate. As Kuroda et al. 1980a reported, the side-face width, d (cm), of a
square-shaped crystal can be expressed as (Nakajima et al. 2014a; Kuroda et al. 1980a),

d o AT/Gy’. 3)
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Fig. 8 Vertical growth rate as Cooling rate: 0.2 K/min
a function of the depth of the
Si melt used for the growth of
ingots when the cooling rate
was 0.2 K/min. The solid line
was inserted as a linear least
squares fit for equally
weighted data (From
Nakajima et al. (2014c))
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The result that the side-face width was almost constant at the same A7 means that
Gy was also almost constant regardless of the cooling rate. Therefore, as indicated
by Eq. 2, the growth rate is almost proportional to the cooling rate.

For the practical use of ingots for solar cells, it is important to keep the initial size
of the ingot constant during crystal growth and to grow the long ingot with a constant
diameter. Figure 9a shows an n-type Si single ingot with a diagonal length of 23 cm,
a mass of 6440 g (solidification ratio: 64%), and a thickness of 7.0 cm (Nakajima
et al. 2014c). The ingot was grown using a crucible with 33 cm diameter, a Si melt
depth of 5 cm, and a cooling rate of 0.4 K/min. The ingot was grown while cooling
the melt by AT = 30 K without pulling. To determine the horizontal growth rate, the
ingot was rapidly pulled upward by 0.5 cm at AT = 25 K with a pulling rate of 2 mm/
min for the purpose of making marks. The top surface of the ingot had a step located
at distances of 8.0 cm in the <110> direction and 8.5 ¢cm in the <100> direction
from the center of the seed crystal. The growth time for these growth lengths was
58 min. The growth rates were 1.4 and 1.5 mm/min in the <110> and <100>
directions, respectively. At AT = 30 K, the ingot was grown while pulling it upward
with a pulling rate of 0.4 mm/min. The ingot was circular because the side-face
width was very short (4.8-5.1 cm) as shown in Fig. 9b. A fan-shaped face appeared
in the <100> direction at the point shown by the red arrow; thus, the top surface of
the ingot has circular corners in the <100> direction. As shown in Fig. 9c, the
diameter of the ingot remained constant during pulling with a high cooling rate of
0.4 K/min. The high cooling rate increases the horizontal growth rate because the
melt temperature markedly decreased by it, and prevents the reduction of the
diameter. The same diagonal length of the top surface of ingots was obtained for
cooling rates between 0.2 and 0.4 K/min. Therefore, we can use a larger cooling rate
to obtain ingots with the same diameter.

The growth rate of the present method increases with the cooling rate. The limit of the
cooling rate depends on the heat capacity of the furnace. For the present furnace, the high
cooling rate sometimes caused overcooling below the setting temperature. For example,
during the surface growth of the ingot shown in Fig. 9a, the cooling was occasionally
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Fig. 9 (a) n-Type ingot with a circular shape. (b) Top surface of the ingot with short side-face
widths and fan-shaped faces in the <100> direction. A fan-shaped face appeared at the point shown
by the red arrow. (¢) Ingot with a diameter that remained constant during pulling with a high cooling
rate of 0.4 K/min because the horizontal growth rate increased with increasing cooling rate and the
melt temperature markedly decreased (From Nakajima et al. (2014c¢))

stopped at AT = 10, 15, 20, 25, and 30 K to prevent the overcooling of the furnace. The
control of the overcooling of the furnace was also effective for keeping the initial
diameter constant during crystal growth as shown in Fig. 9c. Therefore, the diameter of
the ingot remained constant during pulling with a high cooling rate of 0.4 K/min. From
these results, this furnace has suitable heat capacity to increase the cooling rate to above
0.4 K/min, at which the horizontal growth rate will be higher than 2 mm/min.

In the case that G/ is not constant, the growth rate strongly depends on the
temperature gradient in the Si melt as indicated by Eq. 2. When the temperature
gradient is larger, the melt temperature has a steep slope near the crucible wall as
shown in Fig. 3. Therefore, it is more difficult to significantly expand the
low-temperature region in the Si melt. The growth rate is also lower for a larger
temperature gradient in the Si melt. To obtain ingots with a diameter as large as the
crucible diameter, it is important to select a low temperature gradient in the Si melt
because a low-temperature region can largely expand in it.

Growth of Square-Shaped Si Single Bulk Crystals with Large Side-
Face Widths

The growth of square-shaped or rectangular Si single crystals by the CZ method and
the floating zone (FZ) method (Ratnieks et al. 2003) has been reported by several
researchers (Muiznieks et al. 2006; Kuroda et al. 1980b; Rudolph et al. 2011;
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Rudolph 2012; Miller et al. 2012). Rudolph and coworkers prepared rectangular Si
single bulk crystals using a traveling magnetic field (TMF) to stabilize the radial
temperature gradient in the Si melt (Rudolph et al. 2011; Rudolph 2012).

The square wafers are effective for solar cells because the cutting loss from a circular
cross section is 36% larger than that from a square-shaped cross section. The square-
shaped single ingots are effective to reduce wafer cost and increase yield of materials.

The growth of square-shaped Si single ingots was demonstrated using the NOC
method. To obtain large square-shaped single ingots, the side-face width of the four-
cornered pattern (Rudolph 2012) appearing on the top surface of the ingots should be
much largely increased. Rudolph et al. named the side-facet width (Rudolph et al. 2011)
as the side-face width. For the CZ growth method, Kuroda et al. reported that the growth
of square-shaped crystals could be explained by supercooling occurring in the radial
direction of the ingots and the radial temperature gradient near the growing interface
(Kuroda et al. 1980b). Using numerical modeling, Miller et al. reported that a small radial
temperature gradient near the melt surface and a large vertical temperature gradient
below the crystals are both important for the growth of square-shaped crystals by
forming {110} faces (Miller et al. 2012). Rudolph and coworkers used a TMF to obtain
a small radial temperature gradient for the growth of Si bulk crystals with a quadratic
cross section, and they obtained an ingot with a maximum area of 9.1 x 9.1 cm?® and a
side-face width of 5.6 cm (Rudolph et al. 2011; Rudolph 2012). This side-face width was
not long enough to obtain significantly large ingots with a square shape, even though a
15-cm fused silica crucible and 2 kg of Si feedstock were used for their growth. Factors
that affect the side-face width may include the radial temperature gradient, the degree of
supercooling, the quality of crystals, the size of crucibles, and so forth.

These factors were experimentally studied by growing Si single ingots with a
four-cornered pattern using the NOC method without the use of a TMF. The ingots
were grown in a low-temperature region in Si melts. Figure 10a, b shows a circular
n-type ingot grown using a crucible with a diameter of 33 cm and the four-cornered
pattern on its top surface, respectively, when AT was 45 K (Nakajima et al. 2014a).
The ingot weighed 5,320 g and had a diameter of 19.5 cm and a height of 8.2 cm.
Figure 10c shows a crystallographic image of a four-cornered pattern grown from a
Si (100) seed crystal, along with the top surface of a circular Si ingot. The top surface
of the ingot clearly showed a four-cornered pattern with four {111} faces with
macrosteps (ms {111}) and four {110} side faces (Zulehner 1983; Borle et al.
1971). The size of the square-shaped ingots was basically determined by the side-
face width. As shown in Fig. 10b, the growth in the <100> direction stopped at the
point shown by the red arrow, but the {110} side faces of the four-cornered pattern
continued to grow from this point. From this point, fan-shaped {110} faces with
macrosteps (ms {110}) appeared on the four corners of the four-cornered pattern,
which bordered on two {111} faces with macrosteps, as shown by the yellow lines.
The {110} side-face width of the four-cornered pattern was determined at this point
as shown in Fig. 10c. The side- face width of the ingot was 6.2—6.5 cm. Figure 10d
shows an as-cut cross section cut from 1.4 cm below the top surface. No grain
boundaries were observed in the cross section, and the surface orientation of the
entire cross section was found to be (100).
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Fig. 10 (a) n-Type ingot grown using a crucible with a diameter of 33 cm. The diameter of the
ingot was 19.5 cm. (b) Four-cornered pattern on the top surface of the ingot. (¢) Crystallographic
image of a four-cornered pattern grown from a (100) seed crystal. (d) As-cut cross section cut
1.4 cm below the top surface (From Nakajima et al. (2014a))

Figure 11a shows an n-type single bulk crystal with a square shape grown using a
crucible with a diameter of 17 cm when AT was 10.9 K (Nakajima et al. 2014a). The
ingot weighed 520 g and had a size of 10.1 x 10.1 cm® (with a diagonal length of
14.3 cm) and had a height of 2.5 cm. The side-face width was 6.2 cm. Figure 11b
shows < 100> corners of the ingot with fan-shaped faces. The growth in the <100>
direction stopped at the points indicated by the red arrows, and fan-shaped {110} faces
with macrosteps (ms {110}) appeared from these points as shown by the yellow lines.
Figure 11c shows an n-type single bulk crystal with a perfect square shape grown using
a crucible with a diameter of 17 cm when AT was 10.5 K. The perfect square shape
means that the side length of the top surface of the square-shaped ingot is equal to the
side-face width of the four-cornered pattern on the top surface of the ingot. The single
bulk crystal with a perfect square shape has a four-cornered pattern without any
fan-shaped {110} faces. The ingot weighed 260 g and had a size of 10.9 x 11.0 cm?
(with a diagonal length of 15.5 cm) and had a height of 1.0 cm. The side-face width
was 10.9-11.0 cm. The ingot shown in Fig. 11c was grown after the growth of a long
see. Figure 11d shows a < 100> corner of the single ingot that had a perfect square
shape without any fan-shaped {110} faces with macrosteps. Comparing Fig. 11b, d,
it can be inferred that to grow large square-shaped single bulk crystals with a long



250 K. Nakajima

10.1x10.1cm2 Fan-shaped face

Cc

<110>
10.9 x 11 cm?2

<100>

Fig. 11 (a) n-Type square-shaped single bulk crystal grown using a crucible with a diameter of
17 cm. It had a size of 10.1 x 10.1 cm? (with a diagonal length of 14.3 cm) and a height of 2.5 cm.
The (110) side-face width was 6.2 cm. (b) <100> corners of the ingot with fan-shaped faces.
(¢) n-Type single bulk crystal with a perfect square shape grown using a crucible with a diameter of
17 cm. The dimensions of the square were 10.9 x 11.0 cm? (with a (110) side- face width of 11 cm
and a diagonal length of 15.5 cm). (d) <100> corner of the ingot that had a perfect square shape
without any fan-shaped faces (From Nakajima et al. (2014a))

side-face width, it is very important to obtain a perfect <100> corner. The maximum
diagonal length of the present square-shaped ingots was as large as 91% of the crucible
diameter. The side-face width depended on the temperature reduction A7 and increased
with 1/AT (Nakajima et al. 2014a). The present method has the potential to grow large
square-shaped Si single bulk crystals with long side-face widths when a large low-
temperature region is maintained while AT is kept small.

Growth of Si Single Ingots with the Large Diameter and Diameter
Ratio Using the Cast Furnace

For the reduction of production cost of Si ingots, it is effective to grow large ingots
using small crucibles. To confirm the possibility of growing ingots with, a diam-
eter as large as the crucible diameter, several Si ingots with different diameters,
and diameter ratios were grown with different A7. Crucibles with different sizes
were used to compare the AT dependence of the diameter and the diameter ratio.
To reduce the melt temperature near the center of the Si melt, it was effective to
cool the melt only using the first zone heater. The diameter ratio of ingots was
mainly determined by AT of the first heater and not strongly affected by that of the
second heater. Figure 12 shows the diameter ratio as a function of the total
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temperature reduction, A7 (Nakajima et al. 2016a). The diameter ratio increases
with AT regardless of the crucible diameter. This tendency is very effective to
obtain an ingot with a large diameter because a larger diameter can be obtained
only using a larger crucible at a same A7. The diameter ratio becomes saturated
when AT is large because the fringe of the ingots becomes close to the hotter
crucible wall as the diameter ratio increases. The largest diameter ratio of 0.9 was
obtained by expanding the low-temperature region in the Si melt. Therefore, if the
same size of a crucible (60 cm diameter) used for the CZ method, the NOC method
can grow an ingot with 54 cm diameter. Figure 13 shows n-type single ingots

Fig. 12 Diameter ratio of n- 1 - - - - - -
type ingots as a function of @ Crucibles $33 cm - J
AT. The diameter ratio ¢ Crucibles $40cm o e
increases with AT regardless 0.8 m Crucibles $50 cm o . 0% ¢
of the crucible diameter. A ° e % ot
diameter ratio of 0.9 can be "g 06k e, ° |
obtained by expanding the 5 °
low-temperature region in the © °
Si melt (From Nakajima et al. g 0.4} §
(2016a)) o Diameter ratio of CZ method
®
0.2 8
0 1 1 1 1 1 1

0 10 20 30 40 50 60 70
Total temperature reduction, A 7" (K)

(NOC-3) (NOC-4)

Si bulk crystal (single crystal) Si bulk crystal (single crystal)  (Noc.5)

Crucible diameter :40 cm Crucible diameter : 50 cm Si bulk crystal (single crystal)
Maximum diameter :32.2cm Maximum diameter : 35.0 cm Crucible diameter: 50 cm
Diameter ratio : 0.80 Diameter ratio : 0.70 Maximum diameter: 45.0 cm
Side face width : 17.3 cm Side face width : 6.0 cm Diameter ratio : 0.90

Mass : 8.05 kg Mass: 13.3 kg Side face width : 5.0 cm
AT:53.5 AT: 481K Mass: 22.7 kg

AT:69.3K

Fig. 13 »n-Type bulk crystals (NOC-3, 4 and 5) grown using crucibles of (a) 40 and, (b) and (¢) 50 cm
diameter. The diameters of the ingots (a), (b) and (c) were 32.2, 35.0 and 45.0 cm, respectively. The
diameter ratios were 0.80, 0.70 and 0.90, respectively. Using a Si melt with a depth of 7 cm, the lengths
were 9.5, 9.0 and 13.0 cm, respectively (From Nakajima et al. (2016a))
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Si multicrystal with dendrites
Crucible diameter : 50 cm
Maximum diameter : 45.0 cm
Diameter ratio : 0.90

Mass : 19.0 kg

AT: 64.0 K

—

Fig. 14 Si multicrystalline ingot with some dendrite crystals. The dendrite crystals appeared in front
of the growth interface during growth owing to the local temperature fluctuation of larger than 10 K

(NOC-3, 4 and 5), in which an ingot (a) was grown using a crucible of 40 cm
diameter and ingots (b) and (c) were grown using crucibles of 50 cm diameter
(Nakajima et al. 2016a). The maximum diameters of the ingots (a), (b), and
(c) were 32.2, 35.0, and 45.0 cm, respectively. The maximum diameter of the
ingots increases with A7, The maximum diameter of the ingot grown using a 40- or
50-cm-diameter crucible was larger than that of ingots grown using a 33-cm-
diameter crucible even at the same A7. The diameter ratios of these ingots were
0.80, 0.70, and 0.90, respectively. When the depth of the Si melts was 7 cm, the
lengths of the ingots (a), (b), and (c) were 9.5, 9.0, and 13.0 cm, respectively. The
maximum values of AT were 53.5, 48.1, and 69.3 K, respectively. The largest
diameter of this ingot (NOC-5) was 45 cm when using a 50-cm-diameter crucible.
For the growth of such large ingots, the melt temperature should be kept stable not
to generate large local temperature fluctuation in the melt. The local temperature
fluctuation should be kept lower than 10 K. If the local fluctuation of larger than
10 K will appear in front of the growing interface, some dendrite crystals will
appear from the interface during growth and the ingot will be multicrystalline as
shown in Fig. 14 (see » Chap. 8, “Growth of Multicrystalline Silicon for Solar
Cells: Dendritic Cast Method”). From a cross section of the ingot NOC-5, we can
get four wafers required for regular-size solar cells. The growth of such large
ingots is effective to reduce wafer cost and increase yield of materials. The growth
parameters and crystal sizes for these ingots are listed in Table 1 (Nakajima et al.
2017).

Quality of Si Single Ingots Grown Using the Cast Furnace

The etch-pit density (EPD) of dislocations, oxygen concentration, and minority
carrier lifetime are important parameters to determine the solar cell performance.
To evaluate the EPD in a cross section of each ingot, the surface of the cross section
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Fig. 15 (a) Distribution of the EPD of dislocations measured at the periphery of the cross section
2.8 cm below the top surface of an ingot. (b) Distribution of the EPD measured inside the cross
section 2.8 cm below the top surface of the ingot. (¢) Distribution of the EPD measured at the center
of'the cross section 2.8 cm below the top surface of the ingot. (d) Distribution of the EPD measured
at the periphery of the cross section 0.2 cm below the top surface of the ingot. (e) Distribution of the
EPD measured inside the cross section 0.2 cm below the top surface of the ingot. (f) Distribution of
the EPD measured at the center of the cross section 0.2 cm below the top surface of the ingot (From
Nakajima et al. (2014a))

was mechanically polished to a mirror finish and then chemically etched with a
Secco solution (Secco d’Aragona 1972). The EPD in the cross section of each ingot
was determined by counting the number of etch pits in a 1.0 x 1.0 cm? area by
optical microscopy. To determine the effect of the convex bottom on the distribution
of the dislocations in an ingot, the distribution of the EPD was measured on cross
sections 0.2 and 2.8 cm below the top surface of an ingot as shown in Fig. 15
(Nakajima et al. 2015). The red and yellow squares show illustrated positions where
each EPD was measured, but the duplicated squares do not indicate the same
position. In Fig. 15, the positions (c) and (f) are near the center of the cross section,
(b) and (e) are 4.5 cm from the center, and (a) and (d) are 6.0 cm from the center. The
ingot had a size of 16.5 x 16.5 cm? and a height of 3.2 cm. On the top cross section
0.2 cm below the top surface, the dislocation density was on the order of 10> cm
over most of the cross sectional area but much higher at the periphery of the cross
section. Even on the top cross section, many dislocations moved from the center to
the periphery of the ingot in the initial stage of growth. On the bottom cross section
2.8 cm below the top surface, the dislocation density slightly decreased on the order
of 10* cm™2 over most of the cross sectional area but much higher at the periphery.
This means that the dislocations in the ingot moved to the periphery from the center
of the ingots during growth owing to the convex growing interface. Figure 16 shows
the EPD as a function of the distance from the top surface of the ingots (Nakajima
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etal. 2016b). The maximum and minimum EPDs were evaluated in a cross section of
each ingot. The maximum and minimum EPDs usually appeared near the periphery
and center of ingots, respectively. The EPD near the top surface of the ingots was
very high, especially just below the seed crystal. However, the EPD rapidly
decreased as the distance from the top surface of ingots increased because disloca-
tions moved to the periphery from the center of the ingots during growth owing to
the convex growing interface (Nakajima et al. 2015, 2016b). Finally, the minimum
EPD decreased to about 300/cm?. So, the dislocation density in the ingots can be
reduced to the order between 10 and 10* cm™? without necking technique
(Nakajima et al. 2016b). The EPD was much lower than that of ingots grown by
the cast method.

To evaluate the oxygen concentration in the ingots, Fourier transform infrared
spectrometry (FTIR) analysis was used for longitudinal and horizontal cross sections
of the ingots. Oxygen that dissolves in the Si melt from the silica crucible continuously
evaporates from the surface of the Si melt. Oxygen in a Si melt has an equilibrium
segregation coefficient of &y = 1. The oxygen concentration is expected to be lowest
near the melt surface and increase toward the bottom of the melt. Figure 17a shows a
schematic illustration of the distribution of the oxygen concentration in an ingot grown
by the NOC method (Nakajima et al. 2015). The thickness of the Si melt was 5 cm. The
ingot was pulled upward at a rate of 0.2 mm/min while cooling the melt by 39.9 K. The
diagonal length of the top surface of the ingot was 28.6 cm and the ratio of the diagonal
length to the crucible diameter was 0.95. The thickness of the ingot was 9.5 cm.
Figure 17b—d shows the distributions of the oxygen concentration in the ingot as a
function of the distance from the ingot center immediately below the seed crystal along
the surface of the ingot, in the vertical direction to the bottom of the ingot and in the
slanting direction to the bottom of the ingot, respectively. The oxygen concentration
slightly increased along the surface of the ingot and markedly increased in the vertical
and slanting directions to the bottom of the ingot. On the basis of these results, Fig. 17a
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Fig. 17 (a) Schematic illustration of distribution of the oxygen concentration in an ingot.
(b) Oxygen concentration along the surface of the ingot. (¢) Oxygen concentration in the vertical
direction from the surface to the bottom of the ingot. (d) Oxygen concentration in the slanting
direction from the surface to the botrom of the ingot. The oxygen concentration near the seed was
low and increased along the surface of the ingot and in the vertical and slanting directions (From
Nakajima et al. (2014a))

was drawn, which schematically shows the concentric distribution of the oxygen
concentration on the seed axis. This distribution of the oxygen concentration may be
due to the convex growing interface.

Figure 18 shows the oxygen concentration of ingots grown using the present
furnace as a function of the diameter ratio (Nakajima et al. 2016a). The oxygen
concentration of the ingots was always lower than 1 x 10'® cm™ and did not
strongly depend on the diameter ratio. The oxygen concentration of the ingots
grown using 40- and 50-cm-diameter crucibles has a tendency to be lower than that
of the ingots grown using 33-cm-diameter crucibles because the ratio between the
reacted crucible innersurface contacted with the Si melt and the amount of the Si
melt becomes lower with the diameter of the crucible. This suggests that the
convection in the Si melt was very small in our furnace. For a diameter ratio of
more than 0.7, the lowest oxygen concentration of 3.6 x 10'” cm ™ was obtained
by gas flow control. This means that the convection in the Si melt or the reaction
between the crucible and the Si melt may be small in the present furnace. The
convection is markedly suppressed by the low co-rotating speed of the seed and
crucible (1 or 0.5 rpm).
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Fig. 18 Oxygen concentration in ingots grown using 33-, 40- and 50 cm-diameter crucibles
furnace as a function of the diameter ratio. It was measured by FTIR. The oxygen concentration
of the ingots grown using the new and large furnace did not strongly depend on the diameter ratio.
The oxygen concentration of the ingots has a tendency to become lower as the crucible diameter
becomes larger (From Nakajima et al. (2016a))

The recombination lifetime was measured at Massachusetts Institute of Technol-
ogy (MIT) by the transient photoconductance decay (QSSPC: Sinton WCT-120)
(Sinton et al. 1996). Using the Sinton method, the effective lifetime of ingots was
measured with Al,O3 passivation deposited with thermal atomic layer deposition
(Kivambe et al. 2014) before and after phosphorus diffusion gettering (PDG).
Gettering was performed by phosphorus in-diffusion in a POCI; tube furnace
using two processes. The first high-throughput process includes loading the sample
at 700 °C followed by a 25 min plateau at 845 °C and immediate unloading at
845 °C. The second process includes a controlled cooling step after the 845 °C
plateau and a 2 h anneal at 650 °C before unloading (Nakajima et al. 2015). The
highest minority carrier lifetime was 3.2 ms which was the first result for the crystal
grown inside a crucible (Nakajima et al. 2015; Castellanos et al. 2016). To reduce
impurities and oxide particles inside the NOC furnace, the furnace cleaning was
performed to mainly reduce Fe contamination by annealing graphite contents inside
the furnace chamber in a high vacuum at higher than 1500 °C for a long time. Table 2
shows the minority carrier lifetime of wafers selected from the n-type ingots grown
using the present furnace (Nakajima et al. 2017). The furnace cleaning was
performed between the NOC-2 and NOC-3 ingots. The minority carrier lifetime of
the top parts of the ingots is higher than that of the bottom parts because some
oxygen precipitates may remain in the bottom parts (Jensen et al. 2016). The
minority carrier lifetime of the ingots grown after furnace cleaning drastically was
largely improved even in their bottom parts because Fe contamination was reduced.
The millisecond lifetime was obtained after gettering owing to high purity without
SizN, coating.
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Table 2 Minority carrier lifetime of wafers selected from the n-type ingots at 10> em ™ injection
level

Furnace cleaning was performed
between No. 2 and 3 ingots

i (Fe contamination was reduced)

m
To
P 25 725

742 1344 1580.25
26 1086 1165 1219
101 583 379 562
102 486 508 862
Bottom

Lifetimes measured in MIT (Prof. T. Bounassisi)

From Nakajima et al. (2017)

The inductively coupled plasma source-mass spectrometry (ICP-MS) was used to
determine trace and ultra-trace metal elements in Si ingots. Regardless of the furnace
cleaning, the Fe concentration in the ingots was always lower than 5.0 x 10'? cm ™
which is the detection limit of the ICP-MS. The Fourier transformed infrared (FT-IR)
spectroscopy was used to determine carbon (C) and nitrogen (N) concentrations in Si
ingots. The C and N concentrations in the ingots are listed in Table 1. Both
concentrations were largely reduced after furnace cleaning.

Distribution of Conversion Efficiency of n- and p-Type Solar Cells
Prepared by the NOC Method After Furnace Cleaning

The minority carrier lifetime of an n-type wafer is generally higher than that of a
p-type wafer (Nelson 2003). n-type solar cells were prepared in National Solar
Energy Institute (INES) using wafers (15.6 x 15.6 cm?) cut from n-type ingots
(see » Chap. 9, “Growth of Crystalline Silicon for Solar Cells: Mono-Like
Method”). Several n-type ingots were prepared before and after furnace cleaning.
The solar cell performance of wafers cut from these ingots was determined to
evaluate the quality of the ingots. The wafer size was 15.6 square cm. Using the
same solar cell structure and process to obtain the conversion efficiency of 20.0% for
n-type CZ wafers, the highest conversion efficiency of 19.4% and the average
conversion efficiency of 19.0% were obtained for NOC wafers before furnace
cleaning. The scattering width was only 1.0%. For wafers cut from the NOC-3
ingot grown after furnace cleaning, the highest conversion efficiency of 19.8% and
the average conversion efficiency of 19.3% were obtained using the same solar cell
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Solar cell performance of wafers grown after furnace cleaning (NOC-3)

n-type
. 205 solar cells
Wafer size: :
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Fig. 19 Solar cell performance of wafers cut from the n-type ingot (NOC-3) after furnace cleaning.
Using the same solar cell structure and process to obtain the conversion efficiency of 20.0% for
n-type CZ wafers, the highest conversion efficiency of 19.8% and the average conversion efficiency
of 19.3% were obtained for the NOC wafers. The scattering width of the conversion efficiency was
1.2%. The highest conversion efficiency was almost the same as that of the CZ solar cells

structure and process to obtain the conversion efficiency of 20.0% for n-type CZ
wafers as shown in Fig. 19 (see » Chap. 6, “Growth of Crystalline Silicon for Solar
Cells: Czochralski Si”). The scattering width of the conversion efficiency was only
1.2%. The top of the ingot had the higher conversion efficiency comparing with the
bottom because some oxygen precipitates may remain in the bottom part (Jensen
et al. 2016). The highest conversion efficiency was almost the same as the conver-
sion efficiency of the CZ solar cells. The difference between the conversion effi-
ciencies of the NOC and CZ solar cells may be mainly based upon the dislocation
density in these ingots. In the NOC ingots, the dislocation density was still on the
order between 10° and 10* cm 2. On the other hand, the CZ ingots had
nondislocations.

As the oxygen concentration in ingots grown by the N