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Preface

The increase in the human population has jumped from 2.8 billion in 1955
(US President Eisenhower) to 7.5 billion in 2017 (US President Trump). This
significant increase has meant that more CO2 is generated through combustion of
carbon-based fuels, which currently are the dominant fuel-mix used in transporta-
tion, heating and cooling, and electric power generation. One consequence of the
continued rise of CO2 emission is the ability of CO2 to trap sunlight as a greenhouse
gas (GHG) with subsequent worldwide redistribution of trapped heat, contributing to
changes in global weather patterns. One possible approach is reducing GHG emis-
sions and managing global warming by displacement of fossil fuels by fuel cells
(FC) and FC based vehicles (FCVs), which do not generate CO2 as a by-product but
water via a redox reaction [2H2(g) + O2(g)! 2H2O(l)]. In addition, hydrogen when
used as a fuel feedstock is a near-zero CO2 emission source at point of use, and is
available in the oxidized form in water (H2O) or as the hydride of carbon in natural
gas (methane, CH4) that can be generated by electrolysis of water or reformation of
natural gas.

The total number of electric vehicles including FCVs reached an excess of 1.25
million in 2015, of which 550,000 were new registrations. It is anticipated that by
2025, there will be 5 million FCVs with a projected FC system cost of $30–$40/kW.
The gradual tightening of fuel economy and emission standards is also likely to
stimulate FC development, deployment, and wide societal acceptance if the total cost
of ownership can be reduced to the cost of conventional technologies.

This book focuses on the design, characteristics, and development potential of FC
technologies in light of changing energy requirement and related challenges. The
technological factors that influence the dynamics, flexibility, and operating costs of
FC operation are highlighted. Moreover, the potential for using FC technologies in
the mobility sector, stationary industrial sector, and the heat thermodynamics is
discussed, as these factors determine the extent to which the future ‘value” of
stationary and portable FC technology applies to other industries. This “valuation”
for FC development will guide the development and direction of newer, less
developed technologies, such as cost of development, ease of integration into the
infrastructure, power density output, operational lifetime, and cost of operation
relative to current ICEs.
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The advantages of FC technologies coupled with renewable hydrogen are syner-
gistic and offer considerable advantages over the internal combustion
engine–gasoline combination. The proton exchange membrane fuel cell efficiency
can be estimated as η = 1 � TΔS/ΔH and using the Gibbs free energy
(ΔG = �237.13 kJ/mol) and heating value of hydrogen (ΔH = 285.85 kJ/mol) is
around 83% efficient. The introduction of FCVs will deliver immediate benefits in
air quality in large urban centers, as the usage and importance of FCs for both
portable and stationary applications is expected to increase at the expense of fossil
fuels.

The editors are fortunate to have renowned experts in the field contribute to this
book. As a result, this book not only serves as an introduction to individuals who are
new to the field, but also to individuals who are seasoned experts. All the chapters
give a solid overview of the subject under discussion followed by an extension into
the area of expertise of the specific author. Due to the self-contained nature of each
chapter, the reader does not need to reference several chapters to get the concept,
which is an advantage. The reader may see a trend in which each author presents
introductory themes with their point of view.

The book is composed of three themes. The first theme is related to energy policy
and electric power. In▶Chap. 1, the energy policy as initially proposed and actually
executed is discussed between two presidencies spanning 40 years in terms of
federal support in various areas deemed critical to this nation’s energy security. In
the second chapter, “Electric Power and Hydrogen Redox” (HREG, ▶Chap. 2), a
hydrogen redox electric power and hydrogen generation systems (HREG) are
discussed, which enable electrostatic-to-chemical energy conversion in the water
electrolysis for both stationary and portable applications. The third chapter
(▶Chap. 3) deals with evaluation of cell performance and durability for cathode
catalysts during simulated fuel cell vehicle (FCV) operation. Specifically, cell
performance and durability testing for cathode catalysts on two types of supports,
carbon black and conducting ceramic nanoparticles, were discussed, including
startup/shutdown cycles and load cycles.

This leads to the second theme in the book relating to optimization of FCs through
design and synthesis of novel catalysts. This section begins with the design and
application of metal carbonyl cluster as electrocatalyst (▶Chap. 4) based on thermo-
lysis or pyrolysis of osmium, ruthenium, iridium, and rhodium n-decacarbonyl
derivatives. These materials are discussed with respect to benchmarking the oxygen
reduction reaction (ORR) and hydrogen oxidation reaction (HOR) electrocatalyst
reactions. The theme is continued in▶Chap. 5, where the use of noncarbon supports
in low-temperature FCs is discussed in terms of performance. ▶Chapter 6 focuses
on the design, synthesis, and evaluation of noble metal electrocatalysts applied in
polymer electrolyte fuel cells. This type of development is critical because there is
insufficient worldwide Pt to meet the anticipated demand for the next 25 years in
FCVs. The strategies to reduce electrocatalyst costs are a fabrication of either
nonplatinum electrocatalysts with similar performance to Pt or alloying to reduce
Pt loading. The electrocatalyst activity is usually increased through nanostructuring
of the catalyst support that is the focus of the next chapter. In ▶Chap. 7, low power
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density and fuel utilization of catalysts in PEMFCs and/or DMFCs are discussed and
expanded upon. These shortcomings are related respectively to poor reaction kinet-
ics and methanol crossover and are overcome through the use of graphene or carbon
nanotubes as newer support surfaces. The theme is concluded with a discussion of
nanostructured catalysts for solid oxide fuel cells (SOFC, ▶Chap. 8). The factors
related to design and application of new nano-sized electrode catalyst to decrease the
activation polarization resistance and to improve the SOFC performance are
discussed.

The third and final theme of the book is related to optimization of fuel cells
through modeling and simulation. The section starts with a modeling analysis of
water management in a PEMFC (▶Chap. 9). The effect of relative humidity and
stoichiometry of reactants on the water saturation, back-diffusion of water from the
cathode to the anode, is considered and strategies to reduce possible flooding and
increase FC performance and operational reliability are discussed. The chapter is
followed by development of a computational thermodynamic model to better under-
stand the cathode electrolyte in SOFCs (▶Chap. 10). The development of density
functional theory (DFT) of varying sophistications to model and evaluate with
experimental data to the activity and stability of the ORR of the PEMFC electro-
catalysts (▶Chap. 11). The modeling is expanded to an entire FCV in ▶Chap. 12.
Here, the optimization strategies of hydrogen FCs as range extenders in electric
vehicles are discussed. In the following chapter (▶ 13), a comprehensive treatment
of a totalized hydrogen energy utilization system (THEUS) for stationary applica-
tions is introduced. The parameters for THEUS related to load leveling and cogen-
eration in commercial buildings from renewable energy sources such as solar
photovoltaics (PVs) and wind power are explored. These two chapters tie-in a
critical and often overlooked feature of the environment in which the FC operate,
which is outside the finely controlled environment of the research laboratory. The
influence of impurities in the air on nanostructured electrocatalysts in a PEMFC is
comprehensively explored (▶Chap. 14), and the physical or chemical hybrid mate-
rials used for hydrogen storage are discussed. In▶Chap. 15, hydrogen storage based
on manganese oxide anchored to a polymeric matrix, as examples of solid state
materials for hydrogen storage, is compared and contrasted with conventional
approaches.

These types of strategies are critical to the widespread application and usage of
FCVs, where the hydrogen fuel is supplied to the FCs that supply electrical energy
via a power inverter to the electric motor as described in the previous chapters. The
FCV could also be configured where the FC stack is channeled to the DC/DC
converter and the inverter and electric motor, with an onboard auxiliary power
unit. In ▶Chap. 14, pollutants in their air and their effect on the cathode catalyst
were investigated. In the following chapter (▶ 16), the effects of fabrication design
on the bipolar plate and membrane electrode assembly are discussed in terms of how
stresses can lead to component failure in real world settings. In many laboratory-
based bench test experiments, the “purity” of the oxidant (air) and effect of actual
stress and strain on the catalyst layer, or membrane electrode assembly, are often
neglected. The authors of these two chapters (▶ 14 and ▶ 16) give practical
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hands-on perspective coupled with research data to orientate the postdoctoral
researcher or graduate student who may fabricate such components to include best
practices in their FC designed tests. The design, fabrication, modeling, and evalua-
tion of a new tubular electrode for SOFC are discussed next (▶Chap. 17). The
section concludes with a discussion of the safety aspects related to use and disposal
of these electrocatalysts (▶Chap. 18), which is not usually discussed in monographs
on FC designs, development, and applications, but is an area that will gain promi-
nence as FCs become more available and are disposed after usage. Today, we are
aware of the toxicological and safety “costs” related to the disposal of aluminum or
lead components and the realization of potential toxicity with aluminum or lead ion
migration in soil or water after disposal. The chapter (▶ 18) outlines that nanometals,
unlike their bulk counterparts, are not inert but reactive with a variety of cells.

These chapters (▶ 1 – ▶ 18) will offer the catalyst development, fuel cell design,
and operation to research students, postgraduate researchers, young investigators,
experienced principal investigators, and industrialists. The treatise aims to provide
the current state-of-the-art information from theoretical framing of the problem to
actual hands-on activities that authors have gained through their decades of experi-
ence. The expertise and knowledge are passed down to current practitioners in the
field to make an informative monograph, which can serve both a reference source
book and a how-to-guide.

The general aim has been to learn how to assess the technical impact of new
electrocatalysts and how to improve fuel cell technology in terms of operational
reliability, cost, ease of use, and safety. Lastly, the stellar contribution of the authors,
their research group, and institutions are duly acknowledged. We also would like to
extend our deep appreciation to our institution, colleagues, and students as well as
the editorial staff at Springer publishing who has strived to deliver the best possible
scholarly product. As always, errors and omission are the responsibility of the
editors, for which we as preface authors ask forgiveness.

August 04, 2017 Sajid Bashir
Nancy KingSanders
Jingbo Louise Liu
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Abstract
When Dwight D. Eisenhower became the 34th president of the United States, he
was the first incumbent of the office that did not hold any political office within
state government or within the US Congress, excluding military service, since
Ulysses Grant. No president prior to or since has crafted and influenced energy
policy to the degree of President Eisenhower. As the first officeholder without a
past “congressional” career, he was viewed as pro-business and pro-military, and
the expectations of his government were that nuclear energy would provide
cheaper electricity. The challenges during his administration enabled him to
adopt a more orthodox policy stance, and the nuclear energy policies did not
proceed as anticipated or planned. The 45th President of the United States,
Donald Trump, is the only individual since Eisenhower without a prior
congressional-type political career. Since he has a foundation in real estate
business, like Eisenhower, he is perceived as “pro-business,” and it is pertinent
to compare similar energy policies under the current administration. Although the
current administration is only 100 days old, statements during the primaries,
general election, and first 100 days in office and first proposed federal budget
suggest that tax credits for electric vehicles and other tax assistance credits will be
discontinued and that certain brackets of taxes will be eliminated or greatly
reduced. And many federal policies enacted under the Obama administration
related to environment and energy will be rolled back, favoring coal, drilling, and
Keystone XL and the Dakota Access Pipelines. Whether these policies will
promote domestic energy production, reduce the import-to-export gap, or lower
the “energy deficiency” is too early to gauge. The introduction of potential import
fees or border taxes may promote coal extraction at the expense of natural gas
exploration. This may also impact gasoline prices at the pump since crude oil
imported from other countries would have taxes or fees levied on it. Coupled with
limiting environmental regulations and capping liabilities, lower corporate tax
rates for oil exploration companies may promote domestic energy production,
because of lower operating costs and liabilities, and may increase corporate
profits, although these trends may not be observable within the lifetime of the
first term of President Trump. In addition, the projected 3% growth in employ-
ment over the current 1.7% is again too early to discern, although most econo-
mist’s opinions are that these targets will not be met since these currently are
proposals and not implemented policy.

1.1 Introduction

The International Energy Outlook survey in 2009 projected that the total world
energy demands would increase from an estimated 308 Quad Btu’s in 1985 to
678 Btu’s by 2030 [1] up from 95 Quad Btu’s in 1950 when Dwight Eisenhower
was the President of the United States [2]. One certainty is that the demand for
energy both domestically and internationally is likely to increase as projected by the
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IEA [3]. Within the United States, the energy demand was around 37 Quad Btu’s [4]
to approximately 100 Quad Btu’s when President Trump was inaugurated [5]. One
major difference between the two administrations is the perception of using renew-
able energy resources that were not significant in the 1950s. The role of carbon
dioxide (CO2) as a potential greenhouse gas and its link with global warming was
also not a policy consideration; however, there are policy considerations that have
remained constant since World War II, namely, energy security and the main drivers
behind policy related to energy and consumption of energy.

President Dwight Eisenhower, elected to the highest office, was one of the few
political leaders that were not a career politician, in the sense of serving in local,
state, or federal government legislative bodies or as a governor. President Trump
likewise does not have a political background [6]. It is instructive to examine US
energy policy over these decades and view how the current policies were derived.
One important note is the demand for energy as indexed against nonrenewable fossil
fuels, shown in Fig. 1.1 [7]. Since Eisenhower’s energy declaration of the United
States, the usage of coal has increased during the presidency of every president [8].
They left office with the country consuming more coal than when they entered [9]. In
the 1950s, this metric shifted to petroleum, and from Eisenhower to GeorgeW. Bush,
coal consumption was higher at the end of their term than when entering the office.
Only under President Obama’s second term did petroleum importation decrease with
the expectation to become surplus around 2040 (Fig. 1.1a–c) [7].

The forecast indicates a decrease in terms of net oil usage, because of two factors
[10]. More electricity is generated from natural gas rather than coal, lowering carbon
dioxide emissions. Also, general residential usage is less, with renewable or more
efficient devices being used. The net result is that around 2025 the United States will
become a net exporter of energy and most likely oil [11]. Whether or not this is a
result of the executive action and market action is difficult to quantify, although
outcomes are influenced by energy policy.

1.1.1 President Eisenhower and Energy Policy

President Eisenhower launched the age of commercial nuclear energy with his
December 8, 1953, “Atoms for Peace” speech to the United Nations General
Assembly [12]. Today nuclear fission accounts for about 12% of America’s total
energy [13]. Despite the urban myth that nuclear engineers promised that electricity
generated from uranium would be “too cheap to meter,” records show that those
sober engineers knew that nuclear energy was more expensive than conventional
power but offered many compelling strategic and environmental benefits [14].

In the pantheon of historical pivots in the energy arena, there is irony in
Eisenhower’s iconic signing of the 1956 National Interstate Highway Act as an
implicit, if unintentional, energy policy [15]. The Interstate system spurred not just a
great economic expansion but facilitated the rise of the age of oil consumption;
highways are where over 20% of American energy is consumed, creating a large
demand for energy production and usage. To stimulate domestic production, the
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Eisenhower administration introduced import quotas and price controls (on natural
gas) [16]. The net result was to stimulate domestic production and consumption,
enabling wealth to be redistributed within the oil sections from production entities to
refineries, creating a supply shortage that is met by the use of substitute oils and
increases in price for the consumer (because of import quotas). The intent of these
policies is to promote domestic production and usage but to keep prices low,
particularly for citizens who are on the lower-income scale, and to minimize large
profits for oil companies and owners. Research tends to indicate that price controls as
a form of “fairness” to the “poor” are an inefficient method since the poor often use
the resources to a lesser degree than the average-income family. Furthermore, tax
credits and incentives would target lower-income citizens directly and be more
useful than price controls, which are contrary to a free-market economy [17]. The
larger profit concern is addressed through the realization that many of the larger oil
fields either offshore or inland are on state or federal lands. The result of these
policies has been an oil shortage, an inefficient use of capital investment, and a heavy
reliance on oil “tax or sales receipts” by some states [18]. There are a number of
generalizations that can be stated here before detailing specifics.

The three big government policies which impact practically every citizen are
(1) access to and the cost of healthcare, (2) energy (electricity, diesel, or gasoline),
and (3) taxation. Therefore, energy policy is significant and over the last two decades
has incorporated environmental factors in addition to engineering or business tech-
nical issues [19].

Since the Civil War, the cost of energy has risen slightly in terms of cost-to-
earnings ratio, which was documented during the end of the World War II and the
Korean War, intersecting with governance by President Eisenhower. The number of
natural oil (one million barrels) or gas (6 billion cubic feet) declined from approx-
imately 3% in the 1940s to 1.5% in the 1950s with an increase in the cost of 30%
(adjusted for inflation). These increases could not be offset by production gains
introduced by newer technology [20]. The availability of cheap and abundant oil
made use of other sources unnecessary, and environmental concerns were deemed
less important than staving off two possible economic recessions during his tenure.
The carbon versus non-carbon debate had not happened yet, but the president
recognized that the use of uranium and plutonium for peaceful purposes had
environmental and cost benefits, particularly in providing electricity. The cost of
electricity was low, but historic demand approximately doubled every decade. The
regulatory framework set ensured the federal government had control and regulation
of nuclear fuels, but the policy makers had underestimated the technical challenges
and the cost of business, as well as disposal of the used fuel. In addition, federal
research and development in non-defense energy have remained relatively low
(Fig. 1.2a).

Using the Atomic Energy Commission/Department of Energy (AEC/DOE) as a
yardstick to gauge government policy with regard to coal-, natural gas-, and
petroleum-based research, it can be seen that federal research has fluctuated, based
on external events. The peak in funding was a result of external pressures related to
oil prices and a policy to enable the United States to become less dependent on
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foreign oil. Toward this end, successive administrations have introduced either price
caps, import quotas, the use of strategic reserves, or creation of oversight or
regulatory agencies including the continuation of research policy undertaken during
the Roosevelt administration of creation of a brain trust. The idea of federal funds
and universities to solve technical challenges is one foundation of federal research;
however, the level of support to the overall desire of lessening the reliance on foreign
energy has not been consistent with the stated aims. We see a federal fund surge
during the late 1970s and late 2010s, but general energy funding has always
remained lower than defense or healthcare funding. Federal funding for energy has
steadily increased over the years to an approximate track of $80 billion that has
fluctuated between decades and been approximately set to around 2.5% of gross
domestic product (GDP), although actual percentage was as low as 1.5% in the early
phase of the Eisenhower administration but rose steadily to above 2.5% during the
mid-1960s (Fig. 1.2b) [21].

The historic spending on the Department of Energy has fluctuated from a low of
0.9% of GDP to a high of 12.6% depending on the specific administration and
political challenges faced. The higher spending during 1979 was a direct response to
the second oil crisis and “stimulus money” in energy (excluding atomic energy). The
values are difficult to compare since certain programs were reclassified as general
science rather than energy, diminishing the percent spent listed [20]. One constant
theme from World War II (WWII) onward is that federal spending on defense
(51.08%) and health and human services (26.68%) accounts for the bulk of federal
research and development (R&D) funds. All other agencies are allocated a total of
3.25% between them, except the DOE (7.42%), National Science Foundation (NSF)
(4.57%), National Aeronautics and Space Administration (NASA) (4.45%), United
States Department of Agriculture (USDA) (1.70%), and Department of Commerce
(0.86%). The overall split between basic research and applied research and devel-
opment is highly dependent on the specific agency and its mission (Fig. 1.2c). With
the Department of Energy, the split is even between basic and applied, noting that
much of the research is undertaken by federally funded research and development
centers, such as Sandia, Oak Ridge, or Los Alamos National Laboratories, although
they received approximately 7.5% of federal R&D dollars (2009) and
universities [22].

1.1.2 From Analytics to Policy: Department of Energy: History,
Challenges, and Possible Future

The federal government particularly from WWII onward has invested in research
and has co-opted private industry to contribute, chiefly through tax credits. While
much of the funds are geared toward basic research, select agencies have been
funded for applied research. Post-World War II policy has followed suggestions by
Vannevar Bush that the federal government undertakes basic research and in infer-
ence leaves more mature and profitable technologies to private enterprise [23]. The
federal government has on the whole adopted this vision across successive
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administrations, except within a few federal agencies whose mission is more applied,
such as the NASA, Defense Advanced Research Projects Agency (DARPA), and
Office of Homeland Security [24]. While a medium value relative to GDP can be
loosely ascertained, there are no spending guidelines that set a floor or ceiling on
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research dollars that are influenced by external events, such as the oil embargo in the
late 1970s. The Departments of Energy, Defense and Agriculture are the major
agencies responsible for biofuels. The research dollars from a high in 1978 to a
20-year time point suggest a significant reduction ($6–$0.5 billion adjusted for
inflation). A direct comparison is difficult since the portfolio of energies and relative
emphasis has changed. In the 1950s–1960s, the emphasis was on nuclear power; the
current 2000–2020 emphases are on renewable and fossil and nuclear energy
through the Office of Science. This funding mechanism has supported research in
materials science impacting solar energy, biomass-derived fuels, and hydrogen fuel
initiative in addition to funding for fossil and nuclear energy programs [20].

In the last two administrations, the potential markers for the Trump administration
are policies and initiatives in biomass-derived fuels, hydrogen-powered fuel cells,
and the wind and solar technologies for electricity generation. The end goal is
displacement of oil in the transportation sector by ethanol and hydrogen. The end
goal for wind and solar is displacement of coal as a fuel used in the generation of
electricity [25].

The use of ethanol is problematic in that the production and infrastructure are
greater than with gasoline, because of the reliance on corn as a primary source for the
generation of ethanol and its corrosive properties in the distribution network. The use
of fast-growing grasses, such as agricultural waste by-products, could alleviate some
of these feedstock issues, although the cost of production is relatively high. In terms
of promoting the hydrogen economy, considerable federal and private funds have
been invested and may continue under the Trump administration, although at a much
reduced fund level. This is because the proposed DOE goals have not been met,
chiefly a fuel-cell-powered vehicle with a refueling cycle of 300 miles, a life-span of
150,000 miles, and costs comparable to gasoline [26]. The DOE has invested in
upgrading wind infrastructure, to increase land-based wind turbines, distributed
energy systems, and storage devices as a means of supplying electricity to remote
residential units or agricultural machinery (as a means of generating electricity).
Lastly, solar technologies face similar challenges of being competitive with conven-
tional technologies with less expensive semiconductor materials rather than crystal-
line silicon [27].

1.1.3 Current Challenges: Fossil Fuel Technology Improvement
Program

The DOE research is increasingly focused on domestic fossil fuel production
through improvements in exploration technologies and techniques. The focus is on
enhanced oil recovery, protection, and accessibility to areas that are currently
difficult such as deep-sea oil deposits. A similar focus is found on natural gas
technologies, such as developing deep-sea drilling technologies to tap into deep
gas reservoirs including methane hydrates in permafrost and ocean floor [28]. Above-
ground, the DOE is focused on cleaner coal technologies and techniques including
implementation of integrated gasification combined cycle technologies. The clean
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coal power initiative includes carbon capture, carbon sequestration, and near-zero
CO2 emissions by use of low-CO2 technologies for a certain energy generation
[29]. It is clear that the current Trump administration will scale back some of these
policies. However, it is not clear whether lessening enforcement of environmental
policies will spur development on increased demand for coal-based energy [30].

Other challenges include fostering electrical generation using generation III
nuclear power reactors and advanced fuel cycle initiatives with a sodium-cooled
fast reactor that can use a variety of nuclear fuels [31]. It seems likely the Trump
administration will continue to promote these initiatives but scale back on regula-
tions which they deem are negative on the business model type of growth [32].

1.1.4 Department of Energy (DOE) Policies in Prior Administrations

The DOE is the central intellectual warehouse for ideas, funding, and innovation
within the United States. Although historic funding levels are lower than under
Eisenhower and the late 1970s, the DOE has budget authority in a wide variety of
energy markets, such as renewable, fossil, and nuclear. A central mandate of the oil
embargo that all US administrations have followed is the independence of foreign oil
imports, and although considerable research funds have been expended, this is not
the current reality. The nation is reliant predominately on fossil fuels, although, with
increased demand for renewable, natural gas, it appears that the United States will
meet its primary target of self-sustainability within the next decade. The secondary
target of less reliance on fossil fuels is more of a technical challenge since the bulk of
electrical and transport energies are still fossil fuel based. President Eisenhower’s
government-promoted nuclear energy program, however, compared with the previ-
ous administration’s Manhattan Project or the incoming administration’s Apollo
program, has lower funding which has consistently remained low over the last
30 years. As with the Manhattan and Apollo projects, federal funding was used for
a specifically applied goal, and toward this goal, other tangibles were generated,
enabling early-stage technologies to be adopted by private enterprise, in addition to
the generation of new innovative products, intellectual products, and strategies that
revolutionized contemporary markets. Federal government policy directed toward
investment is an essential component in reducing barriers to commercialization and
update of newer technologies, also creating a culture to bring in the next generation
of scientists and business entrepreneurs [33]. The historic funding levels between
FY1950-FY1955 and FY2005-FY2014 for various energies are summarized in
Table 1.1.

Energy-related research has been a cornerstone of the federal government, begin-
ning with coal-based synthetic petroleum and nuclear research prior to and during
the Eisenhower administration, although there has been a shift in emphasis from
fossil fuels (25–24%) and nuclear (49–28%) to renewable (12–19%) between 1948
and 2014. Although the Trump administration has been in office for 100 days (at the
time of writing this chapter), it is premature to speculate on energy policy. The
indications are that fossil fuel policies will be promoted at the expense of
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environmental regulations that are deemed “uncompetitive to businesses.” This does
not preclude supportive action on renewable energy sources, specifically fuel cell-
based technologies since these are considered business opportunities, which can
create American jobs. Before an assessment of what the impact of fuel cells in
transport will be, the historic mix of fuels is summarized below (Fig. 1.3).

Two general trends are seen: first, the amount of total energy the country
consumed around 1955 was 40 quadrillion British thermal units (Btu’s), of which
over three-quarters was fossil fuel based [36]. In 2015 the demand had risen to over
98 quadrillion Btu’s, of which over 80% was fossil fuel based. Thus, electrical
demand is likely to increase for the next 20 years, although the rate of increase
may slow. The second was that President Eisenhower’s expectation for nuclear
energy to become the dominant supplier of domestic energy was not realized. This
second trend of a dominant energy resource, like coal and nuclear, is unlikely to
happen [37]. The three major fossil fuels, coal, natural gas, and petroleum, have
dominated the domestic energy market during this time period, with nuclear being a
distinct second, but it is unlikely coal will dominate to the extent it has dominated in
the past [38]. Coal, the primary fuel other than wood in the previous century, peaked
in 2008 and has steadily declined. The decline is because of lesser demand from
electricity generators that have been transitioned to natural gas [39]. This is reflected
in higher natural gas production than the prior years. Greater efficiency and cost-
saving technologies have contributed to increased production of natural gas from
shale formations [40]. In addition, production of natural gas plant liquids extracted
from natural gas has increased as consumer demand has increased. Lastly, crude oil
production has been on a steady decline beginning from the 1970s until 2008
[41]. Cost-saving technologies again assisted increased production particularly in
Texas and North Dakota [42]. Sustainable energy has increased steadily because of
increased output from the wind and solar energies. In 2015, the total primary energy
consumption sectors were electric power (39%), transportation (28%), industrial
usage (22%), residential usage (7%), and commercial (4%). This demand was met
from the production of natural gas (32%), crude oil and natural gas plant liquid-
based petroleum (28%), coal (21%), renewable energies (11%), and nuclear electric
power generation (9%) [43]. A major driving force for the switch between coal and
natural gas usage has been the demand for generation of electricity that has used
natural gas and less coal. The trends are summarized in Fig. 1.4 [45].

Table 1.1 AEC/DOE energy average yearly funding total (USD billions)

Energy resource FY1950-FY1955a FY2005-FY2015b

Fossil energy 3.68 10.00

Nuclear energy 7.27 11.66

Renewable energy 1.71 7.87

Gross Domestic Product and Deflators Used in the Historical Tables 1940–2019.
aValues averaged from 1949 to 1954 and
b2005 to 2014. The average assumed constant funding over those cumulative years. US dollar
calculated based on 2013 value [34].
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The electricity generated from natural gas is the largest slice of total US gener-
ation (33.8%), followed by coal (30.4%). This decline for coal and increase for
natural gas are a result of the retirement of older coal-fired generators and increased
infrastructure investment in natural gas renewable as favorable investment opportu-
nities relative to coal. The decline in coal was also because of increased use of
renewables (the wind, biomass, solar, geothermal, and hydro) to 8.4%. This is in
response to energy policies such as the federal production tax credit, the investment
tax credit, and state-level renewable portfolio standards. It appears that the Trump
administration will scale back some of these credits including clean power imple-
mentation. These rollbacks are unlikely to impact capital costs for development of
the wind and solar technologies that are on a downward trajectory compared with
other technologies in the energy sector [46]. These savings have often been passed to
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the end user. The tax credits have also spurred growth in electric utilities using the
wind with capacity steadily increasing until 2022 when tax credits are expected to
lapse. It appears that 90% or more of the capacity building will occur before or by
2022. A slower growth was also observed for the use of solar energy, but with the tax
credits expiring or declining beginning in 2018, it is expected to reach parity with
wind energy generation by 2040 [47].

1.1.5 Transition to a Non-carbon Economy: The Issues

Two considerations regarding the movement from fossil fuels to sustainable energy are
as follows: (1) with the current rate of usage, fossil fuels will not last more than
300 years [9], and (2) greenhouse gas is attributed to increases in global temperature
and factors affecting health. Historically, research in California linked volatile organic
compounds to ozone production and human disease. This led to Phase II Reformulated
Gasoline which contained 10% methyl tertiary [48, 49]. Human health issues can
further be subdivided into occupational, environmental, ecological, regional, and
global exposure with increasing distance from the source [50]. Occupational is direct
exposure to diesel particulate matter, volatile organics, carbon monoxide, or other
residues. Environmental exposure would be exposed to air pollutants, such as partic-
ulate matter, ozone, sulfur oxides (SOx), nitrogen oxides (NOx), carbon monoxide, and
dioxide [51]. Heavy metal and organometallics, such as arsenic, nickel, vanadium,
benzene, naphthalene, and 1,3-butadiene, are examples of the type of pollutants that
are found in common fuels [52]. The ecological impact is related to storage,
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transportation, and spillage of potential fuels, including combustion by-products such
as fly ash, heavy metals, persistent organic pollutants, eutrophication assisting inor-
ganic nutrients, or phytotoxic elicitors including acidic species that promote acid
deposition. Common examples include polycyclic aromatic hydrocarbons, ozone,
and SOx, which are also toxic to plants [53]. Nitrite deposits can promote acid
deposition and eutrophication, in addition to SOx and organic acids [54].

Regional impact is well documented from the 1952 Great Smog of London that
caused 4,000 deaths resulting in the introduction of the 1956 Clean Air Act from
particulate matter, dust, sulfate, and nitrate aerosols, including combustion
by-products from fuels. Volatile organic species react with particulate matter and
create a smog or haze affecting visibility and health [55]. These species also affect
weather patterns through depletion of ozone in the stratosphere as a result of interac-
tions with ultraviolet (UV) radiation. Species that can potentially degrade ozone are
NOx and chlorofluorocarbons [56]. The reactive species from nitrogen via combustion
can accelerate ozone depletion and is another concern other than the known catalyst
effects of chlorine. These species can be generated or released by spillage or leakage,
such as leakage of methane from the storage and distribution network [57]. These
emissions emanate from a pressure differential between the storage tank and the
atmosphere, which may be remedied by lowering the vapor pressure of gasoline
when a gasoline blend with alcohol is generated, including emission of methane and
coal dust [58]. In transport, combustion can lead to the emission of gasses that are
higher under cold start than stable higher operating temperatures, or where the engines
are improperly tuned, allowing higher than expected emissions [59].

1.1.6 The Potential Pitfalls and Hazards Toward Becoming a
Non-carbon Economy

Particulate matter from 2.5 μm to 10 μm can be generated and is short-lived, but can
travel hundreds of meters and is the result of direct emission from combustion or
oxidation of gas-phase emissions which form particulate matters during atmospheric
aging. The most common are in the range of 10 μm as a result of mechanical wear
and tear of the engine or synthetic oil [60].

The role of greenhouse gasses and carbon dioxide (CO2) has not been explored
and is an important consideration in moving away from carbon-based fuels. Carbon
dioxide is a by-product of respiration or combustion and in 2010 contributed to
almost 82% of emissions [61] and is unlikely to decrease in the short term to midterm
(<10 years, [62]). The movement toward economically feasible non-carbon alter-
nates would be a prudent first step and potentially a new business opportunity to
create jobs and grow the utility market. Taking 2011 as a baseline year, the total
primary energy consumption was 12.27 Mtonne of oil equivalent (toe) which topped
13.00 Mtoe by 2015. Basically, world consumption is increasing approximately
2,000 Mtoe/decade related to electricity generation and use in transportation,
residential, and business sectors of the economy. In 2011, for the first time,
China become the world dominant power in domestic electricity consumption
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(4,052 TWh) with the United States being second (3,883 TWh). In 2013, China
topped 5,000 TWh consumption for the first time (5,447 TWh) which has slowed
down, mainly to the slowdown in China [63]. These factors of the slowdown in
China for 2015/2016 and previous record highs have driven some countries to seek
energy generation from renewable energy sources, known in policy circles as energy
security. The Middle East conflict and oil embargo in 1973 controlled petroleum
prices in the United States, making policy makers aware of the importance of energy
independence as a form of security. This area was not a concern during the pre-
industrial era since energy was decentralized, local, and related to the wind, water
(hydro), the sun, wood, and peat (biomass). During the industrial revolution, coal
became the engine that drove the economy [64]. A study by Delucchi and Murphy
[65] concluded the cost of Persian Gulf oil upon the US military is as high as $37
billion per year or $0.15 per gallon. If this oil was replaced by domestic sources such
as renewables, shale gas, or a reconfiguration (fewer gasoline automobiles and a
mixture of electric, methanol, natural gas, or fuel cell), the security savings could be
substantial. This area was not a concern during the pre-industrial era since energy was
decentralized, local and related to the wind, water (hydro), the sun, wood, and peat
(biomass). During the industrial revolution, coal became the engine that drove the
economy [64]. A study by Delucchi and Murphy [65] concluded the cost of Persian
Gulf oil upon the US military is as high as $37 billion per year or $0.15 per gallon. If
this oil was replaced by domestic sources such as renewables, shale gas or a
reconfiguration (fewer gasoline automobiles and a mixture of electric, methanol,
natural gas, or fuel cell), the security savings could be substantial.

1.1.7 Economic Impacts

The current Trump administration is known for its business approach to federal
problems [66]. The emphasis on job creation, industrial innovation, and fairness in
trade treaties (balance of payment) is a central legislative platform [67]. The push for
renewables has two business-centric advantages. In the first case, there will be lesser
reliance on fossil fuels, even if this is restricted to the generation of electricity. This
will improve the balance of payments or at least redistribute payments more domes-
tically. The second includes energy-saving technologies and policies that can be sold
to other countries, much like the sale of cars, airplanes, or banking services [68], and
indirectly will create jobs, through export of technology. This approach could serve
as a business model for countries that do not have an abundance of fossil resources.
The International Energy Agency modeled a scenario where the 2005 carbon dioxide
emissions were lowered by 50% (2DS model) and found that over $100 trillion
would be saved over 40 years (2010–2050) by implementing the 2DS model
resulting in reduced fossil fuel importation and/or usage by approximately
210 Gtoe, which in turn would lead to lower fuel prices ($150 trillion over the
same period, Ref. [69]).

The model also estimates that five million new jobs could be created. The Global
Status Report estimated 1.5 million jobs in the biofuel sector, over 800,000 in solar

14 S. Bashir et al.



photovoltaics, and over 650,000 in wind power [70] with renewable energy account-
ing for almost 15% of the energy-generating sector in Germany, with a European
Union target of 20% by 2020. The study also concluded that no major job losses
would occur in the fossil fuel sector if the transition was managed with tax credits,
training credits with programs to migrant workers from one sector to the other, a net
growth could occur. The biggest trend would be a reduction in CO2 emissions.

1.1.8 Carbon Dioxide (CO2) Emission Reduction

While CO2 is not harmful to plants that require it in photosynthesis, higher levels are
toxic for animals that undergo aerobic respiration and generate CO2. A comparative
study showed that renewable energy technologies reduce carbon dioxide emissions
by a greater degree than nonrenewable technologies, to the level of 1.7 Gt CO2

emissions in 2008 [71]. The International Energy Agency and World Economic
Outlook estimated that over 5 Gt of CO2 emissions could be saved if Brazil, Russia,
India, China, and South Africa switched to renewable sources for power generation
by 2030 lowering CO2 to less than 450 parts-per-million (ppm) [72]. If China were
able to reduce CO2 emissions to the 450 ppm target by 2030, this would represent a
reduction of approximately 2.2 Gt relative to no reduction or set target [73]. This
could be managed by a straight fuel replacement (fossil by renewables) or a hybrid
approach using carbon dioxide capture and storage technologies, artificial leaf for
enhanced photosynthesis, and long-term storage in caves, salt mines, and undersea
stores [74].

1.1.9 Fuel Cell Technology: Policy, Features, and Applications

A number of initiatives have related to fuel cell development, from research during
World War II on fuel cells [75] to NASA’s development on Gemini [76] and revisited
during the oil crisis of the 1970s [77] particularly as an alternative to gasoline in
automobiles [78]. The program supporting the National Energy Technology Labo-
ratory was a key policy program to support aggressive fuel cell development
particularly of solid oxide fuel cells (SOFCs) [79] FutureGen program [80] in
addition to a FreedomCAR tailored toward automobiles [81]. The latter program
focus is the incorporation of proton-exchange membrane fuel cells (PEMFCs). The
intent with the hydrogen fuel initiative is to design, develop, and proof technologies
for essentially a fuel stack to replace the internal combustion engine powered by
gasoline. This would result in significant reduction in the combustion of gasoline and
emission of greenhouse emissions [82]. For any “fuel cell” initiatives to be viable
and successful, four key challenges need to be met and overcome:

1. The incorporation of non-precious metal or substitution of platinum by cheaper
catalysts, if mass production is to be an economically profitable venture [83].
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2. If the fuel is hydrogen from electrolysis using sunlight, then durable photo-
catalysts are required [84].

3. Hydrogen storage materials operating at low pressure and high volumetric
density [85].

4. A low-cost pipeline, distribution network similar to the one used for natural gas is
required [86].

The PEMFCs generate electrical energy when hydrogen is combined with oxygen
(from air) to generate water and consist of an electrolytic polymer membrane and
platinum electrocatalyst in the form of a stack constructed of a membrane electrode
assembly (MEA) which is between the ion-exchange membrane and electrodes as
shown in Fig. 1.5 [87]. The electrodes are in turn between a gas diffusion layer and
flow path. The stack is thus built of layers of these individual cells. Each cell operates
between 0.7 Vand 1 V depending on electrical current. The output drives the electric
motor which requires between 250 V and 300 V. The early-generation cars had a
288 V, requiring approximately (288/0.7) 410 cells [88].

Unlike an internal combustion engine where the energy goes into heat, an
electrical engine can achieve over 50% or greater efficiency to a theoretical limit
of 83% [89]. The PEMFC would require fuel, and this can either be onboard stored
hydrogen gas or where some precursor is converted to hydrogen using a reformer.

Fig. 1.5 Schematic of single PEMFC (From Garraín et al. [87], with permission)
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The approach used by Honda, for example, was to use pure hydrogen gas to
eliminate the potential of CO2 production since the only by-product was water [90].

The fuel stack is thus packaged in the form of a membrane electrode assembly
(MEA) with three types of components [91]: the membrane component, the catalyst
layer, and the gas diffusion layer (GDL). The stack would then be configured with
end plates, flow-field plate, seal, and MEA, with the plates also serving to cool or
move heat flow. Most research has focused on the membrane and electrocatalyst
design. The most common type of membrane is a perfluorosulfonic acid with a
polytetrafluoroethylene-based backbone with –O-(CF2)n-O ether-type side chain and
a sulfonic acid anchor [92]. Hydrogen ion mobility occurs upon membrane hydra-
tion and movement from sulfonic acid sites. The backbone is also resistant to
chemical oxidation of reduction [89] with high ion conductivity (at least 0.2 S/cm
or 0.05 Ω cm2/100 μ) [93]. The manufacturing costs of perfluorosulfonic acid
(PFSA)-type materials are relatively high, and they are prone to generate toxic
aerosols above 150 �C [94]. Since these membranes have to be hydrated to retain
high proton conductivity, this feature raises unit costs. Other alternates to fully
fluorinated membranes are partially fluorinated or non-fluorinated, or some compos-
ites, such as trifluoro styrene, sulfonated polybenzimidazoles, sulfonated polyether
ketones, and polytetrafluoroethylene or poly(vinylidene fluoride) cross-linked with
divinylbenzene-linked polymers, are examples of promising alternatives [95]. Other
alternatives include MEA, where the catalyst is applied to the GDL or the catalyst is
applied to the membrane and followed by GDL addition [96].

Proton-exchange membrane fuel cells also offer the advantage of a different fuel
intake such as methanol. The problem of methanol reformate is the addition of
carbon dioxide and carbon monoxide; the latter can irreversibly bind and deactivate
the catalyst. Onboard fuel reforming can include selective oxidation for CO removal
to <10 ppm within the tolerance limit of most PEMFCs (~100 ppm) [97]. Alterna-
tively, the reformed methanol may be passed over a platinum catalyst or hydrogen
peroxide bleeding, because of oxygen bleed from the decomposition of the peroxide
in the anode humidifier. This problem is avoided if pure hydrogen gas is used instead
[98]. Catalyst alloying is another method to counter potential CO poisoning by the
formulation of two- or three-metal anode catalysts. The most common are Pt or
carbon (Pt/C), Pt-ruthenium (Ru)/C, Pt-molybdenum (Mo)/C, Pt-Ru-Mo/C,
Pt-tungsten (W)/C, Pt-Ru-W/C, Pt-Re-magnesium hydride (Pt-Re-(MgH2)), and
Pt-Ru-aluminum (Al4) [99]. The Pt catalyst at the cathode is expensive, and much
research has been targeted to lower the amount of Pt at the cathode [100].

The gas diffusion layer needs thickness to be stable but thin enough to allow gas
diffusion to occur. Typical thickness ranges from 100 μm to 300 μm enabling the gas
to reach the catalyst on the membrane electrode assembly. The gas diffusion layer
(GDL) also assists with water channeling, since water vapor is required to reach the
membrane to enable it to be moist. The GDL needs to channel water produced at the
cathode to migrate, to avoid flooding the electrode by having the membrane coated
with polytetrafluoroethylene [101]. For efficient packaging of PEMFC, six areas
need to be addressed: membrane materials that are durable, safe to use, and temper-
ature resistant, catalyst materials that are affordable and relay on non-precious
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metals, GDL materials that promote gas diffusion and electrical conductivity, cath-
ode catalyst limiting Pt <0.1 mg/cm2 (as demonstrated by Ref. [100]), bipolar plate
material, and design. The bulk of the design issue is dominated by material selection,
such as whether the membrane polymer should be fluorinated, sulfonated, or
impregnated with Lewis acids or basic groups. Likewise, the catalyst needs alloys
that are resistant to CO poisoning, using non-Pt-based alloys. In the area of MEA
manufacturing, catalyst preparation and design dominate research, exemplified by a
catalyst layer with a thickness of 5 μm with bipolar plate design also being a critical
area. The approach taken by Honda was to use compressed hydrogen gas as a fuel
source. They used an aromatic polymer structured around sulfonic ester of
2,5-dichlorobenzophenone [102]. The membrane and a stamped metal separator
yield high electrical and thermal conductivity, within �20 �C to +90 �C (shown in
Fig. 1.6).

The third generation design four new design features: (a) a smaller form factor for
the fuel cell that is more tolerant to shocks; (b) electric turbo air compressor; (c) fuel
cell voltage control unit and a (d) downsize drive unit. The initial drive motor. The
drive motor 80 kW permanent magnetic alternating current synchronous motor with
high heat-resistant magnets to suppress eddy currents and heat. A supplemental
power source in the form of an ultra-capacitor is included. The two-layered con-
denser uses activated carbon electrodes to improve onboard electrical storage capac-
ity greater than nickel-hydride batteries. The capacitor achieves an energy density of
9.2 F and an output of 3.1 kW/L and can be configured in three models (Fig. 1.7)
[103].

The previously configured system may be operated in capacitor mode with the
ultra-capacitor feeding the motor and the fuel cell stack providing power as neces-
sary or in a battery-assisted mode with the battery via high-voltage controller
proving power with the fuel-cell stack in reserve or fuel-cell mode, where the fuel
cell directly powers the motor. The configuration where a capacitor provides power

Fig. 1.6 3D schematic of
Honda FC stack with stamped
metal separator (With
permission, http://world.
honda.com/FuelCell/FCX/
fcstack/). The Honda FCX
utilizes two fuel cell
(FC) stacks with a humidifier
module that can produce
130 kW output [103]
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to assist the fuel cell stack during transitional response will improve fuel efficiency.
The capacitor follows the voltage characteristics of the fuel cell stack and does not
require a high-voltage controller. The transitions such as start-up, acceleration, and
immediate power are provided by the capacitor in the previous design configuration
until the fuel cell kicks in. Under idle or city traffic, the fuel cell output may be
sufficient. During braking, the drive motor’s counter-electromotive force can recover
the braking energy and send it to the capacitor. The distance traveled on 1 kilogram
of hydrogen gas is a measure to compare with miles per gallon, since 1 kilogram of
hydrogen has similar energy to 1 gallon of gasoline and can be equivalent to 50 miles
per gallon equivalent (MPGe), similar to hybrid cars but greater than gasoline-
powered compact cars (summarized in Fig. 1.7).

The last one is the fuel storage system. The Honda FCX series of automobiles
have an onboard hydrogen storage system in the form of liquid hydrogen, hydrogen
gas under pressure, or hydrogen-absorbing metal alloy or resin. Honda utilizes
compressed gas storage in an aluminum-lined carbon/glass fiber [104]. The three
layers provide strength, and corrosion resistance at 70 MPa to store up to almost
157 L of hydrogen capacity twin-tank. The automobile can drive up to 265 MPGe on
a full tank of 11 kg of hydrogen [105] or an approximate distance of 800 km per tank
with a refuel time of 3 minutes [103].

The Honda fuel cell vehicle (shown in Fig. 1.8) is powered by an electric motor
powered by an 86 kW fuel stack using compressed hydrogen optimized fuel cell
voltage control unit. Considering factors such as energy efficiency during power
generation and driving, overall system weight, and packaging efficiency, Honda
equipped the FCX with a system that combines a fuel cell stack and fuel cell voltage
control unit with onboard high-pressure hydrogen tanks of powertrain dimensions
similar to a typical V6 engine [103].

Fig. 1.7 Schematic of the type of configuration in FCX vehicle (With permission, http://world.
honda.com/FuelCell/FCX/powertrain/). In the current design, the ulna-capacitor is not included. In
the newer designs, the fuel cell voltage control unit was adopted to provide voltage to the traction
motor in order to reduce the number of stacks in a fuel cell. High-frequency switching at 30 kHz
enabled the capacitor and inductor to be downsized. The redesign enables the current FCV to be
approximately 40% in volume. This reduction in size enables the power control unit to be installed
under the front hood and integrated with the traction motor [103]
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Although electric vehicles total approximately 1% of sales, their percent growth
from 2016 has more than doubled and is estimated to top 5 million unit sales by 2025
[106]. The manufacturing costs of batteries will drop the number of unit sales,
particularly with China and India becoming significant players, which will increase
the global market share during the Trump administration. Within the United States, it
is likely that tax credit will continue in the short term and these would add a further
economic boost [107], although indications are that they will be phased out [108].

1.2 Conclusion

The outcome of energy policy is historically nonlinear from what we knew for
President Eisenhower to what we anticipate for President Trump. President Eisen-
hower was perceived as “pro-business,” favoring low taxation, and having no
political experience, although he had directed the military operations during World
War II. His vision of nuclear energy as a dominant energy mix for electricity was not
realized due to economic and technical challenges and the public fear of all things
“nuclear.” President Trump, the second individual after President Eisenhower, who
held no political office prior to the office of the presidency and although it is
too early, appears that he favors coal as a dominant energy mix. This is reflected
in withdrawal, cancellation or renegotiation from multination treaties (NAFTA,

Fig. 1.8 3D schematic of Honda’s FCX (with permission http://world.honda.com/FuelCell/FCX/
overview/). [In the current design, a smaller hydrogen tank is under the rear seat, with the battery
being under the front seat and larger hydrogen tank under the rear axle. The installation of the tank
below the rear seat lowered the center of gravity and improved vehicle statistic stability factor by
5%] [103]
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Paris, TPI) that are deemed uncompetitive to American economic interests. It is too
early whether coal will become the dominant energy source for generation of
electricity. The trend over the last 5 years suggests that global demand for electricity
will increase at a slower rate and taper out. The demand will be met from natural gas
and sustainable resources to a greater degree than ever before. This will also promote
the hydrogen economy via challenging the pole position of petroleum/diesel as fuels
for automobiles for hydrogen or electricity, particularly from international combus-
tion engineer to proton-exchange membrane fuel cell stacks [109]. Although the cost
analyses of gasoline, electric, and hydrogen fuel cell cars have been completed, the
environmental and toxicological assessment of fuel cells remains to be determined.
(see ▶Chap. 9, “Modeling Analysis for Species, Pressure, and Temperature Regu-
lation in Proton Exchange Membrane Fuel Cells”) will discuss the cytotoxicity of
electrocatalysts used in the fuel cells.
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without violating the laws of thermodynamics. Its application ranges from the
large-scale central station power generation down to the small-scale onboard
power generation system for electric vehicles with infinite cruising range. The
hydrogen redox hydrogen generator also works with zero power input. To attain
a highly positive energy balance, the advantage was taken of the electrostatic
energy that appears in the water electrolysis when a constant static voltage is
applied across parallel electrodes. A feature and an essential part of these generators
are then the electrostatic-to-chemical energy conversion in the water electrolysis.
The method proposed here for supplying energy to the electrolytic cell, which has
been termed electrostatic-induction potential-superposed electrolysis (ESI-PSE),
theoretically reduces the power requirement for water electrolysis down to 17%
of the total energy required. If the ESI-PSE electrolyzer, which delivers pure
stoichiometric H2-O2 fuel for a fuel cell, is combined with a fuel cell to form an
energy cycle, then this may lead to the concepts of hydrogen redox electric power
and hydrogen energy generators. According to the calculations using the data of
operational conditions for the commercial electrolyzers and fuel cells, more than
70% of the power delivered from the fuel cell can be extracted outside the cycle as
net power output. Because of the simplicity, effectiveness, cleanliness, and self-
exciting, these novel generators may offer a potential route for its practical appli-
cation to the electricity and hydrogen production systems of the future. In addition,
attempts were made to examine the possibilities of the onboard HREG system for
an infinite cruising range of regular passenger cars.

2.1 Introduction

This energy cycle can be viewed as a two-stage generator that consists of two
different energy conversion devices. The hydrogen generation device is an
electrostatic-induction potential-superposed electrolytic cell that enables the
H2O ! H2 + ½O2 reduction reaction, based on electrical-to-chemical energy
conversion. The power-producing device is a fuel cell in which the reverse reaction
occurs, i.e., the H2 +½O2!H2O oxidation reaction, based on chemical-to-electrical
energy conversion. Part of the power generated by the fuel cell is returned to the
ESI-PSE water electrolytic cell, and the remainder represents the net power output.
In addition to cycling the generated power, H2O, which contains heat from the
exothermic reaction in the fuel cell, is transferred to the electrolytic cell to be utilized
for the endothermic reaction. The problem is how to achieve a highly positive power
balance for this cycle, such that more than 70% of the power delivered from the fuel
cell can be extracted outside the cycle as net power output. If a process is thermo-
dynamically reversible, then the amount of electrical energy delivered by the fuel cell
must equal the amount of electrical energy required by the electrolytic cell for a given
H2 circulation rate. However, the electrical energy delivered by the fuel presents self-
sustaining electric power generation cycle to be successful. This electrical power
generation system is based on a thermodynamic cycle where the electrical energy
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delivered by the fuel cell is the total power, whereas the electrical energy required by
the ESI-PSE electrolyzer specifically for electrolytic decomposition of a chemically
stable compound such as H2O is mainly electrostatic energy free of power: theoreti-
cally, 82% of the total energy, i.e., the standard enthalpy change required for the
reduction of H2O, is the electrostatic energy for which the outside voltage source is not
required to provide power, only a static voltage. To carry out the direct electrostatic-to-
chemical energy conversion free of power in water electrolysis, and thus achieve a
highly positive power balance of the energy cycle, attempts have been made to connect
an external energy supply circuit based on the ESI-PSE mode to the electrodes of
water electrolytic cells [1–3]. The experimental verification of the ESI-PSE has
been performed and reported previously [3]. In this paper, we intend to address:

1. The theoretical foundation for the alternative energy supply system to be
connected to the electrodes of typical water electrolytic cells and the performance
of the system in the cell undergoing electrolysis. Most of the interest has centered
on the field of electrostatic-to-chemical energy conversion. This field largely
depends on the fundamental theories proposed by Guggenheim [4–6] and later
Christopher and Shipman [7].

2. Principle and performance of the electrostatic-induction potential-superposed
water electrolysis.

3. The system design concept of the combined energy cycle consisting of an existing
bipolar water electrolyzer and fuel cell.

4. Simulation of the hydrogen redox electric power generator using the operational
condition data for commercially available electrolyzers and fuel cells.

5. The onboard hydrogen redox electric power propulsion system for regular pas-
senger cars to achieve infinite driving range.

2.2 Theoretical Backgrounds

2.2.1 “Zero Power Input” Electrostatic Field

The nature and mechanism of the electrolysis are absolute and, thus, unchangeable,
but the electrical energy supply mode can be changed. To find a solution for ultimate
reduction in the power requirement of the water electrolysis, it is essential to have a
clear understanding of the theories forming the basic aspects of the standard water
electrolytic processes.

Figure 2.1a shows how the alkaline water electrolytic cell works. The nonlinear
V-I characteristic curve for a practical water electrolytic cell typically shows the
amount of current measured at the point between the cell and the power supply as a
function of cell voltage (voltage between the electrodes), as seen in the schematic V-I
curve (Fig. 2.1b). In the voltage range over the practical decomposition voltage Ed,
the external current flows due to the electrode reactions between electrons and ions
in the cell are the total power, whereas the electrical energy specifically required by
the electrolytic cell for electrolytic decomposition of a chemically stable compound
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such as H2O is essentially electrostatic energy. The process occurring in the voltage
range less than Ed is called nonfaradaic process exerted by the electrostatic energy:
the behavior of the electrode-electrolyte interface is analogous to that of a capacitor
[8]. Therefore, the amount of energy stored is given by Eq. 2.1:

W ¼ 1=2ð ÞCE2 (2:1)

where C is the capacitance and E is the inter-electrode voltage. In the case of the
water electrolysis, the capacitive energy is stored specifically in the electrical double
layers. In the consecutive region where practical electrolysis occurs, the current
increases in an almost linear relationship with the applied voltage, as evidenced
experimentally (Fig. 2.1c). The experimental method is outlined as follows. The
electrolytic cell, which was made of acrylic resin, contained four 62 � 40 mm
electrodes, 0.5 mm thick, made of rectangular stainless steel sheets. These were set
in parallel and fixed to the side wall and the bottom of the tank. The electrodes
formed two walls of a square channel, with insulators forming the other two walls.
The distance between the cell electrodes was 20 mm. No diaphragm to prevent a
back reaction of hydrogen with oxygen was used because the present study was not
concerned with current efficiency. The maximum voltage was applied to the field
generator electrodes so that if there were any opening in the inner cell electrode
plates, an unexpected leakage of current would occur. An H2O-10 % NaOH at 300 K
was selected as the electrolyte common to all tests.

An electrolytic cell is essentially an electrical device used as an electrical circuit
element; it consists of two metallic electrode plates separated by an electrolyte
solution. This is the model for standard single-voltage source electrolysis (SSE).
Water electrolysis to produce H2 and O2 normally uses an aqueous solution
containing the conducting ionic species H+ and OH–. Its electronic behavior as a
circuit element can be represented by a nonlinear V-I characteristic curve, shown in
Fig. 2.1b, in its generalized form, neglecting the residual background current and
assuming a linear line in the voltage range greater than Ed. The null-current voltage
in the range from 0 to Ed contributes to a major portion of the total applied voltage,
Ee. Once the voltage reaches Ed, the current begins to increase drastically. Ed is then
the upper limit of the voltage where no current flows in the external circuit.

The V-I curve implies that the total cell voltage Ee is the superposition of two
separate voltages: (1) the practical decomposition voltage, Ed, and (2) the additional
applied voltage ΔE, which, when superposed on Ed, yields the electrolytic current;
ΔE is then identified with the electromotive force (emf) for the current, Ie, to flow in
the external circuit. The relationship between the amount of current and the amount of
H2 and O2 produced is given by the Faraday law, that is, the passage of 2F coulombs
produces 1 mole of H2 at the negative electrode (cathode) and one-half mole of O2 at
the positive electrode (anode), where F is the Faraday constant (C�mol�1). Because
the decomposition voltage Ed is an upper limit to the null-current static condition, it
may be identifiedwith the barrier potential [9–12]. TheV-I behavior of the electrolytic
cell may be approximated by that of a forward biased diode, as shown in Fig. 2.1d.
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When the forward voltage reaches the barrier potential, Ed, the current begins to
increase.

During electrolysis, the voltage source external to the electrolytic cell must
supply a voltage Ee given by Eq. 2.2:

Ee ¼ Ed þ ΔE (2:2)

When Ie flows, owing to a total applied voltage of Ee, the product (IeEe) represents
the total power that the voltage source is required to provide (W). The value of this
power depends on the value of Ed, as expressed by Eq. 2.3:

Pel ¼ Ie Ed þ ΔEð Þ (2:3)

The first term IeEd represents the energy provided by the source to the current to
overcome the barrier potential. The current Ie flows because of the emf ΔE, not
Ed+ΔE, so that the second term IeΔE is the electrical power consumed in the cell.
Thus, the electrical energy required by the SSE is the total power. The process
occurring at the voltage corresponding to the barrier potential is related to the
internal energy creation and storage under a constant electrostatic field established
between the electrodes impressed at Ed; the internal energy becomes maximum so
that H2O is placed in the decomposition state: the energy created and stored becomes
maximum. The water enters the decomposition state represented by the reaction

H2O ¼ Hþ þ OH� (2:4)

where H+ and OH– represent the ions in the fully charged double layer at the negative
and positive electrode, respectively. Because the cell carries out the internal energy
creation without delivering current to the external circuit, the voltage source does not
need to provide power, the just voltage to place the water in the decomposition state.

During electrolysis, the entire process is governed by the mass-transfer mecha-
nism. When an extra voltage ΔE additional to Ed is applied to the cell, it produces an
external current, Ie, according to the charge-transfer reactions between the ions in the
decomposition state and electrons on the electrodes:

2Hþ þ 2ē ! H2 (2:5)

2OH� ! ½O2 þ H2Oþ 2ē (2:6)

If a half-cell is considered, as H2 leaves from the electrode/solution interface
because of ΔE, a flux of H+ ions always occurs from the bulk solution to fully charge
the EDL by migration resulting from the Coulomb force exerted by the electrostatic
field established between the electrodes at the potential of Ed. Thus, at any time
during electrolysis, internal energy is continuously created. Because, in this potential
condition, the ion migration contributes to the current only within the solution phase,
and electrons cannot cross the interface, this process does not generate any current in
the external circuit, and thus no power is needed. Therefore, this kinetic process may
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be defined as continuous energy creation. The entire electrolytic process is then
characterized by the superposition of two elementary processes: continuous energy
creation in the solution and charge-transfer reactions at the electrode-electrolyte
interfaces.

2.2.2 Theoretical Power Requirement of Water Electrolysis

According to the thermodynamic data at 300 K, ΔGo = 237 kJ/mol�H2 [13], and the
total energy change (enthalpy change) is ΔHo=286 kJ/mol�H2. Hence, theoretically,
83 % of the total energy required for the electrolytic reduction of H2O is the
electrostatic energy for which the outside voltage source is not required to provide
power, only voltage. The reason that the highly efficient HREG may be feasible is
that the real power requirement of water electrolysis is only 17% of total energy
requirement if the reversible process is assumed. Because the ion-conducting pro-
cess in the electrolyte occurs in the absence of power, the power supply external to
the cell only provides the energy for the electronic conduction external to the cell.
The cell voltage Ee is the superposition of ΔE on Ed, and the entire corresponding
electrolytic process is the superposition of the charge-transfer process where ΔE is
applied (i.e., where power is used) on the electrostatic process where Ed is applied
(i.e., where power is not used). If the current 2F flows to produce 1 mole of H2 and
one-half mole of O2, and because the current efficiency is known from experimental
evidence to be near unity, the net power requirement reduces to the generalized form
for any given cell, regardless of the decomposition voltage Ed, temperature, pressure,
composition of solution, and cell dimension:

Pel
� ¼ 2FΔE (2:7)

where F is the Faraday constant (C�mol�1). It is expected, therefore, that the barrier
potential effect can be avoided by means of an alternative power supply mode.

2.2.3 Direct Electrostatic-to-Chemical Energy Conversion in Water
Electrolysis

The essential part of the HREG system is the electrostatic-to-chemical energy
conversion in the water electrolysis. Because this power-free electrostatic energy is
the original source of the net power output from the HREG system, it is indispens-
able, therefore, to prove theoretically that this electrostatic process does not use
power but only the static voltage between the electrodes. For this purpose, it must be
shown that the free energy change of the H2O decomposition reaction is related to
the power-free electrostatic field strength E. During electrolysis, the power
supply does not need to provide power, but merely voltage to the electrodes for
the ionic current to flow in the electrolyte solution between the electrodes. It is
essential to clarify theoretically the presence of the power-free electrostatic
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energy when undergoing electrolysis. The null-current voltage range from 0 to
Ed contributes to a major portion of the total applied voltage, Ee. If alkaline water
electrolysis is assumed, then at V = Ed the reversible cell enters the decomposition
state represented by the half reactions that occur at the negative and positive
electrodes, which correspond to Eqs. 2.5 and 2.6, respectively. If this process
proceeds reversibly without the production of current in the circuit external to the
cell, then the net gain in energy of H2O from the constant electrostatic field is given
by the Gibbs free energy change of the reaction, H2O = H2 + ½O2, and related to Ed

as ΔG = 2FEd.
The electrostatic energy is directly converted to the chemical energy of the

electrolyte solution, and water is placed in the decomposition state. The direct
electrostatic-to-chemical energy conversion may then be proved as follows. The
Gibbs free energy G represents the chemical energy stored because G is a thermo-
dynamic quantity that is responsible for the mutual energy conversion with electrical
energy (J). G is typically a function of independent parameters, the temperature (K),
the pressure (Pa), and the mole number of ions (NJ), present in the electrolyte
solution [14]. If an electrostatic field is present (V/m), then the charge on the
electrode Q (C) must be added as one of the independent parameters [6]:

G ¼ G T,P, nj,Q
� �

(2:8)

The differential of G takes the form;

dG ¼ @G=@Tð ÞdT þ @G=@Pð ÞdPþ @G=@nj
� �

dnj þ @G=@Qð ÞdQ (2:9)

Since dT = dP = dnj = 0 and (@G/@Q) = V (V, potential difference between the
electrodes), Eq. 2.9 reduces to

dG ¼ VdQ (2:10)

If we let L be the inter-electrode distance, A the electrode surface area, and v the
volume of the field (i.e., the volume of the electrolyte solution), then LA = v. By
definition, V = LE, Q =AD, and D = εE where E is the electric field strength, D is
the electric displacement, and ε is the permittivity. Using these relations, Eq. 2.10 is
reformed to

dG ¼ vεEdE (2:11)

Integration of Eq. 2.11 with respect to E from 0 where the field is not present (i.e.,
E = 0 and G = 0) to E where the field is present gives the equation for quasi-static
energy conversion:

ΔG ¼ 1=2ð ÞvED ¼ 1=2ð ÞvεE2: (2:12)

ΔG becomes a function of E alone; fixing E within the stability range of the
electrolyte solution fixes its equilibrium state. Equation 2.12 suggests that in the
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presence of a time-invariant electrostatic field, the spontaneous increase in the
chemical energy of species present in an electrolyte solution is thermodynamically
favorable.

The electrostatic field, E, is defined in one-dimensional form as

E ¼ � @φ=@xð Þ, (2:13)

where φ is the electrical potential. Coulomb’s law describes the interaction
force between two statically charged particles, Q1 and Q2. In its scalar form,
the law is

F ¼ Q1Q2=4πer
2, (2:14)

where r is the distance between the charges and ε is the permittivity of the medium
considered. If Q1 is the static charge on an electrode and Q2 is an ion in an
electrolyte solution, then the ion experiences a force at a distance and migrates
through the electrolyte under the influence of an electrostatic field. Here we show
the definitive evidence indicating the existence of the power-free electrostatic
energy. When undergoing electrolysis, the free electrons flow exclusively through
the power supply, and the conducting lead wires and electrodes, inducing the
electronic current Ie. No electronic conduction is allowed in the electrolyte solution
where the ionic current, Iion, is induced by the migration of ions. The Iion in the
electrolyte flows as a result of the constant electric field generated by the time-
invariable potential difference between the electrodes. The power-free electrostatic
energy created in the electrolyte across the electrodes is also observed when a fuel
cell operates. When H2 and O2 are applied to the anode and cathode, respectively, a
voltage is invested between the electrodes as a result of chemical-to-electrical
energy conversion reaction. It is important to note that a fuel cell provides the
electric power originated from the chemical energy of fuel exclusively to the load:
it does not provide power for the ion transfer process that occurs in the electrolyte
but provides electrostatic energy. Thus, it can be seen that the electrostatic field
established by the static charges on the electrodes is an internally self-sustaining
energy source. In other words, because the free energy change of the hydrogen
burning reaction is totally converted into the electrical power produced in the load
outside the cell, the power is not used for the ion transfer process in the cell. In
addition, the ionic current flowing in the electrostatic field induced by a constant
potential difference between electrodes is typically formulated as a function of the
electrostatic field [8, 15–17]:

Iion ¼ Az2F2nv �@φ=@xð Þ, (2:15)

where A is the electrode surface area (cm2), z is the number of charges, F is the
Faraday constant (C�mol�1), n is the number of moles of ions per unit volume, and
v is the ion migration velocity (C�s�1). This also implies that the ionic current flows
under the influence of the electrostatic field in the absence of power.
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2.3 Electrostatic-Induction Potential-Superposed Water
Electrolysis

2.3.1 Principle

The method termed ESI-PSE supplies potentials to the electrodes in a dual mode as
shown in Fig. 2.2a, i.e., the superposition of two voltages on the electrodes with
two independent voltage sources; one is a bias voltage source (PS1), which induces
Ed at the cell electrodes, and the other is a power supply (PS2), which provides
power to the cell. Figure 2.2b shows how the system works, and Fig. 2.2c is an
equivalent closed circuit with two voltage sources connected in opposing direc-
tions. These sources can act in parallel independently, and supply the cell elec-
trodes with individual potentials, which yields a superposition such that the
resulting voltage between the cell electrodes equals the magnitude of the algebraic
sum of the individual potential, i.e., Ed+ΔE. The performance of the cell can be
explained by a series of steps. Firstly, when the PS2 output voltage VPS2 = Ed, I =
0 (null point) because of the usual condition of uniformity of the electrochemical
potential throughout the electrolyte solution [7]. Secondly, if VPS2 is increased
from the null point, then an electrolytic current I = Ie flows due to the total source
voltage (emf) of ΔE = VPS2 – Ed. Hence, the two sources can be replaced by a
single source that delivers ΔE, according to the superposition theorem of dc circuit
[9, 18]. The bias voltage source does not need to produce electrical current, but
only a static voltage because of the null-current condition at Ed. The total power
requirement is then given by Eq. 2.7.

Equation 2.7 can also be obtained by numerical analysis using the superposi-
tion theorem of dc circuit. Equivalent network when the cell is undergoing
electrolysis with current flowing is represented in Fig. 2.2c in the generalized
form. To evaluate the currents and voltages, we impose the notations, E1, E2, R1,
and R2 for the field-induced decomposition voltage, the output voltage of PS2,
the cell resistance, and the internal resistance of the voltmeter, respectively, as
depicted in Fig. 2.2c. The branch currents are given by the following equations
[18]:

I1 ¼ R3 þ R2ð ÞE1 � R3E

R1R3 þ R3R2 þ R2R1

(2:16)

I2 ¼ R1 þ R3ð ÞE2 � R3E1

R1R3 þ R3R2 þ R2R1

(2:17)

I3 ¼ R1 þ R3 þ R3E1

R1R3 þ R3R2 þ R2R1

(2:18)

(1) If R3>>R1 and R3>>R2,
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I1 ¼ E1�
R1 þ R2

, I3 ¼ 0 and I2 ¼ E2 � E1

R1 þ R2

Then I1 = – I3.

(2) If R3 >> R1, R3 >> R2, and E1 = E2,

then I1 = I2 = I3 = 0
This situation corresponds to the null point where the electrolytic reaction begins

to occur.

(3) If R3>>R1, R3>>R2, and E1>E2,

putting (E2 – E1)= ΔE, we obtain I2(R1 + R2)= ΔE. This means that the electrolytic
current is driven exclusively by the emf, ΔE, provided by PS2. The voltage source
PS1 does not need to deliver an electrical current, but merely a static voltage because
of the null-current condition. Therefore, the electric power required to conduct this
electrolysis may be given by Eq. 2.7.

The experimental verification of the ESI-PSE was made by direct power mea-
surements on the power supply circuit external to the cell: the experimental appara-
tus and procedures are introduced elsewhere [2]. Fig. 2.2d shows the power
requirements as a function of cell voltage for both the SSE and ESI-PSE electro-
lyzers which were measured using the same cell. From Eqs. 2.3 and 2.7, the power
requirement relationship between SSE and ESI-PSE is given by

Pel
� ¼ ΔE= Ed þ ΔEð Þ½ �Pel: (2:19)

The power requirements for ESI-PSE calculated using Eq. 2.19 are in good
agreement with the experimental values.

A single ESI-PSE cell generates a limited amount of H2 and O2. In practice, many
cells are assembled into a stack, with the principles being the same. For example, the
bipolar electrolyzer [19] currently in use in the industry offers considerable advan-
tages, in that it may be used directly with the present cell structure as shown in
Fig. 2.3. This is a type of electrostatic-induction electrolyzer, but it remains a barrier
potential type electrolyzer. The electrolyzer is typically operated with a single power
supply PS1, which is responsible for the total power, i.e., the number of cells times
the power per cell, I(Ed + ΔE). To change the power supply mode into the ESI-PSE
scheme, it is sufficient to introduce minor modifications as follows. (1) The outer-
most pair of electrodes is used as a field generator and should be connected to the
power supply PS1. (2) The power supply responsible for providing power should be
connected to the electrodes next to the field generator electrodes with the opposing
polarity depicted there. There is no need for lead wires to take current from each of
the inner cells.

The potential-superposed electrolysis may be considered as indicative of the
electronic performance of a schematic cell system proposed byBard and Faulkner [8]:
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þð Þ Cu=Hg=Hg2Cl2=KCl saturatedð Þ==Cd NO3ð Þ2 1Mð Þ=Cd=Cu �ð Þ:
The open-circuit potential is 0.64 V. When the power supply is connected to this

cell with opposing polarity and when the voltage, VPS, applied by the external power
supply is equal and opposite to the cell voltage, there is no current flow (i.e., I = 0)
because the circuit electromotive force (emf) is zero. At this stage, the dissolved Cd
(NO3)2 spontaneously reaches the decomposition equilibrium (i.e., Cd2+ + 2ē= Cd).
The null-current electrostatic field established by the static electrons on the elec-
trodes imposed at 0.64V spontaneously creates and stores the internal energy within
the fully charged electrical double layer. Because of the null-current condition, the
power source does not need to provide power but merely a voltage. Therefore, a net
energy increase is observed as Cd(NO3)2 changes from the dissolved state to a
decomposition state. When VPS is increased (i.e., ΔE = VPS – 0.64), the cell behaves
as an electrolytic cell in which Cd deposition (Cd2+ + 2ē! Cd) occurs. The system
can now be replaced with an equivalent circuit comprising two voltage sources that
are in series and exert their voltages in opposing directions. As a result, electrolytic
current flow (i.e., I = 2F) owing to an emf of magnitude ΔE superimposed on a
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Fig. 2.3 Longitudinal cross
section through series-
connected ESI-PSE cells
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voltage of 0.64 V. The total power requirement then becomes the same form as
Eq. 2.7, P = 2FΔE, independent of 0.64V. Furthermore, Bard and Faulkner showed
that because the electrolytic current begins to flow only after the applied voltage
exceeds the decomposition voltage Ed, ΔE is the emf (total source voltage) that the
external power supply provides to the cell for the Cd deposition reaction to occur at
the electrode/solution interface. The induced energy is then recovered in the form of
the energy state of pure Cd.

2.4 Hydrogen Redox Electric Power and Hydrogen Energy
Generators

2.4.1 Suggested Generators

Figure 2.4a and b shows the system designs for hydrogen redox electric power and
hydrogen redox hydrogen energy generators, respectively. A commercially available
electrolyzer and fuel cell are assumed to employ for the application of ESI-PSE
mode. The low-temperature bipolar alkaline water electrolyzer (BAWE) and the
low-temperature alkaline fuel cell (AFC) with the same electrolyte (H2O-30%
KOH) as that for the electrolyzer were selected for both generators to assess the
energy efficiencies for the reason that they are suited to large-scale power station
applications.

Among all types of fuel cells, low-temperature (ca. 25–70 �C) AFCs operate
well at room temperature, yielding the highest voltages at comparable current
densities. An AFC can be built from carbon materials and plastics that are anti-
corrosive and low-cost. Therefore, this type of fuel cells is able to achieve a long
operating life, approximately 2 years. The AFC is installed in a closed system;
therefore, contamination of the alkaline electrolyte (H2O-KOH) by CO2 can be
avoided. On the other hand, the BAWE also has the same advantages with respect
to lifetime, construction materials, and stability of the electrolyte. The same alkaline
electrolyte is used for both devices so that mutual contamination can be avoided. The
preliminary system design is based on consideration of the mutual consistency for a
stable operation of the total system. To maintain the mass balance in the system, the
electrolyzer current must be controlled such that the rate of hydrogen consumption in
the fuel cell equals the rate of hydrogen emission from the electrolyzer if the current
efficiency of the electrolyzer is unity. This system does not require the compressed
hydrogen gas tank which is an explosion hazard.

2.4.2 Hydrogen Redox Electric Power Generator (HREG)

This generation system functions with zero energy input, zero matter input, and zero
emission, without any violation of the laws of thermodynamics. To predict the
energy efficiency of the total energy cycle, the energy efficiencies of the individual
electrolyzer and fuel cell in the system were first examined. The energy efficiency of
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a commercially available BAWE with ESI-PSE electrodes may be estimated as
follows. The operating conditions of the standard low-temperature alkaline water
electrolysis are temperature, 60–80 �C; pressure, 1 atm; current density,
1000–3000 A/m2; cell voltage, Ee, 1.9–2.2 V; and electrolyte, H2O-30% KOH.

If the H2O = H2 + ½O2 reduction reaction is performed using the cell voltage,
Ee = Ed +ΔE = 1.8 + 0.25 = 2.05 V, then the total energy provided for a cell is
2FEd + 2FΔE = 395.6 kJ where F is the Faraday constant, the term 2FEd is the
electrostatic energy created in situ, and 2FΔE is the electrical power provided for the
electrode reactions to occur. The standard enthalpy change of the reduction reaction
is ΔH o = 285 kJ/mol H2O at 333 K (60 �C), which gives the energy efficiency,
(ΔH o/395.6) � 100 = 72%. Nominal parameters and related values of alkaline
water electrolyzers operated in industries are tabulated in Table 2.1.

The electrolyzer is assumed to be a low-temperature bipolar alkaline water
electrolyzer (BAWE), and the fuel cell is a low-temperature alkaline fuel cell
(AFC) with the same electrolyte (H2O-30% KOH) as that for the electrolyzer. The
factors that mainly affect the energy efficiency of the AFC are the utilization
efficiency of fuels at the electrode reactions, the ΔG/ΔH ratio of the H2 + ½ O2 =
H2O oxidation reaction, and the voltage degradation factor, i.e., the voltage effi-
ciency θ = Ef /Ef

o [20, 21] for the operating AFC, where Ef is the actual voltage of a
cell undergoing oxidation and Ef

o is the theoretical open-circuit voltage. The overall
energy efficiency of a commercially available low-temperature AFC is in the order
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H2OPr
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O2
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Fig. 2.4 Schematic diagrams of (a) hydrogen redox electric power and (b) hydrogen energy
generators

Table 2.1 Nominal parameters and related values of alkaline water electrolytic cells operated in
industries

Electrolytic
temperature (K)

Current density
(A/m2)

Theoretical
voltage (V)

Decomposition electrolytic
voltage (V)

353 1750 1.18 1.75

393 1000 1.15 1.80
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of 60%. If the AFC is combined with the BAWE to form a closed single energy
cycle, the energy efficiency of the developed energy cycle equals the energy
efficiency of the AFC in the system for the reasons described below. The energy
sources for the BAWE with ESI-PSE electrodes are the internally provided electro-
static energy plus the power returned from the AFC. The energy efficiency of a fuel
cell is usually designated by the relation,

λ ¼ β ΔGo=ΔHoð Þθ, (2:20)

β = fuel utilization efficiency
ΔGo = standard free energy change of the reaction, H2 + ½O2 = H2O
ΔHo = standard enthalpy change (heat) for the exothermic reaction
θ = Ef/Ef

o = degradation of cell voltage (voltage efficiency), where Ef
o is the

theoretical open-circuit voltage of the fuel cell (1.23 V at 300 K)
The pure stoichiometric H2-O2 fuel completes the reaction, H2 + ½O2 = H2O;

therefore, the utilization efficiency of the fuel may be deleted from the factors
that affect the energy efficiency of the AFC. The oxidation by-product, H2O,
which contains the heat liberated by the exothermic reaction, is transferred to the
BAWE and used for the endothermic reduction reaction. The thermodynamic factor,
ΔGo/ΔHo, is thus also deleted, which leaves the voltage efficiency as the only factor,
θ = Ef /Ef

o.
In this combined energy cycle, the main device is the fuel cell to produce

electricity. The electrolyzer in this system is a backup reactor to synthesize fuel for
the fuel cell. Part of the power generated by the fuel cell is returned to the
electrolyzer, and the remainder represents the net power output. To represent the
productive capacity, the cycle power efficiency is introduced as the figure of merit
and defined as the ratio ξp of the net power extracted from the cycle, Pnet, to the
power produced by the pure stoichiometric H2-O2 fuel, Pf:

ξp ¼ Pnet=Pf : (2:21)

If the voltage efficiency is taken into account, then for 1 mole of H2,

Pf ¼ 2FθEf
o: (2:22)

Mass balance in the cycle requires equality of the electrolytic and galvanic
currents. If the current efficiency is assumed to be unity, then Eq. 2.7 is subtracted
from Eq. 2.22 to yield the theoretical net power output of the cycle, Pnet. Hence, the
cycle power efficiency is rearranged in the form

ξp ¼ Pnet=Pf ¼ 1�ΔE=θEf
o: (2:23)

Assessments have been made on the achievable cycle power efficiencies for the
hydrogen redox power generation system when a commercially available AFC is
combined with an existing BAWE that is connected to the ESI-PSE mode. Because
ΔE = Ee � Ed, Eq. 2.23 is revised to
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Ee ¼ θEf
o 1�ξp
� �

þ Ed: (2:24)

An evaluation of the energy efficiencies for the total generation system require the
V-I characteristics for the BAWE and the voltage efficiency of the AFC. The V-I
characteristics were determined using data for the operating conditions of typical
electrolyzers, with j = 1000, 3000, and 4500 A/m2 at Ee = 1.9, 2.2, and 2.4 V,
respectively, and also with reference to the literature [22, 23]. Commercially avail-
able AFCs operate with a voltage efficiency of θ = 0.8 on average [24]. Table 2.2
summarizes the result of calculations using the commercial data for the operational
conditions, which showed that highly positive power balance ranging from 60 to
80% may be achievable for the hydrogen redox power generator using commercially
available devices.

The energy efficiency for this energy cycle where the energy is created within
the system is defined as follows. The purely stoichiometric H2-O2 fuel produced
by the electrolyzer is the source of energy to convert into electricity so that the H2

+ ½O2 = H2O oxidation reaction is performed in the fuel cell. The heat released
is recycled for use in the endothermic reduction reaction at the electrolyzer;
therefore, the standard free energy change for the oxidation reaction, |ΔGo|, is
responsible for the electric power generation. On the other hand, the electrical
energy delivered by the fuel cell is 2FηEd

o. The energy efficiency is then given by
the ratio of 2FηEd

o to |ΔGo|:

ξE ¼ 2FθEd
o= ΔGoj j ¼ θ: (2:25)

The power output outside the generator is dependent on the rate of H2O circula-
tion inside the system. If the circulation rate is 1 mole of H2O per second, then the
power output is given by

P ¼ ΔGoj j ξE kWð Þ (2:26)

|ΔGo| = 232 kJ/mole H2O at 330 K and θ = 0.8; therefore, if H2O circulates at a
rate of 1 kg/s, then the real power supplied to the load outside the system would be
1.03 � 104 kW.

Table 2.2 Operational conditions of BAWE and AFC for high cycle power efficiencies

BAWE AFC

Single cell
voltage

Current
density

Voltage
efficiency

Cycle power efficiency of hydrogen redox
power generator

Vcell (V) J (A/m2) θ ξp (%)

2.2 3000 0.8 60

2.1 2200 0.8 70

2.0 1400 0.8 80
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2.4.3 Hydrogen Redox Hydrogen Energy Generator

Figure 2.4b outlines the combined cycle of AWE electrolyzer with ESI-PSE and
AFC to produce hydrogen. This system is of mutual consistency with the HREG
system shown in Fig. 2.1a and is able to generate the stoichiometric H2-O2 fuel
without receiving electric power from outside of the cycle. Part of the fuel generated
by the ESI-PSE electrolyzer is returned to the fuel cell, and the remainder represents
the net hydrogen output. In addition to cycling the generated fuel, H2O, which
contains heat from the exothermic reaction in the fuel cell, is transferred to the
electrolyzer for the use to its endothermic reaction.

The hydrogen cycle efficiency, ξH, is defined as the ratio of the hydrogen output
rate from the generator to the total hydrogen generation rate from the ESI-PSE
electrolyzer, which can be calculated from the hydrogen balance relationships, and
ξH is expressed in the same form as Eq. 2.26:

ξH ¼ 1�ΔE=θEf
o: (2:27)

This system may achieve a highly positive hydrogen balance such that the net
hydrogen output of this cycle exceeds, for example, 70% of the hydrogen delivered
by the ESI-PSE electrolyzer.

2.5 Theories of the Onboard HREG System for Fuel Cell
Vehicles with Infinite Cruising Range

2.5.1 Outline of the Onboard HREG System

The use of hydrogen-burning fuel cell stack has received wide publicity in the last
several years. To achieve an unlimited driving range in the transportation applica-
tions, a fuel cell stack is combined with an ESI-PSE stack to form an onboard HREG
propulsion system, so that the pure stoichiometric H2-O2 fuel for the fuel cell can be
generated by the traveling EV cars. The solid polymer membrane electrolyte (PEM)
is used for both fuel cell (FC) and ESI-PSE water electrolytic cell (EC), due to its
solid structure and ability to operate at high current densities [25]. Figure 2.5a
illustrates a multilayer structure of the PEM ESI-PSE cell sandwiched between
two field generators. The cell electrodes normally consist of a current collector,
gas diffusion electrode, and catalyzed electrode [26]. Because these components are
electrically conductive, the field generators can induce potentials on the inner
electrodes. The EC cells are assumed to use in the bipolar configuration shown in
Fig. 2.5b. Figure 2.5c illustrates a simplified conceptual block diagram of the
onboard HREG propulsion system.

The approach toward optimizing the onboard HREG system and designing the
system to be compact is of preferential importance. The PEM HREG system is
essentially an energy cycle with the close conjunction of two electrochemical
devices. It is important to note that with respect to the structure, the PEM EC cell
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must be identical with the typical PEM FC cell which has established feasibility
so far. Both the FC and EC stacks must be constructed in the same form of a
bipolar series connection. Only the number of cells connected in series may be
different from each other. Figure 2.6a shows the performances of a single PEM FC
and PEM EC. The cell stacks with bipolar configuration are shown schematically in
Fig. 2.6b.
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Fig. 2.5 The onboard hydrogen redox electric power generation system. (a) Schematic structure of
the ESI-PSE water electrolysis using solid polymer electrolyte; (b) longitudinal cross section
through series-connected ESI-PSE cells; and (c) configuration of the components for an onboard
hydrogen redox electric power generator. FG, field generator; PEM, polymer electrolyte membrane;
CC, a current collector; GDE, gas diffusion electrode; CE, catalyzer electrode
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2.5.2 Basic Equations for Infinite Cruising Range

The assessment of the HREG system has been made by making the following
assumptions and conditions:

1. The dimensions, structure, and materials of the PEM fuel cell (PEM FC) and the
PEM EC cells must be exactly the same. All the individual cells in both FC and
EC stacks have then the same weight and the same electrode area.

2. Equality of the H2-O2 consumption rate in the PEM FC stack and the H2-O2

generation rate in the PEM EC stack is required.
3. The estimation is given in terms of the weight ratio of the ESI-PSE EC stack

responsible for supplying the FC stack with the H2-O2 fuel to that of the typical

PEM EC stack

PEM EC single cell

PEM FC single cell

a b
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Fig. 2.6 Schematic diagrams of the onboard HREG system for electric vehicles. (a) Performance
of the PEM FC and PEM EC cells. A, anode; C, cathode. (b) Longitudinal cross section of the PEM
FC and PEM EC stacks. PS, power supply
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onboard FC stack. The typical FC stack is the FC stack currently used for the FC
vehicles.

4. The gas pressure level selected for the PEM EC is ordinarily about 5 atm. High
pressure applied to the PEM FC contributes to the increase in its open-circuit voltage.
If higher pressure is required to the PEM FC cells, then a compressor may be used.

The concerned parameters are given below:

EFC Fuel cell voltage.
EEC Electrolytic cell voltage.
Θ Voltage efficiency of a PEM FC cell due to voltage degradation resulting

from polarization. θ is equal to the energy efficiency of a PEM FC.
Ξ Cycle power efficiency of the HREG system, defined as Eq. 2.23 where

θEf
o = EFC.

PT
o Maximum power output from an existing FC stack.

PT Maximum power output from an FC stack in the HREG system.
Pr Power returned from the FC stack to the EC stack.
MFC

o Weight of an existing FC stack.
MEC Weight of a single EC stack in the HREG system.
MFC

(r) Weight of a set of the FC cells responsible for producing the power
returned.

MT Gross weight of the HREG system.
NFC Number of the FC cells connected in series in the FC stack.
NFC

o Number of the FC cells connected in series in the existing FC stack.
NEC Number of the EC cells connected in series in the EC stack.
NFC

(r) Number of the FC cells generating the power returned from the FC stack to
the EC stack.

IFC Current flowing through the FC stack.
IEC Current flowing through the EC stack.
JFC Current density of the FC cell.
JEC Current density of the EC cell.

Part of the power Pr delivered by the PEM FC stack is returned to the PEM
ESI-PSE EC stack; the remaining represents the real power to drive the motor. The
cycle power efficiency of the HREG system is defined as

ξ ¼ Pnet=PTð Þ ¼ PT�Prð Þ=PT (2:28)

The maximum power output, PT, of the HREG system must be the sum of the
maximum power output from the existing FC stack, PT

o, plus the power returned
from the FC stack to the EC stack:

PT ¼ PT
o þ Pr, (2:29)

where PT
o is the nominal maximum power of the FC stack on the typical regular

passenger car.
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From Eqs. 2.28 and 2.29, we have

PT ¼ 1=ξð ÞPT
o (2:30)

The power output of the FC stack is proportional to the number of cells connected
in series. By the condition that the FC stack consists of identical cells, the stack
current, IFC, does not depend on the number of cells, NFC: the increase in NFC does
not change IFC. The FC stack current produces the same magnitude of power in
every cell in the stack. According to the Faraday law, the number of moles of H2

consumed in each cell in a unit of time is proportional to IFC, assuming the current
efficiencies to be unity. The number of H2 moles consumed in the entire sack must be
proportional to the product, NFC IFC. This amount of H2 is to be provided by the PEM
EC stack, in which the rate of H2 emission may be written in the form of NEC IEC.
Therefore, from Eq. 2.30 we obtain the relation

NECIEC ¼ 1=ξð ÞNFC
oIFC (2:31)

The currents IEC are related to the current densities, JEC and JFC as IEC = A JEC
and IFC = A JFC, respectively, where A is the electrode area. Because the electrode
surface area for all cells in the HREG system is the same, Eq. 2.31 can be written in
the form

NEC=NFC
o ¼ 1=ξð Þ JFC=JECð Þ (2:32)

The selected design parameters of the FC stack, EC stack, and HREG system
were determined as follows:

(1) The cycle power efficiency of 70% (ξ = 0.7) was used.
(2) The FC cell voltage EFC of the existing regular passenger FCV is lowered down

to the level of EFC = 0.7 V from the theoretical value of 1.23 V when the car is
driven at the maximum power. It is the consequence of the appreciable polari-
zation effect involved inevitably in the FC cell.

(3) If ξ = 0.7 and EFC = 0.7 V, the extra applied voltage ΔE in Eq. 2.23 was
calculated to be ΔE = 0.21 V. Then, EEC = 1.23 + 0.21 = 1.44 V.

(4) The polarization study indicates that the JFC value corresponding to EFC = 0.7 V
is JFC = 0.50 A/cm2 [27].

(5) The current density of the EC stack, JEC, was determined by using the V-I
relation as [28]

JEC ¼ 2:0 EEC � 2:4 JEC in A=cm
2 and EEC in volt

� �
:

Putting EEC = 1.44 V, JEC = 0.48 A/cm2 from the above equation. If we operate
the HREG system with ξ = 0.7, JFC = 0.50 A/cm2, and JEC = 0.48 A/cm2, then the
NEC/NFC

o ratio becomes 1.49 from Eq. 2.32. This result of calculation indicates that
the number of cells required for the ESI-PSE EC stack must be 1.5 times as much as
that of the existing FC stack for the HREG system to be self-consisting.
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2.5.3 Weight Evaluation of the Onboard HREG System

The first requirement in a theoretical investigation of the onboard HREG system is
its applicability to the FC vehicles. One item of considerable interest to predict the
possibility for transportation application has been the question related to the gross
weight of the onboard HGEG system to replace the typical FC power generation
system. The weight ratio of the EC stack to the existing FC stack is then given by

MEC=MFC
o ¼ NEC=NFC

o ¼ IFC=IEC: (2:33)

Thus,

MEC ¼ JFC=JECð ÞMFC
o: (2:34)

To evaluate the total weight, MT, of the HHREG system, MT must be related to
MFC

o through a nondimensional factor, α, as

MT ¼ αMFC
o: (2:35)

Using Eqs. 2.29 and 2.30, we obtain

PT ¼ 1�ξð Þ=ξ½ �PT
o: (2:36)

It follows that

NFC
rð Þ ¼ 1�ξð Þ=ξ½ �NFC

o: (2:37)

If the number of cells is proportional to the weight, then Eq. 2.37 may be replaced
by

MFC
rð Þ ¼ 1�ξð Þ=ξ½ �MFC

o (2:38)

Therefore, the total weight of the HREG system can be obtained using Eqs. 2.34
and 2.38 as

MT ¼ MFC
o þMFC

rð Þ þMEC ¼ αMFC
o, (2:39)

where α is a nondimensional factor given by

α ¼ 1þ 1�ξð Þ=ξþ JFC=JECð Þ (2:40)

For numerical evaluation of the total weight of the onboard HREG system and
predicting its acceptability to the regular passenger cars, α-value may be an index
with respect to weight and volume. Finally, the resulting α-value for ξ = 0.7, JEC =
0.48 A/cm2, and JFC = 0.50 A/cm2 is α = 2.47. A typical weight of an existing
onboard FC stack is on the order of 60 kg. Then, the HREG system weighs 2.47� 60
= 148 kg. The weight of the HREG system does not exceed that of the existing FC
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system consisting of the FC stack of 60 kg plus the high-pressure hydrogen tank of
100 kg [29], i.e., 160 kg. Although the present evaluation is preliminary in nature,
the results obtained imply that the new power system HREG may be applicable to
the regular passenger vehicles.

2.6 Conclusion

The principle and performance of the electrostatic induction potential-superposed
water electrolysis for the synthesis of a fully sustainable stoichiometric H2-O2 fuel
for a fuel cell. This system works on the mechanism of continuous creation of
internal energy and extraction of the created energy from the system in the form of
the energy state of stoichiometric H2-O2 fuel. The basic concept of an electrolyzer-
fuel cell combined cycle satisfying both the full sustainability of the fuel and the
highest possible energy efficiency of the fuel cell was introduced. This power
generation concept assumes to use a low-temperature AFC and a low-temperature
BAWE, both of which are commercially available. This system works on the
mechanism of continuous creation and storage of internal energy and extraction of
the created energy from the system in the form of the energy state of stoichiometric
H2-O2 fuel. We have confirmed the phenomenon of the internal energy creation and
measured the quantity of energy thus created. The result of calculations using the
commercial data for the operational conditions showed that more than 70% of the
power delivered from the fuel cell can be extracted outside the cycle as net power
output. This energy cycle is also applied to produce pure hydrogen without using
electricity. This system may achieve the hydrogen output of more than 70% of the
hydrogen delivered by the ESI-PSE water electrolyzer.

In addition, this approach demonstrated the transportation applications of the
hydrogen redox electric power generator. To bring the ESI-PSE electrolytic stack
onboard, it is required not to be heavy. Its weight was presumed theoretically to be
the same order as the weight of the existing onboard fuel cell stack. A union between
the transportation and the hydrogen redox electric power generator is a natural one
with prospects for profitable commercial application in near future.
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Abstract
We summarized investigations on the evaluation of cell performance and durability
for cathode catalysts on two types of supports, carbon blacks (CBs) and conducting
ceramic nanoparticles, during simulated fuel cell vehicle (FCV) operation, includ-
ing start-up/shutdown (SU/SD) cycles and load cycles. In cathode catalyst layers
(CLs) using Pt supported on CBs (Pt/CBs), the effects of graphitized CB (GCB)
and Pt nanoparticle size, as well as its dispersion state on the GCB, were investi-
gated on both the performance and durability. The negative effects of the interim
cyclic voltammetric measurements on the Pt/CB catalyst degradation during
SU/SD cycling evaluation, which led to an overestimation of the degradation
process, were also suggested. We found that catalyst degradation occurred not
only in the outlet region but also in the inlet region during the gas-exchange
SU. Degradation of CBs during a hydrogen passivation SU/SD process was
found to decrease but still to occur, due to local cells arising from nonuniform
distributions of ionomer and Pt particles. The effects of load cycle conditions,
which involved open circuit and load holding times, and variations of current
density, and humidity, on the durability of the cathode were also investigated.
The buildup of Pt oxides at higher potentials during open circuit and re-reduction
at lower potentials during high current density operation led to accelerated degra-
dation; these conditions have relevance to ordinary operation with drastic load
changes. For the intrinsic improvement of SU/SD durability, we synthesized
conducting ceramic nanoparticles. The durability of the cathode CLs, using Pt
supported on conducting ceramic nanoparticles with a fused-aggregate network
structure, was superior to that of Pt/GCB. We also proposed that the cathode CL
degradation can be mitigated by the use of ceramic nanoparticles in the anode
because of the significant reduction of the reverse current due to the high resistivity
in the air, termed the “atmospheric resistive switching mechanism” (ARSM).

3.1 Introduction

During actual fuel cell vehicle (FCV) operation, cells in the FCV stackwill be exposed
to various potential patterns, as shown in Fig. 3.1. For example, during the startup
(SU) process, hydrogen will be introduced to the anode channel, replacing air, and the
cathode cell potential can reach 1.5 V. After SU, the FCV will be at idle condition,
during which the cathode cell potential will be near the open circuit voltage (OCV)
potential for some time. During driving, the FCV will accelerate and decelerate, and
the cathode cell potential will cycle between low and high potentials, respectively. Due
to the exposure to cell potential variations, the FCV stack performance will degrade.
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There are several reports on such actual FCV performance degradation and
breakdown during normal public road operation. Figure 3.2 summarizes the FCV
stack performance degradation reported by Nissan [1] and Honda [2]. Nissan
reported that the FCV performance degradation can be fully explained by the
degradation occurring during the three main vehicle operation modes, i.e., during
the startup (SU) and shutdown (SD) processes, during load cycling, and during
idling, based on their FCV durability test data obtained on typical public roads, both
in the United States and Japan. The performance degradation was estimated by use
of the stack voltage time record of each FCV during vehicle operation, compared
with the FCV stack performance degradation measured by the chassis dynamo after
the driving test. Both the estimated degradation and measured degradation matched
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well [1]. FCVs in Japan tend to be operated for shorter mileage in daily use, and in
each trip, the main degradation occurs during SU/SD and idling. FCVs in the USA
tend to be operated for longer mileage, and the main degradation occurs during load
cycling.

Honda has also reported their FCV performance degradation results. The detailed
actual testing conditions were not disclosed, but they concluded that the catalyst
degradation during SU/SD was the main cause of FCV degradation. The difference
between the Honda and the Nissan results might be attributed to differences in the
FCV stack material and the system and control configuration, which would affect the
actual cell degradation degree and potential time history during each FCVoperation,
even if conditions were similar.

Many papers have reported the degradation mechanism during each FCVopera-
tion mode. Figure 3.3 illustrates three phenomena from the viewpoints of the Pt
nanoparticles and carbon support particles during the degradation process. The cause
of the degradation during SU is considered to be the carbon support oxidation near
the outlet of the cathode of the high cathode potential caused by the hydrogen front
[3]. The Pt catalyst particles will detach from the oxidized carbon support and will no
longer be active because they lose electronic contact with the carbon support.

During load cycling, the cathode catalyst will be exposed to the potential cycles,
and catalyst oxidation and reduction will proceed cyclically. Smaller catalyst parti-
cles will dissolve faster due to their higher chemical potential, and dissolved Pt ions
will redeposit on the larger Pt particles (Ostwald ripening). The larger size particles
become larger, the surface and mass ratios decrease, and the mass activities decrease
[4]. During idling, catalyst particles are exposed to high potentials, near the OCV.
During such high potential holding, the catalyst particles migrate and aggregate to
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form larger size particles, and thus the performance degrades. At high potentials
during SU/SD and potential cycling, such catalyst particle migration and aggregation
also occurs.

The degradation mechanism mentioned above can be explained in terms of the
three phenomena shown in Fig. 3.3. In order to suppress the FCV stack performance
degradation, it is necessary to suppress these phenomena. Both material improve-
ment and system operation control modification would be necessary to mitigate the
degradation. From the viewpoint of system operation control, cell potential control
will be effective, i.e., to suppress the cathode potential increase during the SU
process by means of electrical circuit modification.

Material characteristics improvement is also important. For the Pt catalyst parti-
cles, uniform size distribution would be effective in suppressing the Pt dissolution
from smaller size particles and redeposition on larger size particles. For the carbon
support, the usage of a more graphitized carbon can be effective in suppressing the
carbon oxidation during the SU process. The usage of ceramic materials for the
catalyst support is expected to be one of the ultimate mitigation technologies.
Uniform catalyst particle dispersion on the support will be effective to suppress
the particle aggregation.

The Japanese industrial consortium, the Fuel Cell Commercialization Conference
of Japan (FCCJ), which was organized to promote a hydrogen energy economy and
fuel cell commercialization, has proposed test protocols to evaluate materials dura-
bility for the SU/SD and load cycling in order to promote materials research and
development [5]. For SU/SD, they have proposed to apply a triangular potential
cycle (1.0–1.5 V) to the cathode catalyst to evaluate the support oxidation charac-
teristics. For load cycling, they have proposed to apply a rectangular potential cycle
(0.6–1.0 V) to evaluate the catalyst dissolution and redeposition characteristics. This
protocol is widely utilized by the New Energy and Industrial Technology Develop-
ment Organization (NEDO) of Japan in their funded projects to establish a common
basis for a materials evaluation data set.

The following sections in this chapter will describe the research carried out at the
University of Yamanashi on the cathode catalyst-support performance and degrada-
tion by utilizing the FCCJ protocols as well as further improved protocols that have
been developed through collaborative research with the automotive industry. The
membrane-electrode assembly (MEA) has been targeted for research on the degra-
dation mechanism in preference to the half-cell due to the MEA’s close relationship
to actual FCV phenomena. As a result, it has been clearly revealed that in the actual
MEA catalyst layer during realistic operation, the three material degradation phe-
nomena described above occur simultaneously and three dimensionally in a closely
related manner. Based on the MEA analysis, the most promising directions for
technical development can be clearly pointed out.

In Sect. 3.2, the catalyst degradation which is supported on the carbon will be
introduced. In Sect. 3.3, the ceramics support, which would be the ultimate solution
for the high potential degradation mitigation, will be introduced. In Sect. 3.2, the
SU/SD degradation research utilizing the MEA will be introduced first (Potential
cycle 2.1–2.3, Gas replacement 2.4, Hydrogen-enriched SU 2.5). Then, actual load
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cycle degradation with applied electric load for degradation mechanism confirmation
will be introduced, comparing the potential cycle-only case and showing the tech-
nical direction for improvement (2.6). From this performance degradation research,
it is demonstrated that the combination of the SU/SD and the load cycling enhances
the degradation (2.2, 2.3, 2.4, and 2.5). In Sect. 3.3, new ceramic supports will be
introduced, which have been prepared through unique synthesis methods and show
equivalent cell performance and superior SU/SD degradation characteristics, which
have been confirmed by MEA testing. It is also confirmed that the ceramic supports
can suppress SU/SD degradation when used at the anode catalyst layer, by
suppressing the cathode catalyst high potential by changing its own electric conduc-
tivity at the anode.

3.2 Evaluation of Cell Performance and Durability for Pt/CBs
Under the Simulated Operation of both SU/SD Cycles
and Load Cycles

It is usual that the anode compartment of a fuel cell is purged with air during the SD
process, which eventually results in an equilibrium condition, with a zero potential
difference between anode and cathode [6]. However, before equilibrium is reached,
hydrogen and air can coexist at the anode, as shown in Fig. 3.4. The same situation
also occurs during SU, when hydrogen is reintroduced into the anode compartment.
During both SU and SD the potential and the nature of the reaction can thus vary
significantly within each electrode due to the inhomogeneity of the gaseous envi-
ronment [3]. The anode can be considered to be divided into two distinct regions,
with the one region supporting mainly the hydrogen oxidation reaction (HOR, R1)
and the second region supporting mainly the oxygen reduction reaction (ORR, R2).
Even though the actual potential across the electrode does not vary greatly, the
differing gaseous environments control the reactions at the anode surface [7]. During
SU and SD, there is no current flow, so there is an OCV (Ecell,OC) condition, and in
the hydrogen-rich region, this would be a typical value for a hydrogen/air cell, i.e.,
ca. 1.0 V. In contrast, in the air-rich region at the anode, the low potential that
generally exists due to the presence of hydrogen in the hydrogen-rich region
necessarily leads to O2 being reduced; i.e., the ORR occurs. This process requires
protons, and thus, to supply those, water is oxidized, i.e., the oxygen evolution
reaction (OER, R4) at the cathode in the region just opposite, which necessitates an
anodic current and therefore a high potential (ca. 1.5 V). The latter also leads to an
oxidation of the carbon black (CB) support, i.e., the carbon oxidation reaction (COR)
(R3) and thus degradation in the cathode catalyst layer (CL). Of course, it is
conceivable that the protons for the ORR (R2) occurring in the air-rich region
could also be supplied by the HOR (R1) occurring in the hydrogen-rich region, as
are the electrons. However, this scenario is unlikely due to the long distances
involved, on the order of centimeters, through the very thin membrane and/or
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anode CL. Thus, there is effectively a large ohmic resistance for this pathway. Thus,
due to the much lower resistance, the required protons are supplied directly, over a
short distance (tens of μm) through the membrane by either the COR (R3) or the
OER (R4) in the cathode CL, then combining with oxygen (ORR) at the anode [3, 7,
8]. This process has been termed the “reverse current mechanism” [3]. Thus, the SD
and SU give rise to processes, most importantly carbon oxidation or corrosion, that
lead to severe degradation of the Pt/CB cathode catalyst. As a result of the carbon
corrosion, the Pt catalyst particles can easily detach from the carbon support surface,
leading to a decrease of catalytic performance [8–11]. Furthermore, the dimensions
and hydrophobicity of the pores in the CL are adversely affected [12], which leads to
poorer gas mass transport. A summary of the previous research on load-cycle
durability is described in the beginning of Sect. 3.2.6.

3.2.1 Electrochemical and Raman Spectroscopic Evaluation
of Pt/GCB Catalyst Durability for SU/SD Operation

As outlined above, SU/SD cycles can induce excursions of the cathode potential to
values greater than 1.2 V due to the reverse current mechanism [3, 13], at which the
COR proceeds at significant rates [14]. In order to impede this reaction, highly
graphitized CBs (GCBs) have been found to be useful [14–16]. As a further strategy
to enhance catalytic performance and durability, we have developed a method to
prepare Pt/GCB catalysts, termed the nanocapsule method [14, 17, 18]. With this
method, it is possible to obtain high dispersions of Pt nanoparticles on the GCB
supports, which have yielded improved ORR activity and durability, both in elec-
trolyte solution (half-cell testing) and MEAs [14, 18]. These studies have demon-
strated the importance of the support carbon and the state of dispersion of the Pt
nanoparticles for the achievement of high durability and performance. Therefore, in
order to monitor the degradation of the catalyst, an effective approach would be to
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Fig. 3.4 Carbon corrosion mechanism during the SU processes
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sensitively examine the state of the carbon support, which would help to elucidate
the relationships between the various electrocatalyst characteristics, including the
nature of the support and the dispersion method, and the durability.

The durability of Pt nanoparticle catalysts was examined for two types of carbon
supports, CB and GCB, for 50 wt % Pt-loaded catalysts (commercial Pt/CB:
TEC10E50E, Pt/GCB: TEC10EA50E and heat-treated (HT) Pt/GCB, Tanaka
Kikinzoku Kogyo K.K., and an in-house-prepared nanocapsule Pt/GCB). The cat-
alysts were characterized by the use of electrochemical and Raman spectroscopic
methods. The catalysts were tested by use of a standard potential step protocol (0.9 V
$ 1.3 V vs. RHE, holding 30 s at each potential and taking 1 min for one cycle, 3000
potential cycles for commercial Pt/CB and 10,000 cycles for commercial Pt/GCB,
Pt/GCB-HT, and nanocapsule Pt/GCB) in MEAs at 65 �C with 100% RH H2 (anode)
and N2 (cathode) (Figs. 3.5, 3.6, and 3.7). Higher corrosion resistance of the GCB
was evidenced by the slower degradation of the electrochemically active surface area
(ECA) and smaller mass activity losses before versus after durability testing
(Table 3.1).

In order to maintain the cell performance during voltage cycling, the essential
factors were found to include a support material with high corrosion resistance, a
uniform dispersion of the Pt nanoparticles, and a slightly increased Pt particle size.
For a Pt/GCB catalyst, changes in the Raman spectra were clearly detected before
and after durability testing, while surprisingly, for a commercial Pt/CB, only slight
differences of spectra were found. The degree of degradation of the GCB support
was determined from changes in the band area of the D1 band (ca. 1325 cm�1),
which is associated with a loss of symmetry at the graphene layer edge, normalized
to the G band (ca. 1575 cm�1) area, as estimated by spectral curve fitting [19–21]
(Fig. 3.8).

Fig. 3.5 TEM images of uncycled catalysts (a) c-Pt/CB, (b) c-Pt/GCB, (c) Pt/GCB-HT and
(d) n-Pt/GCB, and of durability-test cycled catalysts: (e) c-Pt/CB, (f) c-Pt/GCB, (g) Pt/GCB-HT,
and (h) n-Pt/GCB
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It was found that the degradation of the GCB support was suppressed by a
combination of heat treatment of the catalyst and uniform dispersion of the Pt
nanoparticles, based on the examination of the AD1-band/AG-band values. Both the
Raman spectra and the results obtained for the ECA and I-Emeasurements produced
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Fig. 3.6 Plot of the progress
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surface area (ECA)
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I-E curves for initial (open
symbols) and after (filled
symbols) durability testing for
c-Pt/CB (○), c-Pt/GCB (Δ),
Pt/GCB-HT (□), and n-Pt/
GCB (∇) catalysts at 65 �C,
100% RH with H2 and air
(0.1 MPa). MEA: Pt loading
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cm�2, Nafion (NRE212),
active electrode-area
29.2 cm2, Japan Automotive
Research Institute (JARI)
standard cell [13]
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consistent estimates of the degradation rates for the GCB-supported catalysts
(Table 3.2).

The D3 band (ca. 1495 cm�1) area, originating from the amorphous carbon
component, normalized to the G band area (AD3-band/AG-band), also increased after
the durability test. The after/before ratios of the AD3-band/AG-band ratios decreased in
the order, c-Pt/CB > c-Pt/GCB > n-Pt/GCB > Pt/GCB-HT, which was the same
order as that for the degradation rates of the ECAvalues. This band corresponds only
to the amorphous carbon component, not a defective graphite layer caused by carbon
corrosion (Fig. 3.8 and Table 3.2). We suggest that the D3 band can be used as an

(a) (b)

(c)

500100015002000
Raman shift / cm-1

500100015002000
Raman shift / cm-1

(d)

Fig. 3.8 Raman spectra for (a) c-Pt/CB, (b) c-Pt/GCB, (c) Pt/GCB-HT, and (d) n-Pt/GCB catalysts
before (dotted line) and after (solid line) start-stop potential cycle testing [13]

Table 3.1 Typical properties of the c-Pt/CB, c-Pt/GCB, Pt/GCB-HT, and n-Pt/GCB cathode
catalysts before and after the application of potential cycling (N = 10,000, except N = 3000 for
c-Pt/CB) for their durability tests

sample
Pt loading
(wt%)

cycle
number, N

ECA (cm2 g�1) Half-life
period (cycles)

dTEM (nm)

initial after initial after

c-Pt/CB 46.1 3000 62.8 19.5 1000 2.5 � 0.6 4.4 � 1.6

c-Pt/GCB 46.7 10,000 38.6 19.8 9000 3.4 � 0.7 4.8 � 1.0

Pt/GCB-HT 50.1 10,000 25.3 17.6 60,000 7.0 � 2.0 6.5 � 2.0

n-Pt/GCB 46.1 10,000 32.5 17.6 20,000 3.0 � 0.4 4.5 � 1.2
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indicator of CB corrosion and thus the use of the AD3-band/AG-band ratio as a means to
evaluate the degradation of c-Pt/CB as well as Pt/GCB catalysts.

In general, we found that the type of support material, Pt nanoparticle size, and
the degree of Pt dispersion on the support all affected the degradation characteristics
of the catalysts. In particular, the Raman spectroscopic measurements were found to
be useful in the evaluation of the state of degradation of GCB-supported Pt catalysts.

3.2.2 Investigation of the Corrosion of Carbon Supports in Polymer
Electrolyte Fuel Cells Using Simulated SU/SD Cycling

The effects of SU/SD in terms of the corrosion of CB support materials in PEFCs
have been studied by several groups using potentiostatic tests (from 1.0 V to 1.4 V
vs. the reversible hydrogen electrode, RHE) [22–28] and potential cycling tests
(various potential ranges within 0.02–1.4 V vs. RHE) [27–34]. Based on these
studies, reasonable results have been presented concerning the corrosion of the
carbon support and the resulting Pt area loss. Nevertheless, most of these studies
were performed under conditions relevant to the carbon corrosion itself and not
under conditions simulating the actual SU/SD processes of PEFCs, and thus there
has still been a need for a systematic, realistic approach to the evaluation of the
SU/SD processes. We found in our previous study [35] that corrosion of the CB
support in the cathode is accelerated mainly by raising the potential above 0.90 V
versus RHE during daily SU/SD operation of residential PEFCs. For FCV SU/SD
cycles, the potential of the cathode reached ca. 1.5 V versus RHE at low flow rates
due to the reverse current mechanism, and the cathode potential exhibited a trian-
gular sweep behavior [5]. Therefore, there appear to be two different types of
relevant cathode potential cycling protocols to simulate the SU/SD processes, either
a potential step cycle or a single triangular potential cycle above 0.9 V. Indeed, both
of these two types of protocols have been recommended by the FCCJ for durability
testing. The major automakers in Japan and the FCCJ have recently proposed the

Table 3.2 Relative band area ratios of the D1 and D3 bands to the G band, ADx-band/AG-band

(x = 1, 3), calculated from the Raman spectra for the c-Pt/CB, c-Pt/GCB, Pt/GCB-HT, and
n-Pt/GCB catalysts obtained before and after the durability testing (N = 10,000, except
N = 3000 for c-Pt/CB)

Pt/CB c-Pt/GCB Pt/GCB-HT n-Pt/GCB

AD1-band/AG-band

before 4.170 2.143 2.328 2.274

after 4.112 3.916 2.526 3.264

ratio change 0.986 1.827 1.085 1.435

AD3-band/AG-band

before 0.314 0.145 0.214 0.136

after 1.256 0.290 0.202 0.164

ratio change 3.997 2.006 0.942 1.209

Ratio change = after / before
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triangular wave cycling protocol, based on the actual triangular sweep behavior
caused by the gas exchange process in the operating fuel cell. Thus, this protocol
correctly simulates the actual SU/SD behavior. Moreover, it uses a much shorter
cycle time (2 s vs. 30 s for the step protocol), resulting in acceleration of the testing.
Interestingly, the sweep mode is intrinsically more destructive for the same time
period [36, 37].

We have compared the two protocols in investigating the corrosion of the CB
support material and the degradation of the Pt/CB cathode catalyst by applying either
a square wave cycling (2007 FCCJ protocol, potential E = 0.9–1.3 V vs. RHE,
holding 30 s at each E value, 1 min for one cycle) [18, 35] or a triangular wave
cycling (2011 FCCJ protocol, E= 1.0–1.5 V vs. RHE, at a scan rate of 0.5 V s�1, 2 s
for one cycle) [5]. During the SU/SD cycling, we examined the changes in ECA by
use of cyclic voltammetry (CV) and the performance degradation of the MEAs with
current-potential (I-E) curves. The CB support corrosion was analyzed by use of
scanning electron microscopy (SEM), transmission electron microscopy (TEM), and
scanning transmission electron microscopy (STEM), providing detailed information
on the corrosion process and catalyst degradation.

The standard cycling protocols are shown in Fig. 3.9, together with the cycle
number N dependence of the ECA. The latter, as well as the mass activity, Tafel
slope, and ohmic resistance showed that the square wave cycling caused more
significant degradation of the catalyst than the triangular wave cycling, in terms of
the number of cycles. However, as discussed later, the triangular cycling was

Standard cycling protocols

Potential

Time

30s

Initial 
potential

1.0 V

1.5 V

1 cycle 5s/10s
Scan rate: 0.1 V s- 1 /0.05V s-1

Potential

Time

1.3V 0.8 V
0.9 V
1.0 V

1 cycle

30s

Fig. 3.9 Effect of scan rate (0.50 V s�1, 0.10 V s�1, and 0.05 V s�1) for the triangular wave cycling
and lower potential limit (0.8 V, 0.9 V, and 1.0 V) for the square wave cycling at 80 �C, 100% RH
with H2 and N2 (0.1 MPa). MEA: Pt loading (cathode/anode) 0.5 mg-Pt cm�2, Nafion (NRE212),
active electrode-area 29.2 cm2, JARI standard cell [22]
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actually more destructive in terms of time. For the square wave cycling, the cycle
half-life N1/2, i.e., the N value at which ECA decreased to half its initial value, was
10 times shorter than that for the triangular wave cycling. The difference in dura-
bility for the two cycling modes was ascribed to the degree of carbon corrosion in the
Pt/CB cathode catalyst. As a result of the square wave cycling, nearly all of the Pt
particles were detached from the CB support, and the CL exhibited a significant
decrease in thickness, ca. 86%, due to the severe carbon support corrosion and
amorphization. During the square wave cycling, the corrosion of the CB support also
occurred significantly in the interior of the CB particles in addition to the surface
(Fig. 3.10e–h). During the triangular wave cycling, the CB support corrosion was
less extensive and was observed more locally at unstable CB surface defects
(Fig. 3.10i–l). However, the degradation caused by the triangular wave cycling
mode was actually greater than expected on the basis of time spent at high potentials
(>1.0 V, effect of scan rate in Fig. 3.9), because, during the fast cycling, the time that
the Pt spends in a passivated state is minimized, increasing its activity in catalyzing
the carbon corrosion. Further supporting this idea, it was found that a decreased
value of lower potential used in the square wave cycling (from 0.9 V to 0.8 V) led to

Fig. 3.10 STEM images of the Pt/CB cathode catalyst before and after the durability test: (a) initial
TEM image at 0�, (b) initial TEM image at 180�, (c) initial SEM image at 0�, (d) initial SEM image
at 180�, (e) TEM image at 0� after 500 square wave cycles, (f) TEM image at 180� after 500 square
wave cycles, (g) SEM image at 0� after 500 square wave cycles, (h) SEM image at 180� after
500 square wave cycles, (i) TEM image at 0� after 5000 triangular wave cycles, (j) TEM image at
180� after 5000 triangular wave cycles, (k) SEM image at 0� after 5000 triangular wave cycles, and
(l) SEM image at 180� after 5,000 triangular wave cycles
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very severe carbon corrosion, due to more complete Pt depassivation. Thus, it can
clearly be seen that carbon corrosion has a strong effect on the durability of the Pt
cathode catalyst during the SU/SD cycling of PEFCs.

3.2.3 Deleterious Effects of Interim CV on Pt/CB Degradation
During SU/SD Cycling

The rate of carbon corrosion is greatly increased at elevated potentials at the cathode
during SU/SD [38]. Specifically, we found that CB corrosion in residential PEFCs is
accelerated at operating potentials above 0.9 V versus RHE during daily SU/SD
operation [35]. During FCV SU/SD, the cathode potential can reach ca. 1.5 V versus
RHE at low flow rates due to the reverse current mechanism [5], leading to severe
carbon corrosion. In addition, the presence of Pt nanoparticles can strongly acceler-
ate the carbon corrosion due to a catalytic effect. The mechanisms remain to be
understood in detail at present. Based on the work of Lebedeva et al., one possible
mechanism involves the Pt-catalyzed oxidation of CO to CO2 (Eq. 3.1) at higher
potentials [39]:

Pt� COad þ Pt� OHad ! 2Ptþ CO2 þ Hþ þ e (3:1)

In this way, platinum would accelerate the adjustment of the thermodynamic
equilibrium. A similar effect was suggested by Maass et al. to be involved in MEA
support degradation [31]. Wickman et al. [40] and Gubler et al. [6] have also
reported the catalytic effect of platinum on carbon corrosion. Wickman et al. used
the electrochemical quartz crystal microbalance (EQCM), in which a Pt particle layer
on a carbon electrode exhibited a much larger mass loss compared with either a
Pt-only or a carbon-only sample. Gubler et al. pointed out that the catalytic activity
of platinum is limited by the formation of a passivating oxide layer on the platinum,
based on the fact that the rate of platinum-catalyzed carbon corrosion is strongly
dependent on the upper and lower potential limits. Sugawara et al. have also pointed
out this type of phenomenon, focusing on the corrosion of the platinum in a carbon-
supported catalyst [36]; Gallagher et al. focused on the corrosion of CB with no
platinum present [37]. These studies have concluded that the formation and reduc-
tion of Pt oxides can accelerate the corrosion of both the carbon support and the Pt
nanoparticles. Therefore, it is important to control the cathode potential behavior for
the SU/SD process; for example, when the potential exhibits a triangular sweep
between 1.0 V and 1.5 V during a short cycle time, a passive layer can form on Pt,
thus limiting its catalytic effect, providing protection against PEFC performance
degradation.

In this research, the adverse effects of interim CV measurements on Pt/CB
catalyst durability, including Pt-catalyzed carbon corrosion, were examined during
SU/SD cycling by use of two different experimental approaches (Fig. 3.11). In the
industrial fuel cell community, researchers typically carry out interim CV measure-
ments to monitor the Pt ECA, which usually decreases, during durability testing; see,
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for example, the US DRIVE Partnership Fuel Cell Technical Team protocol, as
reported by the US Department of Energy [41], and the FCCJ protocol [35]. The
DOE protocol specifies interim CVs to be measured every 24 h, for a total of 17 times,
during a cycling test of 400 h [41]. Indeed, researchers in the fuel cell/automotive
industry generally have recognized that frequent interruptions of a durability test,
e.g., to measure CV, can adversely impact the durability; however, such effects have
not been examined and documented systematically. Recent results from our labora-
tory have clearly demonstrated for the first time, as far as we are aware, the adverse
effects of interim CV measurements on Pt/CB catalyst durability during SU/SD
cycling, providing important new information in terms of both durability testing and
practical PEFC operation.

In our examination of the effects of interim CV measurements on Pt/CB catalyst
degradation and Pt-catalyzed carbon corrosion during SU/SD cycling, the results for
ECA losses and cycle half-life N1/2 proved that, with the conventional protocol,
termed “consecutive cycling,” which included interim CV measurements, there was
more advanced Pt/CB catalyst degradation in comparison with a protocol that
involved CV measurements only at the beginning and end, termed “individual

Fig. 3.11 Experimental
procedures for investigating
the effects of interim CV
measurements on Pt/CB
catalyst degradation during
SU/SD cycling evaluation: the
first (1) is the consecutive
cycling mode, and the second
(2) is the individual cycling
mode [38]

3 Evaluation of Cell Performance and Durability for Cathode Catalysts. . . 67



cycling” (Fig. 3.12). As a result of consecutive cycling, ECA losses were a factor
of two greater after 10,000 cycles. Additional results, including IR-free I-E
curves (Fig. 3.13a), oxygen gains (Fig. 3.13b), mass activity (Fig. 3.14a), and
Tafel slope (Fig. 3.14b) showed that the deterioration of the Pt/CB CL structure,
particularly the CB support corrosion, and the decrease of Pt utilization, due to Pt
nanoparticle degradation, led to severe performance degradation and ECA loss
due to the consecutive cycling. The consecutive cycling mode also led to the
observation of larger current for the quinone-hydroquinone (Q-HQ) redox cou-
ple, evidence for severe carbon oxidation, which was ascribed to Pt catalysis,
which had become depassivated at low potentials during the interim CV mea-
surements. After the cycling tests, the SEM and TEM examinations showed that
severe degradation of the Pt/CB catalyst resulted from platinum dissolution and
CB support corrosion due to the interim CV measurements. Based on these
results, we concluded that the negative effects of the interim CV measurements
have an adverse effect on Pt/CB catalyst durability during SU/SD cycling eval-
uation, which can lead to overestimation of the effect of SU/SD on the degrada-
tion process. It has come to our attention that researchers in the auto industry are
also at work to modify the SU/SD procedures and test protocols in order to
minimize the cathode degradation. As an additional note, the phenomena described
above, including Pt oxidation at high potential and oxide re-reduction at a low
potential, are also important for ordinary operation, during which there can be
significant load changes, and thus accelerated degradation can also result. Therefore,
mitigation strategies are needed.
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Fig. 3.12 Changes of ECA values of Pt/CB catalyst resulting from the consecutive cycling and
individual cycling. MEA: Pt loading (cathode/anode) 0.5 mg-Pt cm�2, Nafion (NRE212), active
electrode-area 29.2 cm2, JARI standard cell [38]
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3.2.4 Durability of Pt/GCB During Gas-Exchange SU Operation

In order to improve the performance and durability of our cathode catalysts, several
years ago, we developed a GCB-supported Pt catalyst in which the Pt deposition was
carried out by use of a type of reverse micelle technique that was termed the
“nanocapsule method” (n-Pt/GCB) [12, 13, 42]. This method affords a high disper-
sion of the Pt nanoparticle particles on the GCB support, compared with
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Fig. 3.13 (a) IR-free polarization curves and (b) oxygen gains; comparisons before and after the
SU/SD cycling (10,000 cycles). MEA: Pt loading (cathode/anode) 0.5 mg-Pt cm�2, Nafion
(NRE212), active electrode-area 29.2 cm2, JARI standard cell [38]
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conventional techniques, leading to enhanced ORR activity. It was expected that the
GCB itself would provide enhanced durability, but it was also found that the high
dispersion of Pt further enhanced the n-Pt/GCB durability during potential cycling
that simulated the PEFC SU/SD processes. Thus, it was demonstrated that the
support carbon and the state of dispersion of the Pt particles play important roles
in providing high performance and durability for PEFC electrocatalysts.

Several groups have worked to elucidate the performance degradation mechanisms
under actual PEFC SU/SD conditions. Kreitmeier et al. examined carbon corrosion
via the measurement of CO2 production by use of online mass spectrometry [43].
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Fig. 3.14 Changes of (a) mass activity and (b) Tafel slope; measured during the SU/SD cycling:
anode gas, H2 (70% utilization); cathode gas, O2 (40% utilization); operating temperature, 80 �C;
relative humidity (RH), 100% [38]
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Lamibrac et al. made use of a segmented cell to measure internal currents within the
cathode during PEFC SU/SD [44]. Durst et al. also made use of a segmented cell and
were able to find correlations between the local CL performance loss and its degrada-
tion [45]. These measurements have been instructive, but have not distinguished
between the effects of the SU and the SD on the cell performance and degradation,
and thus the individual effects are remaining for in-depth investigation.

Three unique points of this research can be summarized as follows. First, in our
previous research, we found that the well-dispersed Pt catalyst, n-Pt/GCB, exhibited
higher durability than commercial Pt/GCB during a potential cycling protocol that
simulates SU/SD. In more recent research, we have demonstrated the durability
during a gas exchange protocol simulating air-start (AS), which is similar to actual
FCV SU conditions (Fig. 3.15 and Table 3.3). The cycle number dependence of the
ECA (Fig. 3.16a), cell performance (Fig. 3.16b), and particle size distribution of Pt
and the degradation of the carbon were studied by TEM, STEM (Fig. 3.17 and
Table 3.4), and micro-Raman spectroscopy.

Second, we also made use of glancing incidence X-ray diffraction (GIXD [46],
Figs. 3.18 and 3.19) to analyze the Pt degradation in the CL and membrane. As far as
we are aware, this is the first application of GIXD in the PEFC field. GIXD is a
simple, nondestructive analytical technique to analyze Pt degradation quickly. Third,
as already mentioned, even though it has been well accepted that the cathode CL
degrades severely under SU conditions, caused by the reverse current mechanism

Fig. 3.15 Experimental
procedures for the AS
durability evaluation [42]

Table 3.3 Conditions of anode and cathode gas for AS cycle [42]

Anode gas, mL/min Cathode gas, mL/min Time, s

Step 1 Air: 360
Dry

Air: 360
Wet

90

Step 2 H2: 38
Wet

Air: 360
Wet

90

Step 3 N2: 180
Dry

N2: 180
Dry

60
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[3], particularly in the gas outlet region, we found that catalyst degradation also
occurs in the inlet region during AS. With the use of a single cell with two RHEs, the
degradation in the inlet region was found to be associated with ORR-induced
potential excursions during the AS [42].

One of the main points of our recent research is that the well dispersed,
nanocapsule-based n-Pt/GCB catalyst exhibited higher durability than that for a
similar commercial sample (c-Pt/GCB) under AS conditions (Fig. 3.16). The ECA

Fig. 3.16 (a) ECA changes of c-Pt/GCB and n-Pt/GCB at 65 �C with 100% RH N2 in the cathode
and 100% RH H2 in the anode measured during the AS cycling and (b) I-E curves of c-Pt/GCB and
n-Pt/GCB at 65 �C with 100% RH H2 in the anode and air in the cathode before and after the entire
AS-SU durability evaluation. MEA: Pt loading (cathode/anode) 0.5 mg-Pt cm�2, Nafion (NRE212),
active electrode-area 29.2 cm2, JARI standard cell [42]

Fig. 3.17 Dark-field STEM images of (a) c-Pt/GCB and (b) n-Pt/GCB of the initial state and both
the inlet and outlet regions after the AS cycling. Mean sizes of Pt particles were calculated from the
Pt particles that were not directly on the top surfaces of each of the FIB slices of the CLs within the
white frames shown in the images of the inlet region for c-Pt/GCB and both inlet and outlet regions
for n-Pt/GCB [42]
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values and the I-E performance of the n-Pt/GCB cathode were maintained at higher
levels than that for the c-Pt/GCB cathode after 1000 durability cycles.

As a second main point, the spatial distribution of the carbon-supported Pt
degradation was examined in order to evaluate in more detail the fuel cell durability
under AS conditions, in which the anode was successively fed with air, hydrogen,
and nitrogen. (Figs. 3.17, 3.18 and Table 3.4). As indicated by STEM and GIXD
measurements, the n-Pt/GCB catalyst’s highly uniform Pt particle distribution
largely impeded their aggregation, particularly in the outlet region, compared with
the less uniformly distributed c-Pt/GCB. Raman spectral measurements [13] also
indicated that carbon corrosion was suppressed by n-Pt/GCB’s uniform Pt distribu-
tion [42]. It was also shown by STEM and GIXD measurements that the Pt catalyst
degradation occurred in the inlet region as well as the outlet region. With GIXD, the
sizes of the Pt particles were examined as a function of incident angle θ (Fig. 3.18a).
Increasing θ corresponds to increasing distance from the gas-side of the cathode

Table 3.4 Pt particle diameters (nm) of c-Pt/GCB and n-Pt/GCB in the initial state and both inlet
and outlet regions at several depth positions after the AS durability evaluation obtained by STEM
images (Fig. 3.17). Values in parentheses show distances from the interface between the membrane
and the CL (mm). [42] �These values could not be measured due to severe catalyst degradation.

Initial After AS durability evaluation

nm

Inlet
nm (µm)

Outlet
nm (µm)

membrane
side center GDL

side
membrane

side center GDL
side

c-Pt/GCB 3.3 5.0 (0) 6.3 (10) 6.4 (20) NA*
n-Pt/GCB 2.4 4.8 (0) 6.2 (16) 5.9 (32) 6.7 (0) 6.3 (3) 5.3 (5)

Fig. 3.18 (a) Relationship between the incident X-ray angle and the crystallite size of c-Pt/GCB
and n-Pt/GCB before and after the AS durability evaluation in the inlet and outlet regions and (b)
dark-field STEM images of MEA cross-sections of c-Pt/GCB and n-Pt/GCB after the AS durability
evaluation in the inlet and outlet region. The CL thicknesses for c-Pt/GCB and n-Pt/GCB became
small due to the ion beam used to prepare the ultrathin slices of the membranes [42]
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CL. For both catalysts, there was a trend of increasing Pt crystallite size with
increasing θ. This result applies to Pt particles both in the CL and also within the
membrane because the XRD also detects particles in deeper positions in the interior
of the membrane (Fig. 3.18a). For 2.0� < θ < 5.0�, which corresponds to the
membrane region, it is concluded that Pt in ionic form had diffused and deposited
as the metal via reduction by hydrogen that had permeated from the anode; the Pt
crystallite size was then dependent on the hydrogen concentration, which would
have been higher near the anode (Fig. 3.18b).

As a final point, the Pt particle degradation in the inlet region was ascribed to a
combination of the interim CV measurements [38], which were carried out every
200 cycles, and the ORR-induced potential excursions in the inlet region resulting
from the AS evaluation. As shown in Fig. 3.19, even after the AS without interim
measurements, the Pt crystallites also increased slightly in size. Within the mem-
brane, the increase of the size of the Pt crystallites after the AS evaluation without
interim CV was much smaller than that for the AS with interim CV. Based on these
results, it can be concluded that the AS accelerated Pt dissolution in the inlet region
and the interim measurements caused the severe growth of the Pt crystallites. Thus,
the degradation of the Pt particles in the inlet region was ascribed to the
ORR-induced potential cycling in the inlet region during the AS durability evalua-
tion. Additionally, the severe Pt catalyst degradation resulting from the interim CV
was concluded to occur in the inlet region as well as in the outlet region. Notably, this
condition was seen to be similar to load cycling in actual FCVoperation.

In summary, we conclude that the cathode catalyst is degraded under SU condi-
tions in both the gas inlet and outlet regions, even though previous work has focused
more on the outlet region degradation [7, 47]. The result suggests that the degrada-
tion of the Pt catalyst and carbon support under the combined conditions of SU/SD
cycling and the load cycling can be severe.
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Fig. 3.19 The relationship
between the incident X-ray
angle and the crystallite sizes
of c-Pt/GCB before and after
the durability evaluation of
AS with and without interim
measurements (CV and I-E)
[42]

74 M. Uchida et al.



3.2.5 Degradation Mechanisms of CBs Under Hydrogen Passivation
SU/SD Process

It has been proposed that, in order to improve the durability during SU/SD cycling of
FCV PEFCs, a so-called hydrogen passivation process (H2-SU/SD) can be
implemented [48, 49]. In this process, during SD, the cathode gas valves are closed
at both the inlet and outlet (Fig. 3.20, step 2 of the air-air cycle in Table 3.5), so that
the O2 in the cathode is consumed by H2 permeating from the anode, and then the H2

supply is also stopped. During SU, both sets of valves are again opened, supplying
air to the cathode and H2 to the anode (step 3 in Table 3.5). This H2-SU/SD process is
designed to prevent the construction of local cells, which are the basis of the reverse
current mechanism [3], and it is also designed to suppress the COR and Pt aggre-
gation that are usually observed during air-SU/SD (Table 3.6) [7, 42, 47].

We studied the COR during this H2-SU/SD process, as outlined above (Fig. 3.20,
step 2 of air-air cycle in Table 3.5) and found that the amount of oxidized CB
decreased to approximately one-eighth compared with that for air-SU/SD
(Table 3.6), mainly because the reverse current mechanism was suppressed
(Fig. 3.21). Nevertheless, even this much-decreased amount of COR should not be
ignored for long-term FCV operation, because the extent of oxidative degradation
(55 ppm after 100 cycles) during H2-SU/SD would lead to a 5.5% loss of carbon

Fig. 3.20 Schematic of the cell with gas lines equipped with two solenoid valves and a non-
dispersive infrared (NDIR) detector. CCMs were constructed from CB both with and without Pt
catalysts (CB (Ketjenblack EC), Pt/CB (TEC10E50E)) on each side of the membrane (Nafion NRE
211). The Pt loading: 0.50 mg-Pt cm�2, active electrode-area 29.2 cm2, JARI standard cell [48]

Table 3.5 Conditions of anode and cathode gas for both the air-air cycle (H2-SU/SD process) and
the N2-air cycle at 50 �C and 30% RH under ambient pressure [48]

Anode gas (ml / min) Cathode gas (ml / min) Time (s)

Step 1

H2 : 100

air-air N2-air
180N2 : 80

O2 : 20 N2 : 100

Step 2 N2 : 0
O2 : 0 N2 : 0 720

Step 3 N2 : 80
O2 : 20

N2 : 80
O2 : 20
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after 1000 cycles; moreover, the ECA and MA losses, even at 100 cycles, were
ca. 13% and 26%, respectively [48].

We attempted to clarify the mechanisms for the COR occurring during H2-SU/SD
by examining (1) the effect of the presence of Pt by comparing CLs consisting of CB
either with or without Pt on either side of the membrane (Fig. 3.22), (2) the time
dependence of the COR during H2-SU/SD by comparing the amounts of CB being
oxidized for N2 versus air supply to the cathode in the first step (Table 3.5, Fig. 3.23),
and (3) the correlation between the COR and the state of Pt oxidation by comparing
the amounts of CB being oxidized during H2-SU/SD with versus without a cathode
potential hold (Fig. 3.24).

Based on these results (Fig. 3.22), it can be seen that the COR occurred only to a
negligible extent in the absence of Pt in the cathode but was greatly accelerated in the
presence of Pt. Comparing the air-air and N2-air cycles, the difference in the amounts of
CB being oxidized corresponds to the amount of CB oxidized in step 2 of the H2-SU/
SD process (Fig. 3.23, Table 3.5). These results indicate that the percentages of COR
occurring during H2 permeation were 23% and during air re-introduction were 77%.

Table 3.6 Conditions of anode and cathode gas for the air-SU/SD cycle at 50 �C and 30% RH
under ambient pressure [42, 48]

Anode gas (mL/min) Cathode gas (mL/min) Time (s)

Step 1 Air: 360
Dry

N2: 80
O2: 20
Wet

300

Step 2 H2: 38
Wet

N2: 80
O2: 20
Wet

300

Fig. 3.21 (a) Changes of the Ecell and CO2 concentration and (b) ratio of the oxidized CB to the
total CB in the CL during both the air-SU/SD and H2-SU/SD processes [48]
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The changes both of Ecell and the CO2 concentration during the air-air cycle with
and without the Ehold in step 2 can be seen in Fig. 3.24a. The CO2 concentration was
found to decrease with increasing holding potential. The electric charges for both Pt
oxidation (QPt-oxidation) and Pt oxide reduction (QPtO-reduction) occurring at the various
holding potentials were obtained from the CVs in order to relate the amount of CB
being oxidized to the Pt oxidation state. QPtO-reduction values with various lower
potential limits and QPt-H values were determined from the areas under the CVs, as
shown in Fig. 3.24b. The relationships between the holding potential and both (right
axis, Fig. 3.24c) the amount of oxidized CB and (left axis) QPtO-reduction obtained
during the air-air cycles, with and without the Ehold in step 2 of H2-SU/SD, are
shown. Both the amounts of oxidized CB andQPtO-reduction decreased with increasing

Fig. 3.22 Changes of the
Ecell and CO2 concentration
with CB and Pt/CB both in the
anode and cathode during the
H2-SU/SD process (air-air
cycle in Table 3.1) [48]

Fig. 3.23 (a) Changes of the Ecell and CO2 concentration and (b) ratio of the oxidized CB to the
total CB in the CL during both air-air cycles and N2-air cycles in Table 3.5 [48]

3 Evaluation of Cell Performance and Durability for Cathode Catalysts. . . 77



holding potential. This result clearly indicates that the extent of COR was correlated
with the amount of Pt oxide reduction. On the other hand, as reported by Linse et al.,
a higher cathode potential served to decrease the extent of COR; the degree of Pt
oxidation increased in the potential range from 0.4 V to 1.0 V [6]. Thus, we can
propose a practical strategy that could be implemented in FCV systems would be to
hold the cathode potential at relatively high values during H2-SU/SD to suppress
the COR.

Based on the above results, we propose three different types of mechanisms for
the COR in both steps 2 and 3 of H2-SU/SD due to the nonuniform distributions of
both ionomer and Pt particles (Fig. 3.25). The COR was caused by local cells that
arose due to (i) a limited access of H2 or limited access of protons associated with
(ii) the reduction of the Pt oxide during the H2 permeation from the anode to cathode
and (iii) the ORR at metallic Pt sites during the air re-introduction.

In order to improve the durability of PEFCs in FCVs, the use of higher stability
support materials, such as GCB [13, 42] or metal oxides [50–58], is an effective
approach to inhibit the COR during the H2-SU/SD process. Based on the COR
mechanisms (i), (ii), and (iii), the uniform distribution of the ionomer in the cathode
CL can prevent both the inhibition of the H2 supply and the shortage of H+, which
lead to the COR associated with the reduction of the Pt oxide and the ORR. The

Fig. 3.24 (a) Changes of the Ecell and CO2 concentration during air-air cycles with and without the
Ehold, (b) CVs at 50 �C with 30% RH N2 in the cathode and 30% RH H2 in the anode, and
(c) relationships both of the oxidized CB ratio to the total CB in the CL during the H2-SU/SD
process and QPtO-reduction with the lower limit of the cathode potential [48]
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increase of the exchange speed of air in the cathode also mitigates the COR caused
by a mechanism (iii). The effects of these approaches on the durability during the
SU/SD process can be further enhanced by the preservation of a more highly
oxidized state of the Pt.

3.2.6 Load Cycle Durability of a Pt/GCB

This research focused on load cycling, which can accelerate the degradation of the Pt
nanoparticles (NPs), due to dissolution [59–62] and particle growth [63, 64]. Many
researchers have attempted to address this issue. It is well known that the degradation
of Pt NPs is evaluated by potential cycling, which simulates load cycling, using a

Fig. 3.25 Oxidation mechanisms of the carbon support due to local cells during step 2 (H2

permeating to the cathode from the anode) both with (i) a single Pt particle and (ii) two or more
Pt particles, and (iii) during the step 3 (artificial air resupplied) during the H2-SU/SD process [48]

3 Evaluation of Cell Performance and Durability for Cathode Catalysts. . . 79



potentiostat. The degradation of Pt has been intensively investigated under various
potential cycling conditions by Mitsushima et al. [65–68]. According to these
papers, the degradation of Pt under potential cycling is accelerated by a high
positive-going sweep rate and a low negative-going sweep rate [66], increasing
temperature, and decreasing pH [67]. Moreover, other researchers have also reported
the degradation of Pt under various potential cycling regimes [69–71]. Uchimura
et al. have reported that the degradation of Pt was accelerated to a greater extent
during potential cycling involving asymmetric triangular profiles with lower
negative-going sweep rates compared with those with low positive-going sweep
rates [69]. Yasuda et al. found that Pt deposition in the membrane was accelerated by
the presence of hydrogen transported through the membrane from the anode. This
deposition was also affected by the presence of oxygen in the cathode
[71]. Kongkanand et al. also concluded that the electrooxidation of Pt is accelerated
more by the presence of oxygen than the presence of nitrogen at lower potentials
[72]. The degradation of Pt NPs during potential cycling is primarily caused by
Ostwald ripening and place exchange. As already mentioned, Ostwald ripening leads
to increased Pt particle size, because the smaller particles have a higher surface
energy and thus are less stable than the larger particles [68, 71, 73, 74]. Oxygen
atoms adsorbed on the Pt surface can enter the Pt lattice by place exchange at
potentials greater than 1.1 V [75–78]. These studies have revealed that the degrada-
tion of Pt during potential cycling is correlated strongly with the oxidation of Pt NPs.
However, it has been suspected that the actual degradation of Pt is different from that
observed with potential cycling with H2/N2 because the FCV operating condition
includes load cycling with H2/air.

In this research (Fig. 3.26 and Table 3.7), we investigated the degradation of the
electrocatalyst in terms of Pt dissolution, Pt deposition, and Pt particle growth in
both the CL and membrane under various conditions, as follows: load cycling
involving OCV and load holding times at a high current density (sample names
A1, A2, and A3); at a lower current density (A5); and at OCV (A4) under 100% RH
and a lower RH (A6). The electrochemical evaluation was carried out with CV and
I-E curve measurements (Figs. 3.27 and 3.28). The electrodes were analyzed by
TEM (Fig. 3.29), scanning ion microscopy (SIM, Fig. 3.30), and STEM energy-
dispersive X-ray spectroscopy (EDX) before and after the load cycling evaluations
(Fig. 3.31). These results provide information on the degradation of Pt under realistic
FCVoperating conditions.

The Pt degradation on the GCB support was examined during load cycling as a
function of the holding times of OCV/load at 80 �C and 100% RH, and it was found
that the interim load cycles between the OCV holding periods clearly affected the
degradation of the cathode electrocatalyst (Figs. 3.27 and 3.28d, A3>A1>A2, and
A3 > A4). This phenomenon corresponds to the previous results of our group, as
described above, which reported the deleterious effects of interim CV and I-E on
Pt/CB catalyst degradation during SU/SD cycling evaluation [38, 42]. In addition,
the Pt dissolved from the cathode CL was significantly deposited in the membrane
during load cycles with longer OCV holding times (Fig. 3.29c). The results of
Figs. 3.30 and 3.31 indicate the effect of both the RH (A6) and the current density
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on the Pt degradation during load cycles with longer OCV holding times; specifi-
cally, it was found that the load cycle with lower current density (A5), i.e., higher
operating potential, accelerated the Pt particle growth but suppressed the Pt disso-
lution. It was also revealed that both the dissolution and the redeposition of Pt were
effectively suppressed during load cycles at lower RH due to the decrease of the
water content in both ionomer and membrane, which contributed to the poor
transport of Pt ions and the suppression of Pt oxidation. The degradation of the
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Fig. 3.26 Protocol for the simulation of fuel cell load cycles with OCV and various current loads
(0,0.1,0.2, 0.5 A cm�2) with supply of H2/air at either 50 or 100% RH; holding time at OCV,
τ(OCV) = 3, 60 and 600,000 s, and holding time under current load, τ(CL) = 0, 3 and 60 s [59]

Table 3.7 Load cycle conditions [59]

Sample
name

Nominal
cell
potential
range, (V)

OCV
holding
time, (s)

Load
current
density,
(A cm�2)

Load
holding
time, (s)

Cycle
number

Total
OCV
holding
time,
(s (min))

Relative
Humidity,
% RH

A1 Ca.
0.63$OCV

3 0.5 3 10,000 30,000
(500)

100

A2 Ca.
0.63$OCV

3 0.5 60 10,000 30,000
(500)

100

A3 Ca.
0.63$OCV

60 0.5 3 10,000 600,000
(10000)

100

A4 OCV 600,000 0 0 – 600,000
(10000)

100

A5 Ca.
0.73$OCV

60 0.1 3 10,000 600,000
(10000)

100

A6 Ca.
0.63$OCV

60 0.2 3 10,000 600,000
(10000)

50
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electrocatalyst in the case of the high current density range (A3, ca. 0.63 V- OCV,
Fig. 3.31a), in the presence of large amounts of crossover H2 and back-diffusing
water, was preferentially caused by the Pt dissolution near the membrane boundary.
That in the case of low current density (A5, ca. 0.73 V- OCV, Fig. 3.31b), in the
presence of small amounts of crossover H2 and back-diffusing water, was preferen-
tially caused by Pt particle growth. On the other hand, in the durability evaluation at
low RH (A6, Fig. 3.31c), in the presence of small amounts of water, both the Pt
dissolution and Pt particle growth were effectively suppressed.

We illustrate the models of both the Pt degradation and the suppression in
Fig. 3.32. The Pt oxidation dependence on the holding potential might also depend
on the holding time at a high cell voltage such as the OCV. Uchimura et al. reported
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Fig. 3.27 (a) Normalized ECA changes during the durability evaluations of load cycles with
holding times of OCV/load (0.5 A cm�2) between ca. 0.63 Vand OCVat 80 �C and 100% RH, ◊:
3 s/3 s (A1),○: 3 s/60 s (A2),□: 60 s/3 s (A3), (b) IR-free I-E curves before and after the durability
evaluations at 80 �C and 100% RH under H2/air, (c) Normalized ECA changes during the load
cycles and the OCV holding at 80 �C and 100% RH,□: OCV/load holding time of 60 s/3 s (A3),△:
OCV holding time of 10,000 min (A4), (d) IR-free I-E curves before and after the load cycles and
OCV holding at 80 �C and 100% RH under H2/air (0.1 MPa), Pt loading (cathode/anode) 0.1/
0.5 mg-Pt cm�2, Nafion (NRE211), active electrode-area 29.2 cm2, JARI standard cell [59]
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that the Pt surface is covered with oxide species during the potential cycling in the
potential range from 0.80 V to 0.95 V [70]. Kongkanand and Alsabet have also
reported that Pt is more oxidized at higher potentials and longer holding times [72,
79]. The Pt dissolution is accelerated when the upper potential limit is greater than
0.8 V [36]. In addition, the presence of O2 can induce place-exchange [72]. There-
fore, similar to results presented in the previous Section, these results suggest that the
degradation from Pt dissolution is accelerated by both deep oxidation and reduction
of PtO, which are caused by both the longer OCV holding and the lower potential
limit, respectively (A3). The reduction of PtO is well known to produce Pt2+

[36]. The Pt dissolution during the load cycles occurs particularly in the cathode
CL near the membrane side, as shown in Fig. 3.31a. The dissolved Pt2+ ions diffuse
into the membrane and are deposited therein by crossover H2 from the anode, as
shown in Fig. 3.29c. These Pt degradation modes in the CL are illustrated in
Fig. 3.31a. The cell performance in the high current density region decreases
remarkably because the proton paths are extended by the Pt dissolution in the
cathode CL near the membrane side (A3 in Figs. 3.27b, d, 3.30b, c, and 3.31a).

In the load cycles of condition A5 (low current density, ca. 0.73 V, and OCV), the
deterioration of the cell performance was suppressed to a greater extent than that in
the A3 condition (high current density, ca. 0.63 V, and OCV). The comparison of the
Pt distribution after the load cycles between conditions A3 and A5 (Fig. 3.31)
indicates that the disappearance of Pt in the CL near the membrane side was
suppressed by the low current load of the A5 condition. However, the Pt particle

Fig. 3.28 TEM images of Pt/GCB cathode catalyst before and after the durability evaluations:
(a) initial Pt/GCB cathode electrocatalyst after conditioning, (b) after the durability evaluation with
holding times of OCV 3 s/load 3 s (A1), (c) OCV 3 s/load 60 s (A2), (d) OCV 60 s/load 3 s (A3),
(e) OCV holding time of 10,000 min without load cycle (A4) [59]
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growth was enhanced by the A5 condition, which seems to have been caused by
electrochemical Ostwald ripening. With the lower potential of ca. 0.63 V, more PtO
is reduced, producing Pt2+, which can then diffuse into the membrane, whereas at
ca. 0.73 V, less PtO is reduced, and the Pt2+ tends to be deposited within the CL. In
addition, the increase of water back-diffusion is suppressed at the lower current
density of 0.1 A cm�1, compared with the higher current density of 0.5 A cm�1,
which would otherwise help to carry the Pt2+ ions into the membrane. Crossover H2

may also be suppressed, which otherwise would have caused Pt to be deposited in
the membrane at the lower current density. The operating condition with current load
affects the amount of water associated with transporting protons [80]; increased
humidity has been shown to enhance the H2 permeability [81], so we hypothesize
that increased load leads to increased H2 crossover. These Pt degradation modes are
consistent with Fig. 3.31b and are illustrated in Fig. 3.32b.

Fig. 3.29 SIM images of the cross-sections of MEAs after the durability evaluations: (a) with
OCV/load holding times of 3 s/3 s (A1), (b) 3 s/60 s (A2), (c) 60 s/3 s (A3), (d) OCV holding time of
10,000 min (A4) [59]
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In the case of the low RH condition of A6, the deterioration of the cell perfor-
mance and the QPtO were smaller than those of the other conditions (Fig. 3.30). The
thicknesses of both the ionomer and the membrane would decrease with decreasing
RH, and the water contents would also decrease. The Pt ion transport in the ionomer
and membrane would decrease with the shrinking of the water (and ionic) channel
networks due to the decrease of the water content [33]. In addition, the oxidation of
Pt was suppressed during the load cycles under low RH conditions [59]. Uchimura
et al. have also reported that Pt dissolution is suppressed at low RH (ca. 30% RH)
[67]. Therefore, the Pt dissolution and particle growth during the load cycling under
lower RH conditions was suppressed (Fig. 3.31c, f), because the Pt ion transport was
low, the oxidation of Pt was limited, and the redeposition of Pt was inhibited, as
illustrated in Fig. 3.32c. Consequently, we found that low RH operation during load
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Fig. 3.30 (a) IR-free I-E curves before and after the durability evaluations, (b) difference of cell
voltages before and after the durability evaluations using A3, A5, A6 conditions, (c) Normalized
ECA changes of the cathode during the durability evaluations using A3, A5, A6 conditions,□: load
cycle with OCV/load holding times of 60 s/3 s (A3),△: load cycle with low current density (A5),○:
load cycle at low RH (A6), [59]
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cycling is important in suppressing the Pt degradation from Pt dissolution and Pt
particle growth in the cathode CL. Thus, we conclude that the Pt degradation during
load cycling can be suppressed by operation with a suitably low RH, even for longer
OCV holding times, such as during idling and immediately after fuel cell SU.

3.3 Synthesis and Evaluation of Cell Performance
and Durability for Pt Supported on Conducting Ceramic
Nanoparticles During Simulated SU/SD Cycles

3.3.1 Degradation of Carbon Support and Alternative Support
Materials

In the previous Section, we focused on the problem of the degradation of the carbon
support, which should be solved in order for the fuel cell to find widespread
application in vehicles and residential power units. The carbon support has an
intrinsic thermodynamic instability as a result of its oxidative corrosion to carbon
dioxide (Eq. 3.2) under the typical PEFC operating condition of low pH and high
humidity [34, 82].
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Fig. 3.31 Pt distribution by EDX element mapping (left) and Pt line scan (right) in the cathode CL
near side of the membrane after the durability evaluations using (a) load cycle with long OCV
holding time (A3), (b) with low current density (A5), and (c) at low RH (A6). The vertical axis
shows the CL distance from the membrane. TEM images of Pt particles on GCB support (left) and
particle size distribution of Pt (right) after the durability evaluations; (d) load cycles with long OCV
holding time (A3), (e) with low current density (A5), and (f) at low RH (A6) [56]
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Cþ 2H2O ! CO2 þ 4Hþ þ 4e�; E
� ¼ 0:207 V vs: RHE (3:2)

Operation in the higher potential range (>0.9 V), particularly under automotive
SU/SD conditions, accelerates the degradation of the cathode catalyst and leads to
the deterioration of the PEFC performance, as we have described in detail in the
previous Sections.

The development of alternative supports to carbon with high electrical conduc-
tivity and stability in the high potential range is thus an extremely important issue to
address in order to ensure the success of fuel cell commercialization. A number of
candidates have been reported, such as TiO2, SnO2, TiB, TiN, WO3, TiC, WC,
In2O3, IrO2, In2O3-SnO2, Ti4O7, and TiOx [50, 83–93]. Moreover, alternative non-
carbon supports also require the high surface area to maintain a high dispersion of
the Pt nanoparticles. Mesoporous particles [94, 95], nanoparticles [96, 97], nano-
tubes [98], and nanowires [99] have been reported as preferred microstructures to
construct high surface area supports. In addition, the electrocatalyst of the PEFC is

Pt2+ Pt2+
Pt2+

Pt2+

Pt2+

Pt2+
Pt2+

Pt2+

H+

Pt2+

(a)

(b)

(c)

Increasing proton 
path length

Ionomer

Membrane

Carbon

Degradation due to Pt dissolution

Degradation due to Pt particle growth

Suppressed Pt dissolution and particle growth

Decreasing thickness 
of ionomer including 
water

Fig. 3.32 Schematic of Pt (black) degradation on the GCB (gray) support in the cathode for
(a) load cycles with a longer OCV holding time (A3, ca. 0.63 V – OCV, 100% RH), (b) that
with a low current density range (A5, ca. 0.73 V – OCV, 100% RH), (c) that at low RH (A6, ca.
0.63 V – OCV, 50% RH) [59]
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necessarily in the form of a gas diffusion electrode, which requires not only a high
surface area but also electrically conductive pathways and gas diffusion pathways.

To meet these requirements, we proposed nanoparticle nitride/carbide supports,
specifically, TiN and TiC [100–103], and the nanoparticle oxide supports SnO2 and
TiO2 with fused-aggregate network structures to be applied to PEFC cathodes [56,
104–110]. In particular, the fused-aggregate network structure, involving fusion of
nearest-neighbor particles to form a random branching structure, is similar to that of
CB and GCB. We have examined the performance and durability of these catalysts
by rotating disk electrode (RDE) and single cell measurements.

3.3.2 Pt Supported on Titanium Nitride (Pt/TiN) and Carbide
(Pt/TiC)

Titanium nitride (TiN) is known to be exceptionally stable under acidic conditions,
and therefore, it has been used as a corrosion-resistant coating on stainless steel
[100–103]. TiN also has more than a factor of ten greater electrical conductivity
compared to those of typical oxides or carbons. TiN nanoparticles with high surface
area were obtained in a tailor-made fashion by use of a radio frequency (RF) plasma
method (Nisshin Engineering Co.). The surface area of the TiN support was mea-
sured to be 40 m2 g�1 by the BET adsorption method (BELSORP-max, Micro-
tracBEL, Inc.). We synthesized Pt catalysts supported on titanium nitride nanoparticles
(Pt/TiN, Pt loading, 8.9 wt%) by a colloidal method. The Pt nanoparticles were found to
exhibit a characteristic hexahedral shape, with clear faceting and a lattice structure that
was highly oriented to that of the TiN support, indicating a strong interaction between the
Pt nanoparticles and the TiN support. We evaluated the electrochemical activity of the
Pt/TiN both without and with mixing with electrically conducting acetylene black (AB),
the latter denoted as Pt/TiN + AB. The ECA of Pt in Pt/TiN + AB was noticeably larger
than that of Pt/TiN, reaching 108 m2gPt

�1 as a maximum, which was close to the
geometrically estimated Pt surface area (127 m2gPt

�1), based on TEM. By means of a
potential step cycling test (0.9~1.3 V vs. RHE, 30 s) simulating SU/SD cycles in PEFCs,
it was found that both of the TiN-based catalysts exhibited superior durability compared
to commercial Pt catalysts supported on Pt/CB or Pt/GCB, based on the ECAvalues in
Fig. 3.33c. The mass activities at 0.85 Vof both of the TiN-based catalysts for the ORR
were also higher than those for commercial Pt/CB or Pt/GCB during the potential step
cycling test shown in Fig. 3.33b. Similar results were also obtained for Pt catalysts
supported on titanium nitride nanoparticles (Pt/TiC).

We also successfully fabricated practical-size MEAs with well-dispersed Pt/TiN +
AB cathode CLs. The electrical resistance and the ECA can be controlled by the
amount of AB additive, as predicted by percolation theory. For AB contents greater
than 37 vol.%, the AB networks were nearly as effective as that for Pt/GCB. The Pt
utilization (UPt) value was close to 100% in a practical-sized MEA using a Pt/TiN +
47 vol.%AB cathode. According to the Tafel slope analysis, it was also found that the
percolated AB network supplied effective gas transport pathways that were not
flooded by generated water, thus enhancing the oxygen mass transport. The
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practical-sized MEA using Pt/TiN + 47 vol.% AB showed 1.5 times greater mass
activity compared with an MEA using a commercial Pt/GCB catalyst (Fig. 3.34). We
have recognized that these alternative supports require the capability of constructing
both electrically conductive pathways and gas diffusion pathways (Fig. 3.35).

Fig. 3.33 TEM image of Pt/TiN (a). The change of mass activity (@0.85 V) (b) and ECA of
Pt/TiN during the accelerated durability test (0.9–1.3 V, 30 sec.) (c) [101]

Fig. 3.34 I-E curves of the single cell using Pt/TiN and Pt/TiN + x vol.% GCB cathode catalyst
((a): 80 �C, 80%RH, (b): 80 �C, 100% RH) [101]
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3.3.3 Pt Supported on SnO2 Catalysts

3.3.3.1 Synthesis of Pt/SnO2 Catalyst
In the previous Section, it was pointed out that high performance for new support
materials requires the construction of both electrically conductive pathways and gas
diffusion pathways, in addition to the high surface area [56, 104–110]. The flame
oxide-synthesis method is one of the well-known bottom-up techniques for nano-
particle synthesis by use of a flame spray (Fig. 3.36), and it has been found to
produce particles with carbon-like microstructure. The nanoparticles are character-
ized by a highly crystallized single phase and relatively high surface area
(20–100 m2 g�1). The particles can be produced with partial necking to nearest
neighbor particles, as evaluated by a “necking index” or NI: (NI= BET surface area/
estimated geometrical surface area from the crystallite size defined by XRD). We
have investigated the relationship between NI and electrical conductivity. The
electrical conductivity of Nb-SnO2 nanoparticles was found to increase with increas-
ing NI (Fig. 3.37). The electrical conductivity of the support was also enhanced by
changing the microstructure from a close-packed fused-aggregate type to a chain-
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like type (Fig. 3.38). The Nb-SnO2 obtained was found to exhibit the same micro-
structure of that of CB, based on the comparison of TEM images. In particular, the
pore volume of the Nb-SnO2 with chain-like fused-aggregate structure was also
comparable to that of CB (Fig. 3.39).
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Fig. 3.37 The electrical conductivity behavior of Nb-SnO2 as a function of necking index [106]
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Fig. 3.38 The electrical conductivity of Nb-SnO2 with fused-aggregated network structure as a
function of primary pore volume [106]
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3.3.3.2 Evaluation of Pt/SnO2 Catalyst by RDE
Pt catalysts supported on Sb-SnO2, Nb-SnO2, and Ta-SnO2 nanoparticles
(Pt/Sb-SnO2, Pt/Nb-SnO2, Pt/Ta-SnO2) were synthesized by a colloidal method
(Fig. 3.40). The Pt nanoparticles had a characteristic hexahedral shape with clear
faceting and a lattice structure that indicated high orientation to that of the Nb-SnO2

support. The mean Pt particle sizes were also from 2.6 nm to 3.1 nm with a well-
controlled narrow dispersion. The Pt loadings amount for each catalyst were from
15.0 wt % to 20.0 wt %.

The Fig. 3.41 shows a successive series of environmental TEM images of a
Pt/Sb-SnO2. The Pt/Sb-SnO2 catalyst was kept at 300 �C in 1 Pa of nitrogen
atmosphere for 4 h. We observed that the encapsulated phase with an amorphous
thin layer of several nm in thickness was on the Pt surface (Fig. 3.41a). The
amorphous thin layer was characterized by a high-resolution, atomic-scale transmis-
sion electron microscope equipped with EDX, and Sn, Sb, and O peaks were

(c)Primary pore

Secondary pore

Fig. 3.39 (a) TEM images of Nb-SnO2 with a chain-like fused-aggregated network structure,
(b) CB, and (c) cumulative pore volume of the Nb-SnO2 and CB [106]

Fig. 3.40 (a) TEM images of typical Pt catalysts supported on SnO2 Pt/Ta-SnO2 and
(b) Pt/Nb-SnO2 [106, 107]
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detected. We concluded that the encapsulated thin layer on Pt surface was the
amorphous Sb-SnO2 phase. Such encapsulation of Pt nanoparticles by SnO2 was
also reported by Kamiuchi et al. [109, 110]. We also found that the most of the
amorphous layer on the Pt nanoparticle surfaces decreased in size or disappeared
after changing the atmosphere to 1.0 Pa 1%-H2 (balance N2), as shown in Fig. 3.41b.
We considered that the encapsulated amorphous layer on the surface of Pt nano-
particles would degrade the catalytic activity, and thus we sought to produce a clean
Pt surface via a heat treatment procedure.

Moreover, the loaded Pt particles were found to be hemispheric in shape and
oriented to the SnO2 support after the sintering procedure. This result relies on a
strong interaction between the Pt and highly crystallized Nb-SnO2 support
(Fig. 3.41c). We expected that such interaction between the Pt catalysts and the
Nb-SnO2 support could also have prevented the Pt nanoparticle migration and that
the durability of the catalysts under operating conditions would be improved.

The apparent electrical conductivities of the Pt/Nb-SnO2 under air condition as a
function of the Pt loading amount was shown in Fig. 3.42. We found that the
apparent electrical conductivities of the Pt/Nb-SnO2 were enhanced greatly with
increasing Pt loading amount, by more than two orders of magnitude, compared to
that of the support alone. Generally, the electrical conductivity of nanometer-sized
metal oxide particles is influenced on the adsorbed molecules. Chemisorbed,
charged oxygen species (O2

�, O�, O2�) can be generated on the oxide surface by
the reduction of oxygen molecules by electrons supplied from the oxide [111–113].

We measured in more detail the behavior of the electrical conductivity of the
Pt/Nb-SnO2 and Nb-SnO2 under various gas atmospheres. The rectangular shape of
pressed sample was set in the electrical conducting measurement system and pre-
treated at 150 �C under argon for 1.5 h to desorb the adsorbed molecules on the
surface, following a reported procedure [112], and then cooled in an argon atmo-
sphere without exposure to ambient atmosphere. The atmosphere in the system was
replaced with pure oxygen for 3 h and then replaced by argon again. The sequence of
temperature and atmosphere treatments was shown in Fig. 3.43. During this
sequence, the electrical conductivities at 25 �C were monitored and were shown in

Fig. 3.41 (a) In situ TEM images of Pt/Sb-SnO2. 300 �C in N2 1 Pa, (b) change to 300 �C in 1%
hydrogen (N2 balance), (c) high-resolution TEM images of Pt/Nb-SnO2 (c) [56, 104]
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Fig. 3.43. We found an electrical conductivity at Pt/Nb-SnO2 decreased abruptly but
slightly as the atmosphere was changed to oxygen, but the conductivity recovered
slowly after changing back to an argon atmosphere. However, the conductivity of the
Nb-SnO2, which was heat-treated in the same procedure, decreased markedly in an
oxygen atmosphere, and the conductivity did not recover after changing from
oxygen back to the argon atmosphere.

We consider that the Pt nanoparticles might diminish the influence of adsorbed
oxygen species on the charge carriers on the tin oxide nanoparticle surface. On the
nanosized tin oxide, the charged oxygen species (O2

�, O�, O2�) are thought to
introduce a depletion layer, with band bending, on the surface of the oxide [111], as
shown in Fig. 3.44a, b. This band bending in the depletion layer increases the grain
boundary resistance and interparticle resistance of the nanoparticles, thus
interrupting the electron conduction in the oxide [112, 113]. The development of
necking decreased the grain boundary and interparticle resistances (Fig. 3.44c–e).
Moreover, our results indicated that Pt nanoparticles mitigated the influence of
adsorbed oxygen species on the Nb-SnO2 nanoparticle surface, by analogy with
similar phenomena for titanium dioxide [111]. The result would shrink the depletion
layer with the relief of band bending and would suppress the grain boundary and
interparticle resistances (Fig. 3.44c–e).

The RDE measurements were conducted in 0.1 M HClO4 solution saturated with
N2 at 25 �C. The CVs for Pt/Sb-SnO2, Pt/Nb-SnO2, and Pt/Ta-SnO2 showed the
hydrogen adsorption/desorption peaks clearly. Anodic current due to oxide forma-
tion on the platinum surface also arose above 0.7 V versus RHE. These peak
positions and behavior were matched well with those for the commercial Pt/CB or
Pt/GCB for the similar potential sweep range (0.05 V to 1.0 V vs. RHE), as reported
in previous work [18, 104, 105]. The kinetically controlled current density and mass
activity at 0.85 V of Pt/Sb-SnO2, Pt/Nb-SnO2, Pt/Ta-SnO2, commercial Pt/CB, and

Fig. 3.42 Apparent electrical
conductivities of Pt/Nb-SnO2

particles in air atmosphere
plotted versus the Pt loading
[106]
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commercial Pt/GCB were summarized in Fig. 3.45. Thus, superior ORR activities of
Pt/Sb-SnO2, Pt/Nb-SnO2, and Pt/Ta-SnO2, of which the supports were synthesized
by flame oxide-synthesis method, were apparent in the other commercial Pt catalyst
supported on carbon. We concluded that the SnO2 materials with fused-aggregate
network structure were promising candidates for catalyst supports for PEFC
cathodes.

3.3.3.3 Evaluation of Pt/SnO2 CL by MEA
We also evaluated the single cell performances of PEFCs using Pt/Nb-SnO2 with/
without GCB. The single cell using Pt/GCB was also evaluated as a reference. The
cross-sections of the Pt/Nb-SnO2 cathode layer with/without GCB (13 vol.%) are
investigated by SEM and TEM as shown in Fig. 3.46a–d, respectively. The CL of
Pt/Nb-SnO2 with fused-aggregate network structure constructed a porous structure,
and the CL of Pt/Nb-SnO2 with GCB also formed a porous structure (Fig. 3.46a–c).

Fig. 3.43 The apparent
electrical conductivity of
Nb-SnO2 and Pt/Nb-SnO2

monitored under Ar and O2

atmospheres. The sequence
shows the temperature and
atmosphere during the heat
treatment and conductivity
measurements, a variation of
the apparent electrical
conductivity of Nb-SnO2 and
Pt/Nb-SnO2 by changing
atmospheric conditions. Each
sample was pretreated at
150 �C in argon and cooled to
room temperature under the
same atmosphere, without
exposure to the ambient
atmosphere [106]
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The added GCB (lighter gray particles) was well-mixed with the metal oxide (dark
gray) as shown in Fig. 3.46d. These observations for the mixed CL of
Pt/Nb-SnO2 + GCB was constructed by the CL consisted of segregated agglomerates
with a similar size (sub-μm) of highly hydrophilic and hydrophobic phases.

Figure 3.47 demonstrated the IR-free I-E curves and ohmic resistances of the cells
using Pt/Nb-SnO2 and Pt/GCB as cathodes (Pt loading, 0.05 mg�cm�2) at 80 �C
under various operating conditions, as indicated in the figure caption. The ohmic
resistances of the two cells, or the Pt/Nb-SnO2 and Pt/GCB cathodes, were similar to
each other in the whole current density regions as well as all humidity conditions
measured. These resistances largely rely on those of the electrolyte membranes, not
of the CLs from the results of impedance measurement of the frequency of around
10 kHz. The performance of the cell with Pt/Nb-SnO2 measured under air was lower
than that of the Pt/GCB cathode at 100% RH, but equal at 80% RH. The superior
performance of the cell using Pt/Nb-SnO2 to those for Pt/GCB appeared in the low
humidity region, from 30% to 53% RH. Though the resistances of the cell were
similar to each other, the IR-free performances of the cells and cathode polarizations
exhibited significant differences. This dependence of the cathode performances on
the humidity should rely on the different performances of each cathode CLs. We
should consider the controlling factors, such as the electrical conductivity of the
catalyst supports, protonic conductivity of the Nafion binder, or diffusivity of
reactant air or product H2O. In our previous research [106, 107], the fused-aggregate
network structure of the Nb-SnO2 was constructed and supplied the electrically
conductive networks, which affect the decrease of the cell resistances up to that
using Pt/CB. Therefore, the electrical conductivity was not a possible reason for the
significant dependence of the performance on humidity.

The Pt/Nb-SnO2 surface is a hydrophilic character and may play a significant
advantageous role in improving the protonic conductivity of the binder in the low
humidity condition, compared with GCB surface. But the surface property may play
a disadvantageous role under excess humidification conditions, e.g., at 100% RH. In
general, the cell performance in the high current density region is also obeyed with
an increase of the diffusivity of reactants and/or products in the CLs. In our previous

Fig. 3.45 Kinetically current density and mass activity @0.85 V in each catalyst
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research, it was reported that the adding AB in the Pt/TiN cathode can provide
electrically conductive pathways in the CL, and mitigated the ohmic resistance of the
cell, with the behavior consistent with percolation theory [102]. However, significant
improvement of the cell resistance did not appear by the addition of GCB. It is
certain that the Nb-SnO2 with fused-aggregate network structure supplies excellent
electrically conductive pathways, even compared with the GCB support. Therefore,
the electrical conductivity in CL of Pt/Nb-SnO2 would not be the main reason for the
improvement of the cell performance. The Pt-mass powers at 0.5 Vof each cell are
shown in Fig. 3.48. The mass power of the Pt/Nb-SnO2 cathode without GCB
between 30% and 80% RH was higher than that of the Pt/GCB cathode. However,
the mass power decreased to half that for Pt/GCB at 100% RH due to the flooding of
the CL. But, the Pt-mass powers of Pt/Nb-SnO2 + AB are clearly able to be improved

Fig. 3.46 SEM images and TEM images of cathode catalyst layers, (a) SEM and (b) TEM images
of Pt/Nb-SnO2, (c) SEM and (d) TEM images of Pt/Nb-SnO2 with 13 vol.% of GCB [56]
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over the whole humidity range, as shown in Fig. 3.48, even though the 100% RH,
and reached high values greater than 10 kW g�1over 23 vol.% of GCB.

Figure 3.49 shows the IR-free I-E curves of the cells at initial and 60,000 potential
cycles at 80 �C and 100% RH. The initial performance of the Pt/Nb-SnO2 cathode
with GCB was superior to that without GCB and still higher than that of Pt/GCB.
After 60,000 potential cycles, the cell performance of the Pt/Nb-SnO2 cathode
without GCB was highest in the other CLs.

The performance of Pt/Nb-SnO2 without GCB, which had the highest ECA after
the durability evaluation, was not exceeded to that with GCB. These results dem-
onstrate that the degradation tendency of the actual cell performance did not
correspond to the ECA change. The changes of ECA are shown as a function of
the number of potential sweep cycles in Fig. 3.50. The initial ECA of Pt/Nb-SnO2

with/without GCB (23 vol.%) were 45 m2 gPt
�1 and 46 m2 g�1, respectively, and

were well retained, decreasing only to 70% after 60,000 potential cycles. The initial
ECA of Pt/GCB (38 m2 gPt

�1) was lower than that of Pt/Nb-SnO2 with/without
GCB, and decreased to about 35% of the initial value after 60,000 cycles. The severe
ECA losses for Pt/GCB were due to severe carbon corrosion accompanied with both
aggregation and isolation of Pt particles [13]. We concluded that the Pt/Nb-SnO2
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Fig. 3.47 IR-free I-E curve and ohmic resistances of versus current density in the cells
using Pt/Nb-SnO2 and Pt/GCB as cathode catalysts at 80 �C, supplied air/H2, humidifying at
(a) 100% RH, (b) 80% RH, (c) 53% RH, (d) 30% RH, under ambient pressure. Pt loadings
0.05 mgPt cm

�2 [56]
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cathode with/without GCB (23 vol.%) exhibits excellent durability for high cathode
potentials, based on these results for ECA and IV performance evaluation.

TEM images of the Pt/Nb-SnO2 CL and Pt/GCB CL both before and after
durability evaluation are shown in Fig. 3.51. The Pt nanoparticle size on the
Pt/Nb-SnO2 surface changed from 3.0 � 0.6 nm (initial state) to 4.9 � 0.8 nm
(after 60,000 cycles) in diameter during durability evaluation. The Pt particle shape
changed from hemisphere to spherical, which caused the decrease of ECA for
Pt/Nb-SnO2 (Fig. 3.51a, b). This phenomenon can be explained by a growth
mechanism of the Pt nanoparticles via dissolution and redeposition originated
from the Ostwald ripening [14, 62, 112]. In contrast, the Pt particles on GCB

Fig. 3.48 Pt-mass power at
0.5 V (IR-free) on
Pt/Nb-SnO2 cathodes with/
without GCB and on Pt/GCB
cathode as a function of RH
[56]

Fig. 3.49 IR-free I-E curves
of the cells using Pt/Nb-SnO2

cathode with added GCB in
comparison with that of a
commercial Pt/GCB cathode
at 80 �C, 100% RH, air/H2

before/after 60,000 cycles of
potential sweep cycle
evaluation [56]
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aggregated each other and formed elongated clusters, after 60,000 cycles as shown in
Fig. 3.51d. Raman analysis of the GCB support in the Pt/GCB cathode indicated the
severe corrosion, which promoted Pt particle coalescence via migration of Pt
nanoparticles on the support [14]. The high stability of the Nb-SnO2 support was
able to mitigate the migration of Pt nanoparticles. Moreover, we confirmed that the
Pt (111) lattice planes were parallel to those of SnO2 (110), indicating that the Pt
nanoparticles were well oriented on the Nb-SnO2 surface at the initial state, as shown
in Fig. 3.41c. We consider that such interaction between the Pt nanoparticles and the
Nb-SnO2 support could also have prevented the migration of the Pt nanoparticles
during the durability evaluation, as discussed in earlier research [104, 105]. We
conclude that the Pt/Nb-SnO2 with/without GCB cathode exhibited outstanding
durability during the SU/SD potential sweep evaluation in PEFCs.

The addition of GCB to the Pt/Nb-SnO2 cathode was able to construct gas
diffusion pathways in the CL. Over 23 vol.% of GCB adding the mass power from
80% to 100% RH reached more than 10 A gPt

�1 for the Pt/Nb-SnO2 cathode, which
was superior to that of the Pt/GCB cathode. The durability of the Pt/Nb-SnO2

cathode with/without GCB during the SU/SD potential sweep operation exceeded
to that of Pt/GCB cathode. We confirmed that the degree of degradation of GCB in
the Pt/Nb-SnO2 cathode was lower than that in the Pt/GCB cathode from the results
of the Raman spectra in Fig. 3.52. These results indicated that the added GCB can
provide gas diffusion pathways, which improve the performance of the cell even
after extensive cycling because of the absence of Pt catalyst particles on the GCB.
We conclude that the Pt/Nb-SnO2 catalyst and Pt/Nb-SnO2-based cathodes with
GCB are expecting alternatives for the cathodes of PEFCs.

3.3.4 “ARSM” Effect of Pt Supported on Ta-TiO2 Catalysts

We also synthesized a Ta-doped TiO2 support with a fused-aggregate network
structure and prepared an MEA from a Pt catalyst supported on it (Pt/Ta-TiO2) as
the anode catalyst [114]. The resistance of the Pt/Ta-TiO2 anode cell was similar to
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Fig. 3.50 Plot of the
progress of ECA degradation
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that of the Pt/GCB anode cell in the H2 atmosphere, i.e., ca. 0.13 and 0.10 Ω cm2,
respectively, but drastically increased after changing to an air atmosphere. The
resistivity of the Pt/GCB anode cell increased negligibly after changing the atmo-
sphere to air. The resistance of the Pt/Ta-TiO2 anode cell in air atmosphere reached a
level up to 9.3 higher than that in the H2 atmosphere (Fig. 3.53). Various resistivity
phenomena involving oxide supports, including increases in oxidizing atmospheres,
were discussed in Sect. 3.3.3.2. As already mentioned, chemisorbed molecules, such
as charged oxygen species (O2

�, O�, O2�), are generated by the reduction of oxygen
molecules to cause a depletion layer with band bending on the surface. This band
bending in the depletion layer impedes electron transport across grain boundaries
and particles, thus increasing the resistance of the oxide semiconductors. An increase

Fig. 3.51 TEM images of Pt/Nb-SnO2 with GCB CL before (a) and after (b) 60,000 cycles
of durability evaluation, and Pt/GCB CL before (c) and after (d) 60,000 cycles of durability
evaluation [56]
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of the resistance for the Pt/Ta-TiO2 anode cell in air atmosphere must bring about a
lowering of the catalytic activity of the supported Pt catalyst.

We applied this phenomenon to the air/air SU of the fuel cell, with the expectation
of the following type of behavior. During the stoppage of cell operation, the activity
of Pt/Ta-TiO2 anode would be diminished over the whole gas-flow field due to the
presence of air, either from leakage or due to intentional purging. By supplying the
H2 into the flow field, the boundary line of activated Pt catalyst, indicated by the
dotted line in Fig. 3.54, shifts to the right, in the down-flow direction. During this
condition, the Pt catalyst of the cathode and anode in Region B can be maintained in
a passivated state, and the carbon corrosion at the cathode should be suppressed. In
the case of the Pt/GCB anode, the Pt catalyst is in an activated condition in Region B,

500100015002000
Raman shift / cm-1

(b) initial
 after 60000 cycle

500100015002000
Raman shift / cm-1

(a) initial
 after 60000 cycle

Fig. 3.52 Raman spectra for (a) Pt/Nb-SnO2 cathode with 23 vol.% of GCB and (b) Pt/GCB
cathode, initial (dotted line) and after 60,000 cycles of durability test cycling (solid line) [56]

Fig. 3.53 Cell resistances of
Pt/Ta-TiO2 anode cell (solid
line) and Pt/GCB anode cell
(dashed line) measured at
65 �C in over-humidified
(75 �C dew point) H2, N2, and
air atmospheres [114]
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even immediately after the introduction of H2 into the flow field, resulting in carbon
corrosion in the cathode catalyst for longer times and wider areas compared to that
for the Pt/Ta-TiO2 anode. From these results, we proposed a new strategy for
alleviating the reverse current phenomenon using a unique “atmospheric resistive
switching mechanism” (ARSM) of a metal oxide semiconductor support, such that
the electrical resistivity changes depending on the gas atmosphere. These results
demonstrate the mitigating cathode catalyst degradation during air/air SU cycling by
the effectiveness of the ARSM.

During the simulation of air/air SU cycling by gas switching from air to H2, the
losses of ECA and ORR activity of the cathode catalyst was reduced by the use of the
Pt/Ta-TiO2 anode (Fig. 3.55), and thus the corrosion of the cathode carbon was
dramatically decreased. The MEAwith the Pt/Ta-TiO2 anode showed higher perfor-
mance than the MEAwith the Pt/GCB anode after air/air SU cycling. The variation
of the cathode ECA during the simulated air/air SU cycling is shown in Fig. 3.56.
The initial cathode ECA values of the Pt/Ta-TiO2 anode cell and Pt/GCB anode cell
were similar to each other. The retention of the ECA at 1000 cycles was 64.7% for
the Pt/Ta-TiO2 anode cell and 42.4% for the Pt/GCB anode cell. It was found that the
use of the Pt/Ta-TiO2 catalyst for the anode alleviated the loss of ECA in the Pt/GCB
cathode during air/air SU cycling.

Therefore, the superior performances of the Pt/Ta-TiO2 anode cell to those of the
Pt/GCB anode cell at high current density were attributed to the difference of
cathode carbon corrosion during the air/air SU cycling. We conclude that the reverse

Fig. 3.54 Schematic image of “ARSM” mechanism [114]
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current was significantly diminished by the use of the Pt/Ta-TiO2 anode due to the
ARSM effect originating from its high resistivity in an air atmosphere, which
impeded the cathode catalyst degradation during air/air SU cycling.

3.4 Conclusions

We investigated the cell performance and durability for the cathode CL using two
types of supports, i.e., CBs and conducting ceramic nanoparticles, under the simu-
lated operation of both SU/SD cycles and load cycles for FCVs.
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Fig. 3.55 IR-free I-E curves
of Pt/Ta-TiO2 anode cell
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(open symbols) and after the
air/air SU cycling (solid
symbols); H2 utilization 70%,
oxygen utilization 40%,
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[114]

0

10

20

30

40

0 200 400 600 800 1000 1200
Number of cycles, N

E
C

A
/m

2 g
-1

Fig. 3.56 Plots of the
cathode ECA of Pt/Ta-TiO2

anode cell (circles) and
Pt/GCB anode cell (triangles)
as a function of the number of
air/air SU cycles measured at
45 �C in H2 (anode) and N2

(cathode) with 100% RH
[114]

3 Evaluation of Cell Performance and Durability for Cathode Catalysts. . . 105



We found that the type of CB, Pt nanoparticle size, as well as its dispersion state
on the CB affected the degradation properties of the catalysts. We also found that
Raman spectroscopic measurements were useful for the evaluation of the degrada-
tion of the CBs and clarified also that the reduction from the passivated state of Pt
acts effectively to catalyze the carbon corrosion. The interim performance measure-
ments during SU/SD cycling evaluation were found to enhance the Pt/CB degrada-
tion, leading to overestimation of the degradation process. The catalyst degradation
occurred not only in the outlet region but also in the inlet region during the
gas-exchange SU due to the local ORR in the inlet region. We proposed three
different types of mechanisms for the COR in the cathode CL in the hydrogen
passivation SU/SD process due to the nonuniform distributions of both ionomer and
Pt particles. The COR was caused by local cells that arose due to (i) a limited access
of H2 or limited access of protons associated with (ii) the reduction of the Pt oxide
during the H2 permeation from the anode to cathode and (iii) the ORR at metallic Pt
sites during the air re-introduction. The load cycle conditions, which involved OCV
and load holding times, current densities, and gas humidities, on the durability of the
cathode were also investigated. We conclude that the Pt degradation during load
cycling is able to be suppressed by operation with a suitable low RH, even for longer
OCV holding times, such as during idling and immediately after fuel cell SU. These
results indicated that the combinations of both the SU/SD cycles and the load cycles
which arise during the interim evaluation and local cell in the cathode enhanced the
degradation of the cathode catalyst in the inlet region. The buildup of Pt oxides at
higher potentials and re-reduction at lower potentials also have relevance to ordinary
operation with drastic load changes, which also can lead to accelerated degradation.

We also proposed the use of conducting ceramic nanoparticles as candidate supports
in order to make intrinsic improvements in the SU/SD durability. Pt/TiN, Pt/TiC, and
Pt/SnO2 [115, 116] catalysts showed higher ORR activity and SU/SD durability than
those of commercial Pt/CB and Pt/GCB. In particular, the morphology of the fused-
aggregate network structure of conducting ceramic nanoparticles is a key concept in
order to fabricate highly active, durable cathodes for PEFCs. We also proposed a novel
strategy to alleviate the carbon corrosion by use of ARSM in the conducting ceramic
support. The degradation of the cathode carbon support was effectively mitigated by
applying the ARSM technique to Pt/TiO2 at the anode side of the MEA.
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Abstract
New mono- and polymetallic electrocatalysts were synthesized from the carbonyl
cluster compounds through thermolysis and pyrolysis methods. The precursor
compounds used were triosmium dodecacarbonyl [Os3(CO)12], triruthenium
dodecacarbonyl [Ru3(CO)12], tetrairidium dodecacarbonyl [Ir4(CO)12], and
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hexarhodium hexadecacarbonyl [Rh6(CO)16]. In the syntheses by thermolysis,
the reaction time (between 5 and 20 h) and the temperature were modified as a
function of the solvent used (dimethyl sulfoxide, o-dichlorobenzene, n-nonane,
and o-xylene). The pyrolysis variables, including the temperature (90–500 �C),
atmosphere gases (nitrogen and hydrogen), and reaction time (controlled at 5 h),
were optimized. The precursor compounds and final products were structurally
and morphologically characterized using spectroscopic and microscopic ana-
lyses. It was found that some of the products showed a metallic character and
others were more nonmetallic due to the incorporation of carbonyl groups in their
structures. The oxygen reduction reaction (ORR) and hydrogen oxidation reaction
(HOR) were measured to evaluate the electrochemical performance of these
synthesized electrocatalysts, in the absence and presence of methanol and carbon
monoxide, respectively (both contaminants in different concentrations). The
materials were tested by rotating disk electrode (RDE), cyclic voltammetry
(CV), and linear sweep voltammetry (LSV).

The electrochemical analyses indicated that majority of the electrocatalysts
exhibit a dual electrocatalytic behavior toward ORR and HOR. These catalysts
are also tolerant to methanol and carbon monoxide, respectively. The synthesized
catalysts have superior performance relative to commercial platinum catalysts,
which are easily poisoned by CO (ppm). Some iridium-based materials were
found to be able to oxidize methanol and ethanol, although their catalytic activity
remains to be improved. The most kinetically active catalysts were incorporated
into a proton exchange membrane fuel cells (PEMFCs), as part of a Research and
Advanced Studies Center, Campus Querétaro (CINVESTAV-Querétaro) fuel cell
test system. Under different cell operating conditions, electrical power was
generated sufficiently to drive appliances even when a fuel mixture of H2/0.5%
CO was introduced. This design opens a new paradigm to apply reforming
hydrogen into PEMFCs, with a reduced manufacturing costs and energy balance.
The other advantage of this approach is the tolerance of the electrocatalyst to CO,
which can poison traditional platinum-based catalysts.

4.1 Introduction

There is a wide variety of materials with different structures and geometries, which
can be used as catalysts for electrochemical reactions, such as the oxygen reduction
reaction (ORR) and the hydrogen oxidation reaction (HOR). The kinetics of the
ORR is low in acid electrolytes; therefore it is necessary that the catalysts used as
electrodes have a large specific surface area in order to reach practical electrochem-
ical velocities in PEMFCs. Generally, these electrodes have a porous morphology
that provides an extended interfacial region, where the electrochemical reactions can
occur. The main characteristics of an electrocatalyst include rough surface elec-
trodes, acceptable electronic conductivity, good chemical/electrochemical stability
in electrolytes, and simple fabrication. Carbon powders with different specific
surface areas (ranging from 10 to 100 m2 g�1) have many desirable characteristics
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for the elaboration of PEMFC’s electrodes. Unfortunately, these materials are sus-
ceptible to gradual electrochemical oxidation and degradation at high anodic poten-
tial values.

The typical electrocatalysts used for the ORR and HOR are metallic particles,
metal complexes with macrocyclic ligands, and metal oxides; however, when such
materials are used, they can be oxidized at high anodic potential values. The metallic
particles supported by nanosized carbon play an important role as electrocatalysts of
the ORR and HOR. Platinum and some of its alloys are the best examples of
supported electrocatalysts to perform the electrochemical reactions mentioned
occurring in PEMFCs [1].

4.1.1 Platinum and Other Catalysts

Platinum is the best and the most commonly used catalyst to carry out the ORR and
HOR in PEMFCs, due to facile adsorption-desorption of O2 and H2 gases, at the
surface of the electrodes which influence its catalytic reactivity [2]. Platinum is also
relatively inert in acid media which results in robustness of the PEMFC. A drawback
of using Pt lies in its high cost (30% of fuel stack), its availability [3], and its
susceptibility to contaminates. These include methanol and carbon monoxide that
reduce catalytic activity, requiring research into the development of alternative
catalysts that are low-Pt or non-Pt based and more tolerant to either poison
(CO) or contaminates (CH3OH) [4].

A first approximation consisted in the use of a platinum monolayer deposited over
some other metal, alloys, or another nanoparticle substrate to create a new and large
surface area. The typical platinum load in a PEM fuel cell is a few mg cm�2. In the
last few years, platinum deposited over carbon with a high specific surface area
(XC-72; Cabot) has become the standard commercial catalyst for fuel cells. Around
1980, the first platinum alloy supported over nanoparticle carbon (Pt/C) was syn-
thesized, which had a better catalytic activity for the ORR than pure platinum. The
next few years, many other binary and ternary nano-alloys were synthesized, which
presented a higher catalytic activity than platinum; for example, Ptx-Coy and Ptx-Niy
were evaluated to perform the ORR.

The catalytic activity of these nano-alloys can be attributed to different factors,
such as the distribution of platinum active sites could be changed due to the
formation of the alloy (joint effect). It could also change the local geometry through
chemical bond formation (structural effect) or could modify directly the reactivity of
specific surface platinum sites (electronic effect). The latter was an idea to produce
catalysts that can be used as cathodes and anodes in PEMFCs [5]. Platinum nano-
alloys supported over carbon have been used as anodic catalysts to perform the
HOR, especially to evaluate their tolerance to carbon monoxide. In these cases,
metals such as ruthenium or molybdenum are co-alloyed with platinum to produce
oxygenated species (such as RuxO) at low overpotential values, in order to oxidize
the adsorbed CO over platinum.

Different platinum alloys (binary: Pt-Ru, Pt-Ir, Pt-V, Pt-Rh, Pt-Cr, Pt-Co, Pt-Ni,
Pt-Fe, Pt-Mn, Pt-Pd; and ternary: Pt-Ru-W, Pt-Ru-Mo, Pt-Ru-Sn) have been
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exhaustively studied in the presence of carbon monoxide in a fuel cell, to determine
which of them were the most resistant to the fuel supply contaminant. It was
demonstrated that the Pt-Ru alloy was the best one; in fact, this alloy presented the
same behavior as pure platinum, using a 0.15 mPa of fuel feed with 100 ppm of CO,
at 80 �C. The best ternary alloy in a fuel cell operating at 75 �C and using a fuel feed
with 150 ppm of CO was Pt-Ru-W. These results were for current density values
smaller than 300 mA�cm�2; however, for practical density currents (higher than
25 mA�cm�2), all the alloys showed a less effective performance than that with pure
hydrogen. Therefore, the use of platinum alloys as anodic catalysts in the presence of
CO is not effective enough for practical applications [6]. A major drawback of using
these platinum alloys (binary or ternary) is related to their long-term stability, since
platinum segregation or the noble metal lixiviation at fuel cell operation conditions
can occur, which causes the catalytic activity reduction, polymer membrane con-
ductivity reduction, and catalytic layer resistance increase at electrodes, affecting
directly the performance of a fuel cell [2, 7–9].

An attractive solution to the listed problems is the use of non-Pt catalysts, such as
Pd and Ru nano-alloys [10–12], or even the use of free non-noble metal catalysts,
such as Ni, Fe, Co, Cr, Cu, W, Se, Sn, and Mo, which are more abundant. In this way,
several papers report the catalytic activity of chalcogenides, metal oxides, non-noble
metal carbides and nitrides, and recently carbon catalysts doped with nitrogen.
Although the catalytic activity and the stability of these materials are lower than
platinum catalysts, they are promising due to their cost, stability, and improved
catalytic performance [4, 7, 13]. For example, metal oxides have been used as
electrocatalysts of the ORR and HOR, due to their wide conductivity range (from
metallic to nonconducting), which depends on their composition and preparation
method. Three of the most common solid oxide structures used as electrocatalysts
are spinel, perovskite, and rutile. Metal oxides exhibit a wide number of applications
because of several and important characteristics such as their electrochemical sta-
bility at anodic potential values and electrocatalytic activity to perform the oxygen
evolution reaction [1].

The preparation of metal transition complexes with macrocyclic ligands for
electrocatalysis usually involves procedures that are common in organic and inor-
ganic synthesis. The composition and molecular structures of the macrocycles are
controlled by the appropriate selection of the precursor compounds and the exper-
imental synthesis conditions. The metallic phthalocyanines (MPc), the cobalt phtha-
locyanine (CoPc), and iron phthalocyanine (FePc) have received particular attention
due to their electrocatalytic activity for the ORR in alkaline and acid media,
respectively. The number of metals that can be incorporated into the MPc’s structure
is limited, since it only includes metals such as Fe, Co, Ni, and noble metals.

The ORR has also been studied on the porphyrin series, called cofacials. Other
compounds, such as transition metal tetramethoxyphenyl porphyrins (TMPP) and
dibenzotetraazaanulenes (TAA), have played an important role as electrocatalysts
based on non-noble metals for the ORR. In particular, the cobalt TAA shows an
electrocatalytic activity comparable with platinum in alkaline media [1]. In addition,
different heterocyclic polymers, such as a polypyrrole with metallic ions (Co or Fe) in
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their structures and polyaniline (PANI), have been used as ORR electrocatalysts. This
kind of catalysts is notable because of its good stability when they are used as
electrodes in a PEMFC, although their catalytic activity is similar to that of catalysts
without Pt, which is lower when they are compared with platinum-based catalysts [3].

4.1.2 Metal Carbonyl Cluster Complexes as Electrocatalysts
for PEMFCs

A redox reaction involves a very low electronic transfer, so that it is necessary to apply
higher potential values than its standard potential. Such reactions can be accelerated
using a catalytic material on the original surface of the working electrode. The catalyst
facilitates the electron transfer between the analyte and the electrode [14]. In most
cases, the reaction sequence (for a reduction process) is the following:

MOx þ ne! MRed (4:1)

MRed þ AOx ! MOx þ ARed (4:2)

where M represents the catalyst and A the analyte. Therefore, the electronic transfer
takes place between the electrode and the catalyst and not directly between the
electrode and the analyte. In addition, the active catalyst form is electrochemically
regenerated. The result of this electronic exchange is the decrease of the overpotential
to the normal potential value of the catalyst, as well as an increase of the current
density response. The electrocatalytic process efficiency depends on the distances
between the bonding redox sites and the surface since the electronic transfer decreases
exponentially when the distance traveled by the electron increases [14]. The use of
modified electrodes with catalysts increases the activity and selectivity of the
electrochemical process. The search for materials with high catalytic activity is a
challenge, since the more frequently used and expensive catalysts for ORR and HOR
are nanostructured platinum supported on carbon. In addition to cost, other drawbacks
of Pt catalysts are a gradual loss of catalytic activity when the platinum particle
surface decreases, due to incrustation processes, dissolution, physical detachment,
and/or impurities absorption [15–17]. Only limited Pt-based materials have presented
a certain degree of resistance to methanol [16–18].

The research to find new electrocatalysts to perform the ORR and HOR has been
focused on transition metal complexes [19, 20] as another alternative area. For
example, nitrogenated complexes of Fe and Co have been successfully demonstrated
for the ORR in acid media [21–24]. Other approaches include the use of ruthenium
impregnated on nanoparticle carbon and modified with phenanthroline iron com-
plexes [25]. Ruthenium-based materials are relatively resistant to the presence of
methanol, with incorporation of Se and/or Mo atoms in their structure [26–29].
Osmium-based catalysts were reported for HOR and methanol oxidation reaction
(AOR), when combined with platinum [30, 31]. The osmium complexes are
relatively tolerant to methanol when they perform the ORR [32].
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On the other hand, metal carbonyl clusters are composed of a metal core
surrounded by ligands and display different geometries and surfaces for chemisorption
processes and electrocatalytical reactivity. Most transition metals can form complexes
with the carbonyl ligands. These complexes are important because (1) the carbonyl
ligand is considered a Lewis base and can form strong coordinative covalent bonds
with the metal core in the complexes; (2) the metals always have a low oxidation state,
formally at or near zero; and (3) frequently these compounds obey the octodeca rule
(18 ē). The family of metal carbonyl complexes has important applications in organic
and organometallic synthesis because of their theoretical and structural properties. The
great capacity of the CO ligand to accept p electron retrodonation is responsible for
their stability. These complexes can be neutral metal carbonyls (zero oxidation state of
the transition metal), anionic metal carbonyls (negative oxidation state), or mixed
compounds with CO and other ligands [33]. In general, the molecular structures
adopted by simple carbonyl complexes can be predicted using valence shell electron
pair repulsion theory. The carbonyl complexes can be synthesized by direct metal
(finely divided) interaction with carbon monoxide (Eqs. 4.4 and 4.5).

Niþ 4CO! Ni COð Þ4 P ¼ 1atm;T ¼ 25 �C (4:3)

Fe þ 5CO ! Fe COð Þ5 P ¼ 200 atm; T ¼ 200 �C (4:4)

Most of the carbonyl compounds are obtained by metal reduction in the presence
of carbon monoxide (Eqs. 4.5 and 4.6).

CrCl3 þ Alþ 6CO! AlCl3 þ Cr COð Þ6 (4:5)

Re2O7 þ 17CO! 7CO2 þ Re2 COð Þ10 (4:6)

In fact, the carbon monoxide in Eq. (4.6) acts as a reducing agent. The -C � O
representation indicates that the CO-ligand bonding with a single metal does not
experience a large dipole shift compared with the free carbon monoxide. This
observation is due to the σ and π bonding between carbon and oxygen atoms. The
bond order of C and O is three with a symmetrical and asymmetrical stretching
frequencies of 2143 and 2150–1820 cm�1, respectively [34]. The orbital interaction
between a transition metal and the CO group can be explained as follows [33]. The
CO σ donation to the metal impoverishes carbon, and the π retrodonation to the
antibonding orbitals of carbonyl enriches carbon and oxygen simultaneously. As a
result, the CO ligand is polarized and prone to nucleophilic attack over the polarized
atom carbon (with a partially positive charge). If the π metal retrodonation is more
important, the antibonding π* orbital of carbonyl is more densely occupied, resulting
in weakening the C-O bond and strengthening the M-C bond. It is possible to use
two mesomeric forms to describe the M-C-O bond sequence, one neutral and another
ionic form.

M����*)����σ

π
C ¼ O ��!M  ��

C ¼ O
�

�

�

��
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When the CO ligands form bridges, the bond order equals 2 is similar to the CO in
organic compounds (such as acetone). This bond order is reflected in lowering
carbon and oxygen stretching frequencies of 1850 and 1700 cm�1 for CO ligands
in bridged compounds and 1715 cm�1 for saturated ketones. The bridge formation
between carbonyl and metal is accompanied by a metal-metal bond, which produces
polarization of M-C-M bonds, including the metal orbital superposition with CO σ
and π orbitals [34]. The polynuclear metal transition cluster carbonyls are an
important model to obtain nanoparticles with catalytic activity. The total or partial
decarbonylation of this type of compounds is the most successful method for the
preparation of high-nuclear metallic clusters. Normally, when the metallic complex
is used in a thermolysis synthesis method, two types of chemical reactions occur:

1. Decarbonylation, in which there is a loss of carbonyl groups
2. Condensation, in which the decarbonylated metals can form a molecular cluster

bigger than the precursor with more metal-metal bonds

The synthesis temperature is an important variable in the compound formation. In
general, tri-, tetra-, and pentanuclear compounds are formed when the synthesis
temperature is around 125 �C. While for temperatures up to 200 �C, the nuclearity of
the compounds is higher and can form hexa- and heptanuclear compounds. The high
nuclearity of the metal carbonyls causes a poor solubility in organic solvents;
therefore, their purification and structural characterization become difficult [35].
For example, when the triosmium dodecacarbonyl complex [Os3(CO)12] is heated
in a sealed tube, the precursor is decarbonylated, and a new material with five or
eight osmium atoms is formed. At the same time, these new compounds can be
converted in carbonylate ions and carbonyl hydrides [35, 36].

The studies on transition metal carbonyl clusters show that some of these
compounds are good candidates for their use as electrocatalysts of the ORR and
HOR [37, 38]. The carbonyl groups in these cluster compounds presumably protect
the metal centers, thus avoiding their interaction with undesired similar molecules,
such as reforming CO. It was also found that the syntheses of some electrocatalysts
based on osmium and ruthenium carbonyl compounds [Os3(CO)12 and Ru3(CO)12]
can be achieved by different reaction routes. These methods include solid-state
reactions using oxidative, neutral, or reductive atmospheres, as well as synthesis in
solution, using different solvents (coordinating and non-coordinating). The com-
plexes exhibit catalytic activity to perform the ORR and HOR [37, 39–41].

This chapter proposes the use of other metal carbonyl cluster compounds with
different nuclearity, such as iridium dodecacarbonyl and hexarhodium hexa-
decacarbonyl, as precursor compounds in the synthesis of new electrocatalytic
materials to perform the ORR and HOR even in the presence of fuel supply
contaminants (methanol and carbon monoxide) at different concentrations. This
approach can also be tailored to synthesize new catalysts for alcohol oxidation
reactions (AOR). The electrochemical analyses of the precursor compounds and
the new materials synthesized from them were performed by the rotating disk
electrode (RDE) technique, using cyclic voltammetry, linear sweep voltammetry,
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and chronoamperometry. The RDE technique allowed evaluation of the electro-
catalytic activity of such materials for subsequent later application as anodes and
cathodes in hydrogen PEMFCs (described below).

4.2 Experimental

4.2.1 Synthesis of the Catalytic Materials

The syntheses of the osmium-, ruthenium-, iridium-, and rhodium-based materials
were carried out using triosmium dodecacarbonyl [Os3(CO)12], triruthenium
dodecacarbonyl [Ru3(CO)12], tetrairidium dodecacarbonyl [Ir4(CO)12], and hexa-
rhodium hexadecacarbonyl [Rh6(CO)16]. All starting materials were received from
Sigma-Aldrich Química, S. L. (Toluca, Mexico) and used as precursor compounds.

(a) Thermolysis: These syntheses were performed with 50 mg of the corresponding
carbonyl compound and 50 mL of the selected solvent: dimethyl sulfoxide
(DMSO, b. p.= 190 �C), o-dichlorobenzene (o-DCB, b. p.= 183 �C), n-nonane
(n-Non, b. p. = 150 �C), or o-xylene (o-Xyl, b. p. = 143 �C). The mixture was
placed in a 100 mL round-bottom flask and heated under reflux conditions for
5 or 20 h for DMSO and 20 h for the other solvents. In all cases, the products
(blackish powders) were centrifuged, washed with diethyl ether (98%, J. T.
Baker, Nuevo León, Mexico) in order to eliminate precursor and solvent resi-
dues, and dried at room temperature under normal pressure (air).

(b) Pyrolysis: The materials were prepared by heating of 50 mg of the metal
carbonyl precursor selected at different temperatures (90–500 �C), in a heated
porcelain vessel for 5 h, under a continuous gas feed (neutral, N2; and reductive,
H2), on a Lindberg Blue tube furnace at a 10 �C min�1 heating rate. The
polymetallic materials were prepared by pyrolysis of 50 or 60 mg of the
corresponding metal carbonyl mixture (25 mg of each precursor for the bime-
tallic materials, 20 mg of each one for the tri-metallic materials, and 15 mg for
the tetra-metallic catalysts). The products (blackish powders) were recovered
and stored under normal atmosphere (air).

4.2.2 Electrochemical Characterization

The rotating disk electrode (RDE) studies were performed using a potentiostat/
galvanostat (Princeton Applied Research, Model 263A) and a Radiometer Analyt-
ical BM-EDI101 glassy carbon rotating disk electrode (with a CTV101 speed
control unit), at 25 �C, in a conventional electrochemical cell with three compart-
ments for the work, counter, and reference electrode, respectively. A mercury sulfate
electrode (Hg|Hg2SO4|0.5 mol�L�1 H2SO4||) was used as a reference; however, the
potential values reported are referred to the normal hydrogen electrode (NHE); a
carbon cloth was used as counter electrode. The 0.5 mol�L�1 H2SO4 electrolyte was
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prepared with 98% sulfuric acid (J. T. Baker) and deionized water (18.2 MΩ�cm�1).
The working electrode for the RDE measurements was prepared with 1 mg of the
catalyst, 1 mg of carbon powder (Vulcan® XC72R; Cabot), and 20 μL of a 5%
Nafion®/isopropanol solution (Electrochem) mixed in an ultrasonic bath for 5 min;
3 μL of the resulting slurry was deposited on the glassy carbon disk electrode
(geometrical area = 0.07 cm2) and dried in air.

Cyclic voltammetry. The CV experiments were done to clean, activate, and
characterize the electrode surface to evaluate ORR and HOR activities. The electrolyte
was deoxygenated with nitrogen (Infra, UHP) for 30 min before each CV measure-
ment; then it was subjected to 30 potential sweeps between 0.0 and 1.03 V/NHE, at a
20 mV/s scan rate (stabilization was usually reached after 20 potential sweeps). The
open-circuit potential (OCP) of the electrode in the N2 saturated electrolyte (E

N2

OC) was
measured at the end of each experiment. Then, in the case of the ORR, molecular
oxygen (Infra, UHP) was bubbled into the electrolyte for 15 min, and the OCP of the
electrode in the presence of O2 (E

O2

OC) was measured. For the HOR, hydrogen (Infra,
UHP) was bubbled into the electrolyte. In the presence of methanol and carbon
monoxide, respectively, the same procedure was followed, except that after the CV
and linear sweep voltammetry (LSV)measurements with pure O2 or H2, the electrolyte
was purged with nitrogen for 30 min, and CV measurements were again performed
(three potential sweeps between 0.0 and 1.03 V/NHE, at a 20 mV/s rate). Absolute
methanol (CH3OH, J. T. Baker) was then added to the electrolyte to reach a final
CH3OH concentration of 1.0 or 2.0 mol�L�1. In the case of the HOR, the H2/CO
mixture ([CO]= 100 ppm and 0.5%, Infra) was then bubbled to the electrolyte until the
OCP value of 0.0 V/NHE was reached. The CV measurements (three potential scans
under the above conditions) were subsequently done to detect possible current peaks
associated to methanol or carbon monoxide oxidation.

Linear sweep voltammetry. The LSV technique was used to study the ORR and
HOR activities. The electrolyte was saturated with molecular oxygen in the absence and
presence of methanol (1.0 and 2.0 mol�L�1) or with pure H2 or H2/CO mixtures
([CO] = 100 ppm and 0.5%), respectively. The OCPs (EO2

OC and EH2

OC , respectively)
weremeasured for each process. Current-potential (I-V) curves were obtained in theEO2

OC

to 0.1 V/NHE andEH2

OC to 0.4 V/NHE ranges, respectively, at a 5 mV/s rate. The rotation
rates ranged from100 to 900 rpm.Allmeasurementswere performed at least three times.

Chronoamperometry. The methanol oxidation reaction was studied on some
iridium-based materials, by chronoamperometry at different concentrations (1.0, 2.0
and 3.0 mol�L�1) in 0.5 mol�L�1 H2SO4 purged with UHP N2 at 25 �C during the
potential step from 0.3 to 0.8 V/NHE. The 1:1 Pt-Ru 20%/Vulcan® (Electrochem)
was also used as catalyst under the same conditions for comparison purposes.

4.2.3 Structural Characterization

The structural characterization of the new material was performed by means of diffuse
reflectance Fourier transform infrared spectroscopy (FTIR), on a PerkinElmer-GX3
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spectrometer, with the samples dissolved in FTIR-grade KBr. Complementary micro-
Raman studies were carried out on a Dilor Labram spectrometer, with a He/Ne
(632.8 nm) laser and using a 50� objective lens. The diffractograms were obtained
by X-ray diffraction, on a Rigaku D/max-2100 diffractometer (Cu Kα1 radiation,
1.5406 Å). The chemical composition was determined on a field-emission electron
probe microanalyzer (JEOL JXA 8530F). A scanning electron microscope (Philips,
XL30ESEM) was used for the morphological characterization.

4.2.4 Electrode Evaluation

The study of the catalysts as cathodes and anodes in a single PEMFC, designed and
built at CINVESTAV-Queretaro, was performed on a fuel cell test system at room
temperature. This fuel cell test system was incorporated with flow and pressure
sensors. The follow sensor had a control range of 0–200 cm2�min�1 (mass-flow
controller, MKS Type 1497A), while the pressure sensors had a measurement range
of 0 to 150 psi (PX4202-150G). The relative humidity was controlled between 5 and
95 RH % and monitored using humidity sensors (Gefran, T1500C1H4). The oper-
ating temperature was controlled using a Peltier device (100 W power and an
operation range between �90 �C and 90 �C). The total catalyst loading was 1.0
mg�cm�2 as cathodes (Pt/C anode, 0.5 mg cm�2) and 0.5 mg�cm�2 anodes (Pt/C
cathode, 1.0 mg cm�2). A Nafion®-117 membrane was used as the electrolyte.
Aluminum serpentine flow field collector plates were used with an effective area
of 17.64 cm2. A Pt/Pt membrane-electrode assembly (MEA) was also evaluated for
comparison purposes. Pure O2 was used as the oxidant in all measurements and pure
hydrogen or H2/CO mixtures as the fuel. The discharge and power density curves
were obtained to evaluate fuel cell performance using open-circuit potential (E),
current (I ), current density (J ), power density (P), and efficiency (η) of the fuel cell
composed of the synthesized materials as electrodes.

4.3 Results and Discussion

4.3.1 Synthesis of the Catalytic Materials

The catalyst synthesis was carried out by two different methods: (a) thermolysis in
different solvents and (b) pyrolysis under a neutral (N2) and a reductive (H2) atmo-
sphere. When the materials were obtained by thermolysis, the solvent plays an
important role to direct the reaction, in which solvents with different polarities and
hydrophilicities were selected. Three solvents, dimethyl sulfoxide (DMSO), o-dichlo-
robenzene (o-DCB), and o-xylene (o-XYL), with different polarities and functional
groups were incorporated into the catalyst’s structure. The nonpolar solvent, n-nonane
(n-NON), is relatively inert without possibilities to coordinate into the metallic centers
of the precursors. All solvents have different boiling points, allowing for synthesis of
products with different structural and electrochemical characteristics.
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When the catalysts were produced using pyrolysis, the atmosphere plays an
important role. Therefore, the neutral (N2) and reductive (H2) media were selected
as one of the synthesis variables, alongside the temperature. The role of temperature
is to guide the decarbonylation rate and other decomposition products. The precursor
compounds, which are subjected to a pyrolysis in different atmospheres, were
analyzed by a thermogravimetric technique (TGA) to study their behavior (Fig. 4.1).

The TGA data indicated that the decarbonylation of the metal carbonyl used as
precursor compounds occurs in a single step, regardless of the atmosphere used. For
the iridium carbonyl complex (Fig. 4.1a), the loss of the carbonyl groups took place
at a lower temperature range (�220–350 �C) than that for the osmium precursor
derivative (Fig. 4.1b,�150–320 �C). In both cases, the decarbonylation process was
faster under hydrogen than nitrogen medium. In the case of rhodium carbonyl
precursor (Fig. 4.1c), the decarbonylation occurred in a single step and was faster
under H2 atmosphere. In the nitrogen atmosphere, the loss of the carbonyl groups
occurred in two steps: one at 90–105 �C range and another (of lower intensity)
between 280 and 310 �C. These experiments corroborated the atmosphere synthesis
effect over the pyrolytic process of the metal carbonyl compounds used as precursors
and allowed for obtaining materials with different structural and catalytic properties.
The thermolysis syntheses over the reaction time were compared and found to be
similar to our previous findings [37, 40, 41]. The actual time has a bearing on the
final structure and catalytic properties, with catalysts compared to each other where
generated at a thermolysis time of 5 and 20 h. Other time points were not selected,
since our previous data indicated that 5 h were enough to modify the precursor
compounds to generate the new catalysts [42].

The synthesized materials showed similar physical characteristics as obtained by
thermolysis and pyrolysis. The materials obtained by thermolysis were fine blackish
powders, while by pyrolysis were fine gray powders, with exception of two iridium-
based materials. The material obtained under nitrogen atmosphere at 190 �C for 5 h
was a dark-brown powder, and the one obtained under hydrogen atmosphere at
90 �C for 5 h was a dark-green powder.

In general, the syntheses in DMSO at 5 h using osmium carbonyl and iridium
carbonyl precursors produce two types of products, one soluble and another
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Fig. 4.1 Thermograms of the metal carbonyl complexes, in the different atmosphere at a
10 �C�min�1 rate. The gas feed stream was 50 mL�min�1
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insoluble in the reaction media; the reaction performance was �15% regardless of
precursor compound used; in addition, the materials exhibited no activity toward
ORR, HOR, or AOR. When the reaction time was extended to 20 h, the reaction
performance of the main product was increased to �40%. However, these two
products were electrochemically inactive.

The materials based on rhodium carbonyl showed catalytic activity for the ORR
and HOR, regardless of synthesis time. The catalysts were synthesized using two
variables that were the time and the aromaticity of the solvents (o-dichlorobenzene
and o-xylene and the aliphatic solvent, n-nonane). The solvents have different
boiling points (183 �C, 143 �C, and 150 �C, respectively), and they can be part of
the final product structure. The performance of these prepared products was
�35%. The best catalytic behavior was for the catalyst obtained in o-DCB;
therefore, the synthesis was repeated but using the iridium carbonyl precursor.
The new iridium-based material showed catalytic activity toward ORR, HOR,
and AOR.

Syntheses by pyrolysis method generated products whose reaction performance
was �45%, except for the osmium carbonyl precursor, whose performance was
<5%; therefore, the use of osmium carbonyl precursor for the generation of catalysts
was discontinued, in spite of their ORR and HOR activities.

Rhodium carbonyl-based materials produced by pyrolysis were obtained at
190 �C in N2 or H2 atmospheres, generating metallic product particles with activity
for the ORR and HOR. The HOR reactivity was greater under the catalyst generated
under nitrogen than the one generated under hydrogen. This is due to the presence of
hydrogen atoms on the catalyst surface-limiting reactive sites; therefore, future
synthesis under hydrogen with rhodium-based carbonyl was discontinued. The
research indicates that rhodium precursors under N2 at low temperature (<190 �C)
may produce active (ORR and HOR) catalysts which have incorporated CO into
their structures.

Iridium carbonyl-based materials produced by pyrolysis were obtained at 190 �C
for 5 h in N2 or H2 atmospheres, generating two types of products with differing
activity for the ORR and HOR. One product based on iridium carbonyl exhibited
ORR and HOR activity, while the other metallic product, as a result of
decarbonylation of the precursor, exhibited similar ORR and HOR in addition to
AOR activity. Two types of catalysts can be generated that exhibit ORR and HOR
activity. One type of catalyst was fabricated under nitrogen at high temperatures
(	350 �C) to facilitate decarbonylation of the precursor. The other was fabricated
under hydrogen at low temperature (
230 �C) to facilitate incorporation of CO into
the catalyst structure. In this manner, the synthesis of bi-, tri-, and tetra-metallic
catalysts was achieved by tuning the gases (N2 or H2) or temperatures (90–100 �C)
via the pyrolysis method at 5 h0 reaction time. Under these conditions, fine black
powders were obtained that exhibited ORR and HOR reactivity as well as limited
AOR reactivity for the iridium-based catalyst. The structural, morphological, and
electrochemical characterization of catalytic materials synthesized from transition
metal carbonyl cluster complexes allowed for generation of new knowledge to guide
further catalyst development.
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4.3.2 Study and Electrochemical Characterization of the Metal
Carbonyl Clusters

This section shows the results of the electrochemical characterization and analysis of
the synthesized materials, from rotating disk electrode (RDE) technique, using cyclic
voltammetry (CV), linear sweep voltammetry (LSV), and chronoamperometry (for
aliphatic AOR study).

4.3.2.1 Precursor Compounds
The osmium, ruthenium, iridium, and rhodium carbonyl compounds were produced
with well-defined geometries and structures. For example, the iridium carbonyl
[Ir4(CO)12] adopts a Td point group symmetry arrangement with three terminally
bonded CO ligands per metal atom. The observed solid-state structure of Ir4(CO)12 is
the result of inserting the tetrahedral Ir4 cluster unit into the energetically “less
favorable” cuboctahedral arrangement of CO ligands [43]. The rhodium carbonyl
[Rh6(CO)16] adopts a 43m crystal symmetry arrangement (Td point group) where
12 of 16 carbonyl ligands are terminal groups, while the remaining four are located
on threefold axes above four of the octahedral faces. Each of these latter four
carbonyls which are directed toward the vertices of a tetrahedron is bonded to
three rhodium atoms forming the corresponding bridge carbonyls [44]. The
Os3(CO)12 and Ru3(CO)12 have a similar geometry and planar structure to D3h

point group structures (6m2 crystal group).
These transition metal carbonyl clusters have interesting structural and functional

properties; they possess a core with metallic properties, with surrounding carbonyl
groups bonded to them [45]. Several preparation methods have been described, most
of which require high pressure; however, three methods to synthesize Ir4(CO)12 at
atmospheric pressure have been reported [46]. For many decades, organometallic
compounds have played an important role as precursors for important homogenous
transition metal-catalyzed reactions, such as hydrogenation and hydroformylation,
which are both used for the syntheses of fine chemicals and pharmaceuticals [47];
however, their application as catalysts for electrochemical reactions had not been
reported until 7 years ago.

The author published the electrocatalytic activity for ORR and HOR of two
discrete metal carbonyl clusters with a well-defined molecular and crystal structures,
Ir4(CO)12 and Rh6(CO)16 [38, 48]. These metal carbonyl clusters are capable of
performing the ORR and HOR even in the presence of fuel cell contaminants
(methanol and carbon monoxide, respectively). The electrocatalytic properties of
these complexes most likely arise from their electron-rich iridium and rhodium atom
cores, with the carbonyl ligands exerting the observed protective effect against
poisoning agents and potential oxidation. The tetra- and hexa-nuclear complexes
are capable of performing the two basic reactions in hydrogen fuel cell, while other
compounds with similar composition but different nuclearity, e.g., Ru3(CO)12 and
Os3(CO)12, are inactive. Hence, this research further investigated the nuclearity and
structure of transition metal carbonyl clusters as alternative catalysts to platinum for
PEM fuel cells [49–51].
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4.3.2.2 New Catalytic Materials Based on Metal Carbonyl Cluster
Compounds

The cyclic voltammetry (CV) allows to carry out an electrochemical characterization
of the electrode materials to evaluate their electrochemical activities. The homoge-
neity of the surface can be probed using the sweep potential over a specified time.
The analyses of the CV plot can yield the catalytic activity for selected electrochem-
ical reaction, such as carbon monoxide oxidation and aliphatic alcohol oxidation
(methanol, ethanol, and isopropanol). The analysis can determine the hydrogen and
oxygen evolution reactions using the selected materials. The higher energetic sur-
faces that are catalytically unfavored may be accessed with the appropriate potential
sweep over a certain time period (1 h), enabling these sites to be accessible to
substrate and to facilitate catalysis (oxygen, hydrogen, methanol, or ethanol).
Figure 4.2a shows representative cyclic voltammograms of a bimetallic catalyst
based on Ir4(CO)12/Rh6(CO)16 synthesized in a N2 atmosphere at 90 �C for 5 h.
The CVs were obtained in N2 saturated 0.5 mol�L�1 H2SO4, in the absence and
presence of methanol (2.0 mol L�1). The CVof the compounds in the presence of a
hydrogen/carbon monoxide mixture ([CO] = 0.5%) was also examined. The elec-
trochemical behavior of the Rh-Ir-based cluster was similar in the absence or
presence of methanol or carbon monoxide. The data suggests that the catalyst is
tolerant to such PEM fuel supply contaminants. The CV showed anodic-cathodic
peaks in the 0.5–0.7 V/NHE region, which are ascribed to the Vulcan® support, as
well as a hydrogen evolution zone in the 0.0–0.2 V/NHE range. The oxidation peaks
of either methanol or carbon monoxide are not observed, in contrast with platinum,
which easily oxidizes both compounds [52].

Figure 4.2b shows representative CV of Rh-Ir-Os-based catalyst (tri-metallic
material synthesized in the H2 atmosphere using a mixture of Rh6(CO)16/Ir4(CO)12/
Os3(CO)12 at 90 �C for 5 h). The CVs were obtained under the same conditions as the
Rh-Ir-based carbonyl. The voltammograms in the absence of contaminants showed
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Fig. 4.2 Representative cyclic voltammograms of (a) Rh-Ir-based material (N2/90 �C/5 h) and
(b) Rh-Ir-Os-based catalyst (H2/90 �C/5 h) in the absence and presence of fuel cell contaminants
(CH3OH and CO) at different concentrations. The electrolyte was 0.5 mol�L�1 H2SO4 and the
sweep rate 20 mV/s

128 J. Uribe-Godínez



anodic-cathodic peaks in the 0.4–0.7 V/NHE region, ascribed to the Vulcan® support,
a hydrogen adsorption/desorption and evolution (�0.0–0.15 V/NHE) region, as well
as the first stage of an O2 evolution process (�0.9–1.0 V/NHE). No electrochemical
signs of decomposition processes were observed, indicating catalyst stability as
evaluated upon continuous cycling over 1.5 h approximately. Probably, the Ir/Rh
couple is overlapping their signals with Rh; at potential range of 0.4–0.7 V/NHE, two
peaks are recorded (anodic and cathodic, respectively). These peaks are attributed to
the formation of rhodium hydroxyl and rhodium oxidized species on the catalytic
surface, which are reduced at cathodic potentials by an irreversible mechanism, since
the potential difference (ΔE) is higher than 0.06 V/NHE [14].

The CVof Rh-Ir-Os-based material is not affected in the presence of CO, with no
oxidation peaks being observed. In contrast, in the presence of methanol, the
voltammogram of this material shows a methanol oxidation peak in the 0.4–0.9 V/
NHE range, indicating its sensitivity to this alcohol [11, 49].

The catalytic activity of some materials to perform the alcohol oxidation reaction is
attributed to the presence of metallic iridium particles in the final products obtained or
to an iridium-based material partially decarbonylated, independent of the synthesis
method; both types of iridium catalysts are capable of performing the oxidation of
aliphatic alcohols, such as methanol and ethanol [49]. The synthesis conditions
influence the electrochemical, morphological, and structural characteristics of the
products, since the reductive atmosphere (H2) stimulates metallic particle formation.
Under these conditions, the decarbonylation of the precursor compounds occurs
quickly with total decarbonylation forming metal particles (probable alloys in these
cases) or metal particles and some newmetal carbonyl compoundmixtures, capable of
performing the alcohol oxidation [49]. Synthesis under a N2 atmosphere generates
metal carbonyl compounds without catalytic properties to oxidize the contaminant.
Similar results were obtained with the synthesis by thermolysis of an Ir-based material
in o-DCB at 20 h, since it also presented catalytical activity towardmethanol oxidation.

In general, the CV characterization of most new catalytic materials did not show
the corresponding peaks to oxidation of fuel contaminants, suggesting that mono-
and polymetallic materials are not active to the methanol and carbon monoxide
oxidation in different concentrations, respectively.

4.3.2.3 Study of the Oxygen Reduction, Hydrogen Oxidation,
and Methanol Oxidation Reactions

The linear sweep voltammetry (LSV) is another electrochemical method, to study
catalyst reactivity toward ORR or HOR by applying a potential sweep, but unlike
CV, this sweep can only be applied in one cathodic or anodic direction. By obtaining
the polarization curves for each catalytic material at different rotation velocities of
work electrode (RDE), the catalytical activity can be evaluated. Most the synthesized
materials showed dual catalytic activity toward the ORR and HOR, similar to
platinum catalysts.

Figure 4.3a-i and a-ii shows representative ORR and HOR polarization curves of
the Rh-Ir-based catalyst (synthesized in N2 at 90 �C). This catalyst demonstrated
efficient dual reactivity (ORR and HOR) in the absence of fuel cell contaminants,
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since the polarization curves are well defined. The characteristic zones include
I-kinetic control zone (between 0.88 and 0.80 V/NHE), II-mixed control zone
(0.80–0.65 V/NHE), and III-diffusional control zone (0.65–0.05 V/NHE) for the
ORR. For the HOR, two zones I-mixed control zone (0.0–0.04 V/NHE) and
II-diffusional control zone between 0.05 and 0.5 V/NHE were observed due to its
rapid reactivity compared with the ORR. Therefore, it is impossible to observe the
HOR kinetic control zone under these experimental conditions. These zones are
almost the same in the presence of fuel cell contaminants, CH3OH and CO, respec-
tively. The tri-metallic material obtained in a hydrogen atmosphere at 90 �C, was
active to the HOR even in the presence of carbon monoxide with different concen-
trations. The tri-metallic material found to be active for the ORR in the absence of
methanol only (Fig. 4.3b–i, b-ii), since when the Rh-Ir-Os-based catalyst is in direct
contact with methanol, its catalytic activity for the ORR is lost. As a result, the
corresponding polarization curves do not present the characteristic zones previously
mentioned, and the OCP is unfavorable to perform the ORR. This is an indication
that its active sites have been blocked by the contaminant species, which hinder the
efficient catalytical performance. However, this approach can be utilized to study the
methanol oxidation reaction using different catalysts to replace Pt or Pt-Ru [50].
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Most the catalysts based on metal carbonyl cluster compounds are capable to
perform the ORR and HOR, even in the presence of fuel supply contaminants. The
polarization curves presented well-defined characteristic zones, OCP values, and
current density data, which are similar to platinum catalysts. The advantage of these
metal carbonyl catalysts is that it can maintain their catalytic activity in the presence
of the fuel contaminants unlike platinum and its alloys.

It has been established that to obtain the total electrocatalytic activity of a material
for the ORR or HOR, the kinetic and diffusion currents must be known. The
Koutecky-Levich equation at a given potential is

1

j
¼ 1

jk
þ 1

jd
(4:7)

where j is the measured disk current, jk the kinetic current, and jd the diffusion
controlled current. This equation may be used to separate jk from jd and get the real
electrocatalyst activity [53]. For the rotating disk electrode experiment, in the
laminar flow regime, the diffusion current is a function of the rotation velocity;
hence, Eq. (4.7) may be written as

1

j
¼ 1

jk
þ B

ω
1
2

(4:8)

where ω is the electrode rotation velocity in rpm and B is a constant given by
Eq. (4.9) [54]. For the case of ORR

B ¼ 1

200nFAv
�1
6 D

2

3

O2
CO2

(4:9)

where n is the number of electrons exchanged per mol of O2, F the Faraday constant
(96,485 C�mol�1), A the catalytic effective surface area (cm2), v the kinematic
viscosity of the electrolyte (cm2�s�1), D the oxygen diffusion coefficient
(cm2�s�1), and C the bulk oxygen concentration in the electrolyte (mol�cm�3); the
values used in this work were 0.01 cm2 s�1 for the kinematic viscosity,
1.4 � 10�5 cm2 s�1 for the oxygen diffusion coefficient, and 1.1 � 10�6 mol�cm�3
for the bulk oxygen concentration [54]. These parameters for the HOR are different
to the ones described in Eqs. (4.7, 4.8, and 4.9) [55].

According to Eq. (4.8), a plot of 1/j vs. 1/ω1/2 for various potentials should yield
straight and parallel lines with intercepts corresponding to the inverse of the real
kinetic current, jk, and slopes yielding the values of B. The number of electrons
transferred in the ORR can be assessed with the values of B, according to Eq. (4.9).
The value B was calculated the theoretical (using n = 2 and 4; A = electrode
geometric area, 0.072 cm2) and experimental Koutecky-Levich plots at two different
methanol concentrations, at a given potential value. Most of the catalysts show plots
that resemble curves calculated for an n value of 4 process, rather than a plot
indicating a two-electron process. This suggests that O2 is most likely reduced to
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H2O, following a direct, four-electron pathway at the solid electrode/solution inter-
face. Similar results were obtained for the 30% Pt/Vulcan® electrodes in the absence
of methanol. Results indicate that the fabricated catalysts can perform an ORR at
similar velocity to a platinum catalyst, without the hydrogen peroxide formation.
That would be detrimental to overall fuel cell efficiency, where the ORR is limiting
reaction step. On this basis, the effective catalytic surface area, Aeff, can be calculated
from Eq. (4.10), using the experimental Koutecky-Levich slope, Bexp, and n = 4:

Aeff ¼ 1

200nFBexpv
�1
6 D

2

3

O2
CO2

(4:10)

All currents measured (cyclic voltammograms, polarization curves, and Tafel
plots) were normalized to this effective area.

All materials synthesized showed linear 1/j vs. 1/ω1/2 plots, which can be associated
with a first-order reaction with respect to the oxygen dissolved in the electrolyte [56,
57]. Moreover, such linearity is not affected by the presence of methanol. However,
the reaction order, m, was calculated from the slope of the log j vs. log [1 - (j/jd)] plots
(where j is the total current and jd the diffusion current) for several rotation rates at a
given potential [58], and it was demonstrated that the reaction order was unity with
respect to dissolved O2 in the 0.5 mol L�1 H2SO4 electrolyte.

Normally, the kinetic current values obtained from the interception of the
Koutecky-Levich plots are used to generate the Tafel curves (log jk vs. E); however,
very precise results may not be obtained due to inevitable variations in the experi-
mental conditions. For this reason, the current-potential curves were corrected by a
previously described procedure [54], in order to get the correct kinetic current:

jk ¼
j�jd
jd � j

(4:11)

The mass-transport-corrected Tafel plots (log [j � jd / (jd - j)] vs. E) for the ORR
can be obtained using Eq. (4.11). The same procedure can be followed to obtain the
Tafel plots and the corresponding kinetic parameters for the HOR. In agreement with
the previous polarization curves, the form of such Tafel curves is similar, regardless
in the presence of methanol. Kinetic parameters (obtained from the Tafel plots) and
OCP (EO2

OC and EH2

OC) of representative electrocatalysts are presented in Table 4.1.
In the case of ORR, the kinetic parameters were calculated from the

corresponding mass-transfer-corrected Tafel plots and are listed in Table 4.1, along
with the reaction orders (m). The Tafel slope, b, is related with the reaction mech-
anism; and the charge transfer coefficient, α, is related with the energy necessary to
perform the reaction; the ORR values for the bimetallic material are very close than
those reported for platinum nanoparticles (b = 118 mV dec�1; α = 0.5) [37]. These
results suggest that the ORR mechanism adopted by the Rh-Ir-based material is
similar to that followed by Pt. The corresponding values for the tri-metallic material
are smaller and higher, respectively, than those calculated for platinum, indicating
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that the ORR mechanism is possibly different. The exchange current density, j0,
which is related with the reaction rate constant, k [54], is considered one of the most
important parameters to determine the real catalytic activity of a material; for the
bimetallic material, it was found to be one order of magnitude higher in the absence of
methanol than that for platinum nanoparticles, j0 = 1.41x10�6 mA/cm2 [37]. The j0
values of the catalyst do not decrease importantly even in the presence of methanol,
which confirms the resistance properties of the rhodium-iridium complex to this
contaminant; therefore it can be used as a direct methanol fuel cell (DMFC) cathode.

Although the tri-metallic catalyst does not exhibit catalytic activity for ORR in
the presence of methanol, its kinetic parameters in the absence of such contaminant
are close to those for the platinum catalyst, which suggests these types of complexes
can be utilized as potential non-platinum alternative catalysts.

As for the HOR, the kinetic parameters, i.e., the Tafel slope (B), exchange current
density ( j0), and the charge transfer coefficient (α), were calculated from the
corresponding mass-corrected Tafel plots, and the results are summarized in
Table 4.1. The accepted mechanisms of the HOR involve the following reactions,
depending on the electrocatalyst (M) and electrolyte used and shown in Eqs. 4.12a,
4.12b, 4.12c, and 4.12d [55]:

H2 þ 2M! MH Tafel reactionð Þ (4:12a)

Table 4.1 ORR and HOR kinetic parameters of representative catalysts based on metal carbonyl
clusters. The open-circuit potential values are also shown

Reaction Catalyst
|CH3OH|
(mol L�1)

EO2

OC

(V/NHE) m
b
(mV dec�1) α

j0
(mA cm�2)

ORR Rh-Ir
(N2/90 �C/5 h)

0.0 0.880 0.99 111.04 0.54 1.51 � 10�5

1.0 0.864 0.98 106.87 0.56 8.46 � 10�6

2.0 0.847 0.96 101.08 0.59 5.24 � 10�6

Rh-Ir-Os
(H2/90 �C/5 h)

0.0 0.875 1.00 94.71 0.63 2.17 � 10�6

1.0 0.560 – – – –

2.0 0.535 – – – –

Reaction Catalyst |co| EH2

OC

(V/NHE)

m B
(mV dec�1)

α j0
(mA cm�2)

HOR Rh-Ir
(N2/90 �C/5 h)

0.0 0.0 – 31.07 0.94 0.34

100 ppm
(in situ)

0.0 – 35.75 0.93 0.28

0.5%
(in situ)

0.0 – 30.95 0.68 0.18

Rh-Ir-Os
(H2/90 �C/5 h)

0.0 0.0 – 65.60 0.98 0.39

100 ppm
(in situ)

0.0 – 60.80 0.97 0.38

0.5%
(in situ)

0.0 – 61.79 0.92 0.29
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H2 þM! MHþ Hþ þ e� Heyrovsky reactionð Þ (4:12b)

MH! Mþ Hþ þ e� Volmer reactionð Þ (4:12c)

H2 ! 2Hþ þ e� Direct dischargeð Þ (4:12d)

A sequence of Tafel/Volmer or Heyrovsky/Volmer steps is considered for most
electrode materials, while a concerted mechanism (direct discharge) is suggested
when the rates of reactions are similar [55]. In the present case, the average Tafel
slopes of �32 mV�dec�1 for the bimetallic material, and of �62 mV�dec�1 for the
tri-metallic catalyst, were obtained using pure hydrogen and mixtures (H2/CO).
These results suggest a reversible direct discharge mechanism and an irreversible
direct discharge mechanism, respectively [55].

Although the exchange current density ( j0) values of both synthesized materials
are lower than those exhibited by platinum (0.47 mA/cm2 [37]), the significant CO
tolerance is shown by both catalysts based on metal carbonyl clusters, which is an
advantage over Pt catalysts. The j0 values of the clusters are similar in the absence or
presence of CO, indicating that catalysts can be used in PEMFCs with reforming
hydrogen as a fuel supply. Similar tolerance to CO was also observed for the most of
the fabricated electrocatalysts. This class of metal carbonyl cluster catalysts exhibits
an important advantage over Pt-based materials in their ability to catalyze ORR and
HOR with fuel supplies containing CH3OH or CO. This type of selectivity is not
observed with Pt-based catalysts that become deactivated when in contact with
contaminant species. Therefore, metal carbonyl cluster catalysts can be evaluated
as cathodes and anodes in PEMFCs.

The methanol oxidation reaction was studied using different mono- and poly-
metallic carbonyl cluster catalysts containing iridium. The catalysts showed activity
independent of the fabrication method. The most facile reactions were observed when
the catalyst was fabricated using pyrolysis under H2 atmosphere. When using iridium
carbonyl cluster as precursor compound under N2 environment at 230 �C, 350 �C, and
500 �C, the materials were also active to methanol oxidation. This activity can be
attributed to the presence of metal particles of iridium [49]. The catalyst fabricated by
thermolysis with high boiling point solvents at 20 h was also active.

The methanol oxidation reaction was studied using the carbonyl cluster catalysts
by CV and chronoamperometry, under different methanol concentrations (1.0, 2.0,
and 3.0 mol�L�1 H2SO4). In general, the potential range (0.35–0.9 V/NHE) in which
the AOR occurs was determined from the CV plots. The data from the CV plots was
used to optimize measurements by chronoamperograms. The measurement param-
eters were controlled at a total time of 30 s and a sample time of 15 s at different
potential values, for each methanol concentration. From the latter, the stationary j/E
curves for the AOR on the different electrodes could be plotted. Although the current
density for the catalysts was found to be proportional to the alcohol concentration, its
values are significantly smaller than those of Pt-Ru/Vulcan®. However, the anode
overpotential of the different materials is similar to that of the commercial catalyst,
indicating high catalytic property of the carbonyl cluster [50].
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These results show that the new materials are good potential candidates to be
evaluated as both cathodes and anodes in a reforming hydrogen PEMFC and as
anodes in a direct methanol fuel cell.

4.3.3 Structural and Morphological Characterization

The structural and morphological characterization of the different catalysts indicated
that the precursor compounds have well-defined structures and geometries [38, 48].
The products exhibited different structural, morphological, and electrochemical
properties, depending on the thermic processes of precursor compounds, such as
in different solvents and synthesis atmosphere, temperature, time, and reaction
media. It was also found that performance of catalysts produced by pyrolysis (free
solvent reactions) was higher than fabricated by thermolysis. In short, the structural,
morphological, and electrochemical evaluation of the catalysts can guide the opti-
mization of synthesis parameters.

The synthesized materials presented crystallite size <60 nm (even for those
which products were a mixture: metal particles and some metal carbonyl cluster),
which were calculated by the Scherrer equation [59] using the full width at half
maximum (FWHM) of the crystallographic peaks. This property is very important
for electrocatalyst since the reactions occur on surface, which are favored when this
area is greater. Representative FT-IR, XRD pattern, and SEM images of two catalytic
materials synthesized from mixtures of Rh6(CO)16/Ir4(CO)12 (relation weight 1:1)
and of Rh6(CO)16/Ir4(CO)12/Os3(CO)12 (relation weight 1:1:1) are presented in
Fig. 4.4. The FTIR (Fig. 4.4a) spectra show carbonyl stretching bands around
2060 cm�1, as well as a group of bands around 505 cm�1, associated with the
terminal carbonyl group and metal-carbonyl vibrations, respectively [60, 61]. Such
bands are an indication of the presence of carbonyl metal complexes; however, their
intensity is weaker for the material synthesized in H2 (Fig. 4.4a-2) than for the
catalyst obtained in N2 (Fig. 4.4a-1), which means that the decarbonylation process
is favored in a reductive atmosphere. This was confirmed by a chemical composition
analysis of the catalysts, using EDS technique, Rh 32.81, Ir 37.40, C 14.36, and O
15.41 wt. % for the material obtained in N2 and Rh 23.98, Ir 37.43, Os 28.61, C 7.52,
and O 2.45 wt. % for the catalyst synthesized in H2, and by the X-ray diffraction
patterns are shown in Fig. 4.4b. The pattern of Fig. 4.4b1 can be assigned to a new
Rh-Ir-based carbonyl complex obtained in N2, while the pattern of the material
synthesized in H2 (Fig. 4.4b2) shows some peaks attributed to metal particles, with a
larger contribution from the iridium carbonyl precursor, according to the EDS
analysis. Calculations based on the full width at half maximum (FWHM) of the
main XRD peaks, using the Scherrer equation [59], suggest that the average particle
size is �62 nm for the catalyst obtained in a nitrogen atmosphere and �38 nm for
that synthesized in the H2 atmosphere. Figure 4.4c1–2 shows SEM images of the bi-
and tri-metallic electrocatalysts; both materials exhibit a porous spongelike surface
morphology, although the tri-metallic material had higher particle porosity than the
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bimetallic material. The small particle diameter and high porosity can be an advan-
tageous property for their use as catalysts.

4.3.4 PEM Fuel Cell Evaluation

The optimal catalysts as determined by electrochemical and structural characteriza-
tion were selected in order to be evaluated as cathodes and anodes in a hydrogen
PEMFC. To conduct this study, single fuel cells (with different flow channel
geometries) and the test system were designed and built. The different variables,
such as feed stream, relative humidity, and pressure of reactive gases, and the
operation temperature of the cell were accurately controlled. The parameters includ-
ing open-circuit potential, current density, power density, and the discharge and
power curves of each material were measured to evaluate electrocatalyst perfor-
mance using a membrane-electrode assembly (MEA). The fuel cell test system was
more cost-effective to be built than a commercial design. This system was evaluated
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using the platinum (Pt/Pt: cathode/anode) as reference and the fabricated metal
carbonyl cluster catalysts. The higher current density and power density
(100.8 mA cm�2 and 527.5 mW cm�2) were obtained using collector plates with
flow channels of serpentine geometry than using parallel or interdigital geometries.
This is attributed to the low-pressure drop of the reactive gases in a serpentine
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Fig. 4.5 Electrochemical study of the PEMFCs. (a1–3) Fuel cell performance of representative
catalysts used as cathodes: (1) Iry(CO)n-Iry(N2/230 �C), (2) Ir4(CO)12, (3) Iry(H2/190 �C),
(4) Rhz(N2/190 �C), (5) Rh6(CO)16, (6) Rhz(o-DCB), (7) Pt/Vulcan® (30%). For all cases the
anode was Pt/Vulcan® (30%). (b1–3) Fuel cell performance of representative catalysts used as
anodes: (1) Ir4(CO)12, (2) Rhz(o-DCB), (3) Iry(CO)n-Iry(N2/230 �C), (4) Rhz(N2/190 �C),
(5) Iry(H2/190 �C), (6) Rh6(CO)16, (7) Pt/Vulcan

® (30%). For all cases the cathode was Pt/Vulcan®

(30%)
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geometry [6]. Figure 4.5a shows the fuel cell performance using representative
catalytic materials as cathodes. Although the performance of the carbonyl catalyst
was lower than that exhibited by platinum, it was enough to power some electronic
devices, similar to Pt/Pt assembly, which is attributed to similar efficiency values
(Fig. 4.5a3). The best catalytic material evaluated as a cathode in a PEMFC was
obtained by thermolysis from rhodium carbonyl in o-DCB (Table 4.2).

When the novel materials were evaluated as anodes in a single-hydrogen PEMFC
at room temperature, the best performance was for the precursor compound
Rh6(CO)16 followed very close by an Ir-based catalyst (obtained by pyrolysis in a
reductive atmosphere at 190 �C); both showed a similar performance to that of
platinum using pure hydrogen. The performance of the material obtained by pyrol-
ysis of the rhodium carbonyls in N2 at 190 �C (Fig. 4.5b1–3) is also similar to that of
Pt. Studies were also performed in the presence of 100 ppm and 0.5% CO in the
hydrogen feed stream. In the presence of 100 ppm CO, the Iry(H2/190 �C) catalyst
exhibited slightly higher cell potential values than Pt and Rh6(CO)16 within a certain
current density range (Fig. 4.6a1–3); other catalytic materials based on rhodium and
iridium (obtained by thermolysis and pyrolysis, respectively) also have a good
stability and performance under this fuel cell operating conditions. In the presence
of 0.5% CO, however, the CO-resistant properties of the novel catalysts are more
evident (Fig.4.6b1–3), since the cell potential is virtually maintained for most of
them, while it drops dramatically for Pt catalyst. Although the current density
decreases considerably for all materials, they were capable to generate electrical
power sufficiently to drive two appliances at the same time in contrast with platinum
catalyst. These results verified that the new materials present a better performance

Table 4.2 Fuel cell performance of representative catalysts based on metal carbonyl clusters as
cathodes and its comparison with platinum (The anode was Pt/Vulcan® 30% for all cases).
T = 20 �C; R. H. = 60% for O2 and H2

MEA Fuel cell conditions Fuel cell parameters

Cathode Feed stream
(sccm)

E
(V)

I
(mA)

J
(mA cm�2)

P
(mW cm�2)

η
(%)

O2 H2

Iry(CO)n-Iry
(N2/230 �C)

100 30 0.83 0.12 6.92 13.11 14.24

Ir4(CO)12 200 200 0.74 0.18 10.51 17.64 10.32

Iry
(H2/190 �C)

120 20 0.87 0.38 21.86 63.56 20.12

Rhz
(N2/190 �C)

120 30 0.93 0.46 26.15 116.40 25.61

Rh6(CO)16 100 10 0.83 0.66 37.92 105.17 16.98

Rhz
(o-DCB/183 �C)

120 200 0.83 1.01 57.57 198.43 20.12

Pt/Vulcan®

(30%)
120 20 0.96 1.77 100.89 527.53 26.79
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than platinum catalyst when the fuel is a mixture of H2/CO in different concentra-
tions (Table 4.3). Some bimetallic Ru-Os catalysts obtained by thermolysis method
also showed similar performance when they were evaluated as electrodes in a
PEMFC [42].
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Fig. 4.6 Fuel cell performance of representative catalysts used as anodes in the presence of
CO in different concentration (in situ). (a1–3) 100 ppm CO: (1) Ir4(CO)12, (2) Rhz(N2/190 �C),
(3) Rhz(o-DCB), (4) Iry(CO)n-Iry(N2/230 �C), (5) Rh6(CO)16, (6) Iry(H2/190 �C), (7) Pt/Vulcan

®

(30%). (b1–3) 0.5% CO: (1) Rhz(N2/190 �C), (2) Pt/Vulcan® (30%), (3) Rh6(CO)16,
(4) Rhz(o-DCB), (5) Iry(CO)n-Iry(N2/230 �C), (6) Iry(H2/190 �C). For all cases the cathode was
Pt/Vulcan® (30 %)
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4.4 Conclusion

New mono-, bi-, tri-, and tetra-catalytic materials based on osmium, ruthenium,
iridium, and rhodium carbonyl clusters were developed, in order to perform the
oxygen reduction and hydrogen oxidation reactions. The direct application of these
new materials as electrodes in a PEMFC showed their real activity. This is because
the experimental conditions in an electrochemical cell and in a fuel cell are different
and yield different results. The electrochemical study is a first approximation of the
kinetic behavior of the materials in order to perform the ORR and HOR (even in the
presence of fuel supply contaminants, such as methanol and carbon monoxide,
respectively). However, this behavior can be modified when these materials are
evaluated as cathodes or anodes in a PEMFC. This was the case of the materials
presented in this chapter, since the electrochemical study and kinetic analysis

Table 4.3 Fuel cell performance of representative catalysts based on metal carbonyl clusters as
anodes and its comparison with platinum (The cathode was Pt/Vulcan® 30% for all cases).
T = 20 �C; R. H. = 60% for O2 and H2

MEA
Fuel cell
conditions Fuel cell parameters

Anode Feed
stream
(sccm)

Presence
of CO
|x|

E
(V)

I
(mA)

J
(mA cm�2)

P
(mW cm�2)

η
(%)

O2 H2

Iry(CO)n-Iry
(N2/230 �C)

120 30 0.0 0.95 1.05 59.98 276.50 28.08

100 ppm 0.94 0.23 13.54 112.92 36.84

0.5% 0.95 0.05 3.18 32.12 38.81

Ir4(CO)12 120 80 0.0 0.90 0.07 4.01 30.28 29.16

100 ppm 0.89 0.007 0.43 8.42 –

0.5% – – – – –

Iry
(H2/190 �C)

120 30 0.0 0.98 1.38 78.49 385.28 27.25

100 ppm 0.97 0.38 21.98 155.08 35.43

0.5% 0.97 0.08 4.99 54.18 44.53

Rhz
(N2/190 �C)

120 30 0.0 0.87 1.16 66.01 299.44 26.48

100 ppm 0.92 0.007 4.09 28.61 29.43

0.5% 0.70 0.01 1.12 1.11 28.10

Rh6(CO)16 120 20 0.0 0.96 1.41 80.10 345.13 23.80

100 ppm 0.95 0.34 19.70 128.50 28.72

0.5% 0.95 0.06 3.50 32.81 44.53

Rhz
(o-DCB/
183 �C)

120 30 0.0 0.93 0.85 48.31 204.91 26.85

100 ppm 0.92 0.23 13.31 68.93 31.21

0.5% 0.92 0.05 3.06 20.08 9.86

Pt/Vulcan®

(30%)
120 20 0.0 0.96 1.69 95.80 497.01 26.85

100 ppm 0.94 0.55 31.66 143.18 26.26

0.5% 0.72 0.02 1.68 2.49 12.72
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indicated that most of the fabricated catalysts were capable of performing the HOR
in the absence or presence of carbon monoxide at different concentration without
losing their catalytic activity and without major changes in their polarization curves
and kinetic parameters. However, when different catalytic materials were evaluated
as anodes in a PEMFC using pure hydrogen, 100 ppm, and 0.5% CO in the hydrogen
feed stream, the materials have different performance: using pure H2, the carbonyl
cluster catalysts showed a similar performance to that of platinum; while current
density and power density values decreased considerably for all materials with CO in
the fuel supply, however, the cell potentials remained virtually unchanged but
dropped dramatically for Pt catalyst.

Finally, with the direct application of the new metal carbonyl materials as
electrodes in a PEMFC, it was possible to power some electronic devices of different
powers, such as little fans, toys, LEDs, and a disk man CD player, even when using
a fuel mixture (0.5% CO/H2). This opens the possibility to use reforming hydrogen,
helping to decrease the high cost of fuel cell technology, as well as the hydrogen
production for fuel cells. In addition, for some applications, the platinum catalyst
could be successfully substituted by some carbonyl clusters, since they can perform
both reactions (ORR and HOR), but with the important advantage of being resistant
to fuel cell contaminants (CH3OH and CO, respectively), which also helps to
decrease the cost of fuel cells.
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Abstract
To improve electrochemical performance of the fuel cell devices, various nano-
scaled materials were produced using different methods such as colloidal chem-
istry, physical deposition, pyrolysis, and solid-state chemistry. Series of materials
such as Pt-catalytic support materials are described and include doped metal
oxides, carbides, nitrides, borides, mesoporous silica, metal, and conducting
polymer-based support materials for Pt class of electrocatalysts. In this chapter,
we summarized the recent developments in the advanced synthesis of electrodes
for low-temperature fuel cells, cathode, and anode catalyst for proton exchange
membrane fuel cells (PEMFCs). The structures of these materials were highly
diversified, including core-shell, hybrid catalytic materials, and skinned-shell
structures. We also discuss tolerance to acidic media and CO of catalysts
supported by metal and mixed metal oxide nanocatalysts with mesoporous,
hollow, or multilayered structures. Their representative catalytic applications in
the fuel cell devices particularly in oxygen reduction reaction (ORR), hydrogen
oxidation reactions (HOR), and methanol oxidation reaction (MOR) are
discussed. We highlighted perspectives for their challenges ahead and opportu-
nities for their use in low-temperature fuel cells and PEMFCs. Based on the
structural characterization and performance of the devices, we further listed the
ideal support material characteristics to enhance the stability and durability of
these carbon-based and non-carbon-based support materials for Pt and non-Pt
nanocatalysts used in low-temperature fuel cells.

5.1 Support Materials in Low-Temperature Fuel Cells

Fuel cells, especially low-temperature fuel cells, are promising to be the future
energy device for vehicles and grid energy storage because of their high energy
efficiency and low to zero emission [1]. The fuel cells can be classified into several
classes by the fuel supplies (such as H2, CH3OH, CH4, and C2H6). Hydrogen has the
highest specific energy density in all candidates when used as anode fuel. Proton
exchange membrane fuel cells (PEMFCs), sometimes using pure hydrogen as anode
fuel and working at a lower temperature than 100 �C, is a promising energy
conversion device used in electric vehicles and other fields. And this fuel cell
technology has also been shown to be competitive with conventional energy con-
version devices such as lead-acid battery and Li-ion battery [2]. Although there are
many advantages in this energy system, there are still several challenges that hinder
the wide commercialization of low-temperature fuel cells, including the high
expense of platinum usage in both cathode and anode catalyst and the poor
durability.

Platinum (Pt) or Pt-based catalysts are used in both anode and cathode compart-
ments. Different Pt or Pt-based materials are catalyzing the oxidation reaction of the
fuels such as hydrogen, alcohol, aldehyde, and carboxylic acid in the anode com-
partment and catalyzing the oxygen reduction reaction (ORR) in the cathode com-
partment, respectively. Usually, the catalysts are in nanoscale dimension and need to
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be dispersed in the support materials. The support materials can provide the large
specific surface area to promote loading and dispersing the nanocatalyst. The
supporting materials should also be electron conductors to transport the electron
charge for the redox reactions.

Carbon materials, especially commercial Vulcan XC-72 carbon black, are the
most commonly used support materials, which can be used to facilitate catalysis in
both anode and cathode compartments in low-temperature fuel cell systems. Such
materials have several advantages, including high electrical conductivity, high
specific surface area, and low mass density. However, the corrosion and decompo-
sition of carbon materials during prolonged operation will cause the catalysts to lose
their activity and reduce the durability [3]. Development of novel support materials
is essential to solve this problem and to advance commercialization of
low-temperature fuel cells. A characteristic of robust fuel cells depends on the
quality of support materials, which should also include uniform particle size distri-
bution and excellent electrochemical stability. For example, the most currently used
catalysts in the low-temperature fuel cells are platinum (Pt) and Pt alloy-based
catalysts supported by the porous and conductive carbon-based materials with a
high specific surface area of >100 m2 g�1 [4]. The Pt nanoparticles with a uniform
particle size were dispersed on the surface of the carbon homogeneously to provide
enough three-phase interface to facilitate electrocatalysis. Although this carbon
support has excellent electronic conductivity and outstanding specific surface area,
the corrosion of carbon support materials caused by the electrochemical oxidation
during the operation process (high potential: about 1.4 V vs reversible hydrogen
electrode (RHE)) has been identified to be the major drawback of catalysts durabil-
ity, which limits the large-scale commercialization of fuel cells [5]. In the cathode
chamber, the high voltage and presence of oxygen promote the carbon material
corrosion, while in the anode chamber with limited fuel supplies, carbon materials
replace the fuel, resulting in corrosion.

To address the corrosion of catalyst support, researchers have focused on the
development of alternative support materials to replace the traditional carbon sup-
port materials used in a low-temperature fuel cell. To maintain the high catalytic
activity of the noble metal catalyst, the support materials should meet several
requirements during the operation of a low-temperature fuel cell. First, when the
fuel cell operates at a high potential, support materials must be stable under this
rigorous oxidation state to remain the electronic conductivity on its surface. Second,
the non-carbon support materials should have a strong interaction at the interface
between the catalysts and support to maintain the high dispersity of noble metal
catalysts without agglomeration and detachment. And this interaction may change
the electron structure at the interface, in which catalytic performance is degraded.
With respect to the exploration of non-carbon support materials for noble metal
catalysts, considerable work has been done in the past decades. In this chapter, we
discuss the non-carbon support materials used in a low-temperature fuel cell. Lots of
support materials have been developed including metal, metal oxide, metal carbide,
metal nitride, metal boride, and conducting polymer. Firstly, we start with a metal
oxide.
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5.2 Metal Oxide-Based Support Materials

In recent years, oxygen-deficient titania (TinO2n-1, where n is between 4 and 10) has
attracted wide attention as a promising electrode support material to facilitate
electrocatalysis [6]. Figure 5.1 shows the different orientations of TiO2 octahedra
(Fig. 5.1a) and the face-sharing shear plane (Fig. 5.1b) present in Ti4O7. This
structure, known as Magnéli phase, is characterized by the presence of ordered
planes of oxygen vacancies, also known as shear planes, and it has been shown
that they can form conducting channels inside TiO-based memristor devices
[7]. Among the TinO2n-1 family, several oxides (Ti4O7, Ti5O9) exhibit high electronic
conductivity at room temperature, which is similar to that of traditional carbon-based
materials [8]. These conductive oxides displayed high electrical conductivity, chem-
ical and electrochemical stability, and high tolerance to the corrosive media, such as
salt solution, acid solution, and alkaline liquors [9]. The electronic conductivity
of Ti4O7 bulk is about 2000 S cm�1, exhibiting the highest electrical conductivity
and stability, which has been widely studied in electrocatalysis.

Phase-pure Ti4O7 can be synthesized by several procedures, including pure H2

reduction and carbon thermal reaction. This Ti4O7 powder was used as catalyst
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support for several noble metals such as Pt [10] and iridium (Ir) [11]; and the
obtained hybrid catalysts showed high electrocatalytic activity and durability. The
Ti4O7-supported Pt hybrid nanocatalysts showed comparable specific activities for
oxygen reduction reaction (ORR) as compared to a conventional porous carbon-
supported Pt catalyst both under the three-electrode testing system and fuel cell
operating conditions. Ioroi et al. firstly demonstrated the effect of high-potential
conditions of activity and stability of Pt-deposited Ti4O7 catalyst [12]. For a high-
potential holding test, Pt-Ti4O7 catalyst showed greater stability than a conventional
Pt/XC72 catalyst. The instability of Pt/XC72 catalyst is due to the corrosion of
carbon support materials, while the Ti4O7 support is more stable in this potential
region.

The interaction between the precious metal and support materials can promote the
catalytic activity and boost the durability of hybrid catalyst, which is called strong
metal-support interaction (SMSI) [13]. Farndon et al. [14] discussed the surface
interaction between the Pt particles and the as-supplied Ebonex support in Pt/Ti4O7

hybrid catalysts. Slavcheva et al. [15] synthesized Pt and Pt-cobalt
(Co) nanoparticles supported on Ebonex support by the borohydride reduction
method. Because of the metal-support interaction, the Pt-Co-Ebonex catalyst was
shown to facilitate the ORR, which started at a lower onset potential. For ORR, the
Pt-Co-Ebonex catalyst gave a high reaction rate as compared with those catalyzed by
Pt-Ebonex and pure Pt-Co catalysts. This result was suggested that the improved
catalytic performance is attributed to the strong interface interaction between Pt
nanoparticles and the Ebonex support as well as the d-band coupling mechanism,
where the surface activity is given by the energy shift of the surfaced states with
respect to the Fermi level. The stability of Pt-Ebonex was performed in different
kinds of the electrolyte. Chen et al. investigated that the Pt-Ebonex catalyst has a
stable performance in a basic electrolyte (1 M NaOH), while the electrochemical
durability of Pt-Ebonex in acidic solution (0.5 M H2SO4) under the conditions of
oxygen is limited [16]. Yao et al. prepared fiber-like nanostructured Ti4O7, into
which the Pt nanoparticles were deposited with a modified ethylene glycol reduction
method. The prepared Pt/nanostructured (NS)-Ti4O7 catalysts exhibited superior
durability as well as activity, in comparison to the commercial Pt/C catalyst in acidic
solution (0.5 M H2SO4). The XPS results indicated the strong metal-support inter-
action between Pt and NS-Ti4O7, which is propitious to the improvement of the
catalyst durability [17].

Besides Ti4O7, other Magnéli phase titanium oxides have been synthesized by
other methods and used for electrochemical catalysis. Shen et al. synthesized
Magnéli phase Ti8O15 nanowires via a one-step evaporation-deposition synthesis
method in a hydrogen atmosphere [18]. The electrical conductivity of a single
as-fabricated Ti8O15 nanowire is 2060 S m�1 at 300 K, which is much higher than
carbon black (~100 S m�1) and graphite (~1000 S m�1) and similar to graphene
(~2000 S m�1). Palladium (Pd) nanoparticles deposited on Ti8O15 nanowires are
synthesized through a pulsed electrodeposition method. The Pd/Ti8O15 hybrid
catalysts show a significantly enhanced activity for ethanol oxidation reaction
(EOR) and excellent durability compared to the commercial Pt/C catalyst.
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Molybdenum (Mo) oxides, especially Magnéli phase molybdenum oxides, have
attracted many researchers’ interest for the applications in low-temperature fuel
cells. There are four Magnéli phase molybdenum oxides, Mo4O11, Mo5O14,
Mo8O23, and Mo9O26, between the composition of MoO2 and MoO3. These oxides
can coexist or form glass-like structures marked as MoOx. The formation of hydro-
gen molybdenum bronze on the surface of molybdenum oxides can form a strong
metal-support interaction, which will enhance the ORR activity of noble metal
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support on the supporting oxides. Chen et al. investigated the hydrogen molybdenum
bronze formation and revealed hydrogen spillover on MoO3 with the presence of Pt
[19]. Elezovic et al. synthesized MoOx-Pt/C catalyst by the polyol method combined
with MoOx post-deposition for ORR andMOR [20]. Figure 5.2a, b depicted the ORR
polarization curves at 3785 rpm and Tafel slopes of different samples, respectively.
The ORR activity ofMoOx-Pt/C catalyst is much higher than that of commercial Pt/C,
which was explained by the synergetic effects due to the formation of the interface
between oxide supports and Pt nanoparticles. And the Tafel slope of MoOx-Pt/C is
similar to the value of Pt/C, which demonstrates its high catalytic activity. Mixed
valence state of molybdenum oxide was investigated by Wang et al. [21]. They
prepared Pt/MoOx catalysts by electrodeposition method and proposed promotion
mechanism of MoOx for MOR, causing the removal of the adsorbed CO poisons at
lower potentials. Ioroi et al. [22] prepared carbon-supported Pt/Mo oxide catalysts
and the reformate tolerances of Pt/MoOx/C, and conventional Pt-ruthenium (Ru)/
carbon (C) anodes were examined to clarify the feature and differences between these
catalysts. The Pt/MoOx showed better CO tolerance than PtRu in the presence of CO
(80 ppm)/H2 mixture, especially at higher fuel utilization conditions, which is mainly
due to the higher catalytic activity of Pt/MoOx catalyst for the water-gas shift reaction
and electrooxidation of carbon monoxide (CO). In contrast, the carbon dioxide (CO2)
tolerance of Pt/MoOx/C was much worse than that of PtRu/C. Some researchers
found that crystallized Mo4O11 have two phases (γ-Mo4O11 and η-Mo4O11), with
good electrical conductivity, which have been proved theoretically and experimen-
tally [23–25]. Yang et al. [26] reported Mo4O11 with a trace amount of MoO2 mixed
with Pt black. This composited catalyst plays the anti-poisoning role of the interme-
diate product –CHxO, but the durability remains to be improved.

Tungsten-based materials can also be used as support materials in a
low-temperature fuel cell. The defected tungsten oxide (WOx) is an n-type semicon-
ductor with a bandgap between 2.6 and 2.8 eV which could be applied in a
low-temperature fuel cell. Xu et al. investigated the improvement of sulfur tolerance
of noble metal catalyst by tungsten oxide-induced effects [27]. WOx is adopted for
the first time to modify such noble metal catalysts to acquire an excellent sulfur
tolerance, due to its unique nature with hydrophilicity, redox couple in lower
valence, as well as proton spillover effect. The Pt/WOx-C catalysts with different
WOx contents were synthesized and tested by cycling voltammetry (CV) and rotat-
ing ring-disk electrode (RRDE) methods. The higher catalytic activity of Pt/WOx-C
hybrid catalyst toward ORR is studied in comparison with commercial Pt/C after
both were poisoned by SOx where the electron transfer number of the Pt/WOx-C is
near four, whereas the Pt/C is not equal to four. The electronic interaction between Pt
and WOx is evidently confirmed by X-ray photoelectron spectroscopy (XPS) anal-
ysis, and the results strongly indicated that complete electron transfer is the crucial
factor for the ORR improvement. Li et al. studied Magnéli phase tungsten oxide
W18O49 as a support for Pt catalyst [28]. The XPS results showed a strong metal-
support interaction between Pt and W18O49, in which the valence state of W in
W18O49 was found to be +5 and +6, respectively. This mixed valence state may
promote the hydrogen spillover and oxygen buffering effects. When tested in a
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half-cell system, the Pt/W18O49 catalyst exhibited the greater MOR activity and
higher stability than commercial Pt/C and Pt black.

Lu et al. also developed a robust method for the synthesis of strongly coupled
Pd/W18O49 catalyst and demonstrated its high activity for ORR and excellent
stability [29]. Tetrahedron-like Pd nanocrystal supported on W18O49 nanosheets
were fabricated using a unique [Pd2(μ-CO)2Cl4]2�-W(CO)6 structure. Figure 5.3
showed the synthesis mechanism of Pd/W18O49 hybrid nanomaterials (Fig. 5.3a).
Although the non-supported Pd nanoparticles or pristine W18O49 has low ORR
activity, the hybrid displayed a superior activity to commercial Pt/C. The stability
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figure was adapted from [29] with permission of the American Chemical Society)
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of this hybrid catalyst is greater than that of the commercial Pd/C and Pt/C catalysts,
which is attributed to the synergistic interaction between Pd nanocrystal and W18O49

nanosheets (Fig. 5.3b).
Ruthenium oxide (RuO2) has also been explored as a catalyst support [30]. The

Pt/RuO2 catalyst shows the bifunctional mechanism in MOR, in which the presence
of Ru-OH bonds on the RuO2 surface plays a beneficial role in catalytic activity
enhancement for this MOR. It is known that Ru-OHad can facilitate Pt-COad

oxidation at a lower potential by providing adsorbed OHad groups adjacent to active
Pt atoms. To further exploit the beneficial property of the Pt/RuO2 catalyst, Chen
et al. [31] synthesized Pt/RuO2�H2O catalyst by a solution-based method to achieve
the superior performance. This catalyst showed higher catalytic activity toward
MOR than that of Pt-Ru black catalyst. Conducting metal oxides are considered to
be good candidates for catalyst support. However, the chemical stability and elec-
tronic conductivity of the nonstoichiometric oxides should be increased for a long-
term operation. Doping of heteroatoms into the matrix of metal oxide may provide
an efficient way to increase both electrocatalytic performance and stability.

5.3 Metal-Doped Oxide-Based Support Materials

The use of metal oxide as support materials in a fuel cell is a promising approach due
to their stability. However, the electrical conductivity of most of these materials
remains to be further developed. Doping is one of the efficient methods to increase
the electrical conductivity of metal oxide, and numerous elements were selected for
doping. Park and Seol prepared niobium (Nb)-doped TiO2 material using hydrother-
mal synthesis and produced Pt-based catalyst using this support material for the
ORR [32]. The as-synthesized Nb-doped titania (TiO2) support has an average
particle size of 10 nm, and the size of Pt particle supported on the surface of
Nb-doped TiO2 was 3 nm. The Pt/Nb-TiO2 catalyst showed an outstanding ORR
performance and stability because of the strong metal-support interactions (SMSI)
between Pt and Nb-doped TiO2 support materials. Hass et al. [33] fabricated
Ru-doped TiO2 support materials by using a sol-gel routine. They found that the
conductivity of the support could be increased with the increasing of ruthenium mole
fraction. The Ru-doped TiO2 support has an average particle size of 200 nm, and the
Pt particles were deposited on this support using a chemical deposition process. The
Pt/Ru-TiO2 hybrid catalyst has a comparative ORR activity to commercial Pt/C in
0.5 M phosphoric acid electrolyte. Wang et al. [34] successfully synthesized
Ru0.1Ti0.9O2 nanopowder by using TiN nanoparticles and RuCl3 as precursors by
the impregnation-thermal decomposition method, and then the Pt nanoparticles were
deposited on the surface of this support material to form Pt/Ru0.1Ti0.9O2 hybrid
catalysts. Fuel cell tests using this material in the cathode catalyst layer showed fairly
high catalyst performance and stability.

Hwang et al. presented a new approach by exploring Ti0.7Mo0.3O2 used as
functionalized catalytic support for Pt nanoparticles [35]. The Ti0.7Mo0.3O2 support
was synthesized by a single-step hydrothermal method without any surfactant or
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stabilizer. Figure 5.4a, b showed polarization curves and stability of Pt/Ti0.7Mo0.3O2

and commercial Pt/C (E-TEK) and Pt-Co/C (E-TEK) catalysts, respectively. They
found the ORR current density generated using catalytic Pt/Ti0.7Mo0.3O2 is
~7 mA cm�2 and about 2.6-fold higher than those of commercial Pt/C and Pt-Co/
C catalysts [36] when calculated with the same Pt loading (Fig. 5.4a). The high
catalytic performance is based on the novel nanostructure Ti0.7Mo0.3O2 support with
“electronic transfer mechanism” from Ti0.7Mo0.3O2 support to Pt that can modify the
surface electronic structure of surface Pt, attributing to a shift in the d-band center of
the surface Pt atoms. Because of the strong metal-support interaction, the stability of
Pt/Ti0.7Mo0.3O2 is higher than those of Pt/C and Pt-Co/C catalysts in both acidic and
oxidation environments. These results showed that Ti0.7Mo0.3O2 is a promising
candidate as non-carbon catalyst support material for a low-temperature fuel cell
with outstanding performance and excellent stability (Fig. 5.4b). Kim et al. [37] also
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studied different doping elements into TiO2 and their ORR performances. Transition
metals such as V, Cr, and Nb as a different dopant are introduced into TiO2 matrix,
and they found that the vanadium-doped TiO2 has a comparable strain at the Pt
surface by extended X-ray absorption fine structure (EXAFS) analysis. It was
confirmed that the shorter Pt interatomic bond length is correlated with the better
ORR specific activity. In addition, Pt/V-TiO2 gave the best durability due to the
anchoring effect of Pt nanoparticles which is derived from the strong metal-support
interaction.

Besides TiO2, tin oxide (SnO2) has also been explored as a support for electro-
catalysts. Although SnO2 itself is a poor electrical conductor, doping SnO2 using
some metal such as Sb and Ru can significantly increase the electronic conductivity,
making it possible to use as a catalyst support. The conductivity of Ru-doped SnO2

support material has a conductivity of around 2.5�10�3 S cm�1 [38]. Besides the
large surface area of such a supported catalyst, the doping metals such as Sb also
have beneficial effects such as adsorption of OH species and electronic effects for
improving the electrooxidation of small alcohols. These all facilitate the electro-
catalytic performance of the doped SnO2.

Santos et al. [39] found that the Sb-doped SnO2 (ATO) films were effective for the
dispersion of Pt nanoparticles. Lee et al. also deposited colloidal Pt particles on ATO
particles with various Pt loadings [40]. The powdered X-ray diffraction patterns for
these Pt/ATO catalysts showed typical polycrystalline patterns, indicating that the Sb
ions partially replaced Sn ions in the cassiterite SnO2 polycrystal structure without
the formation of any other phases of Sb compounds. These catalysts were tested for
both methanol and ethanol electrooxidation, and the results showed that their
catalytic activities were enhanced when compared to the value of a commercial
Pt/C catalyst. In addition, the electrochemical stability of Pt/ATO is higher than the
commercial Pt/C, which is tested under the fuel cell condition. Besides Sb ele-
ments, Ru was also used as a doping metal for SnO2 to form support materials.
Pang et al. prepared some Ru-doped SnO2 support materials by chemical precip-
itation and followed by calcination at 823 K [41]. The Ru-doped SnO2 nano-
particles were found to have high stability in an acidic electrolyte. The Pt/Ru-SnO2

catalysts showed higher electrochemical activity and stability than Pt/SnO2

catalysts.
Sn-doped indium oxide (ITO) nanoparticles were conceived as a high stability

non-carbon support for Pt nanoparticles by Liu et al., and the activity and stability of
Pt/ITO catalyst for the ORR were investigated and shown in Fig. 5.5 [42]. The TEM
image exhibited Pt nanoparticles supported on the surface of ITO particles
(Fig. 5.5a). Sn was employed as the dopant in the In2O3 oxide to exploit the strong
interaction between Sn and Pt that was previously used to enhance the activity of Pt
on Pt/ITO. The mass activity of Pt was extremely high on the Pt/ITO hybrid, and the
enhanced ORR performance of Pt/ITO was attributed to the strong metal-support
interaction between Pt and ITO supports, which can be confirmed by XPS results
(Fig. 5.5b). The ITO support materials provide enough electronic conductivity which
ensures the electron transfer during the reaction and also changes the surface electron
structure of Pt (Fig. 5.5c). The stability of the hybrid catalyst after 1000 cycles is
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much higher than the commercial Pt/C catalyst, while the minor degradation is
assumed to be the surface dissolution of Sn pieces (Fig. 5.5d).

Sulfated zirconium oxides (S-ZrO2) have also been explored as catalyst supports
for many chemical reactions. The ZrO2 itself with low electronic conductivity cannot
be used as support materials in fuel cell directly. However, after modification by
sulfonation, S-ZrO2 was formed which has a high electrical conductivity used in
many reactions. Hara and Miyayama employed different synthesis methods for
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S-ZrO2 samples [43]. They found that the surface of a S-ZrO2 with heat treatment
showed the strong bonding between SOx spices and Zr atoms. When used in the fuel
cells, Pt supported on S-ZrO2 catalyst displayed a high electrocatalytic performance.
Suzuki et al. synthesized sulfated zirconia-supported Pt (Pt/S-ZrO2) using ultrasonic
spray pyrolysis (USP) [44]. They found that the Pt was evenly dispersed on the
surface of S-ZrO2 supports as nanoparticles with a diameter of about 8 nm. The
performance of fuel cell using S-ZrO2 as support materials is higher than using
commercial Pt/C if both of the catalyst layers were not impregnated with Nafion
ionomer. This indicated that the Pt/S-ZrO2 could reduce the usage of Nafion ionomer
in the catalyst layer. The USP is one of the one-step synthesis methods to directly
prepare materials like metal oxide-supported metal electrocatalyst with high surface
area support. Recently, USP has been also demonstrated as a facile method to
prepare meso- and macroporous support materials. The summary of doped metal
oxides is listed in Table 5.1.

Besides metal oxide, other metal compounds such as metal carbide, metal nitride,
and metal boride can also be used as catalyst supporting materials in fuel cell and
show excellent performance.

5.4 Carbide-Based Support Materials

Carbides are compounds composed of carbon and a less electronegative element.
According to the chemical bonding types, all carbides exhibit some level of covalent
character. Four types of carbides were classified as (1) saltlike, (2) covalent com-
pounds, (3) interstitial compounds, and (4) intermediate transition metal carbides.
Commonly intermediate transition metal carbides have the highest stability in both
acidic and basic electrolyte with a good electrical conductivity, which makes them
promising candidate as support materials for noble metal catalysts.

Titanium carbide (TiC) was investigated as a useful support material in electro-
chemical catalysis and fuel cell applications. TiC has an excellent stability toward
electrochemical oxidation, although TiC as support materials is still limited. Jalan
et al. [45] showed that TiC with a relatively large surface area of 25–125 m2 g�1

could be synthesized by placing titanium tetrachloride (TiCl4) in a gas flow stream
containing unsaturated hydrocarbon and hydrogen in the temperature range of
500–1250 �C. In this synthesizing process, TiC was formed with a desirable
chain-like morphology, which has an open porous structure. This open porous
structure cannot only maintain high electrical conductivity but also provide diffusion
paths for oxygen and electrolyte during the catalytic reaction.

Besides TiC, tungsten carbide (WC) was suggested to be an ideal support material
due to its unique chemical and physical properties. Weigert et al. studied electro-
chemical behaviors of WC and Pt-modified WC as electrochemical catalysts in a
direct methanol fuel cell (DMFC) [46]. Evidence of improved anode kinetics was
observed by increasing the fuel concentration and operating temperature. It was
evident that the most limiting factor of this catalyst used in DMFC is the low surface
area of the anode catalyst. Wang et al. [47] prepared tungsten carbide microsphere
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Table 5.1 Comparison of differently doped metal oxides as support

Samples Matrix
Doping
formula

Catalysis
reaction Performance

Proposed
mechanism Ref.

1 TiO2 Nb-TiO2 ORR Excellent
activity and
durability

The interaction
between oxide
support and a
metal catalyst

[32]

2 TiO2 Ru0.1Ti0.9O2 ORR The catalysts
had an active
platinum
surface area
comparable to
commercial
catalysts on a
carbon support

Ruthenium
mole fraction
increased the
electronic
conductivity
and improve
performances

[33,
34]

3 TiO2 Ti0.7Mo0.3O2 ORR ORR current
density is ~7
and 2.6-fold
higher than Pt/C
and Pt-Co/C
with same Pt
loading

SMSI between
Pt particles and
Ti0.7Mo0.3O2

support

[35]

4 TiO2 V(Cr/Nb)-
TiO2

ORR Pt/V-TiO2

exhibits
excellent
durability

More
compressive
strain in Pt/M-
TiO2 than
Pt/TiO2 and
Pt/C and the
shorter Pt
interatomic
bond

[37]

5 SnO2 Sb-SnO2 MOR
EOR

Larger intrinsic
electrocatalytic
activity

Higher
roughness
factors than
platinized Pt
electrodes

[39,
40]

6 In2O3 Sn-In2O3 ORR The mass
activity of Pt
was high as
621 � 31 mA/
mgPt and the
stability of
Pt/ITO was also
very impressive

The strong
interaction
between Pt and
ITO limits the
surface Sn
dissolution to
those parts of
ITO without Pt
support

[42]

7 ZrO2 S-ZrO2 ORR No large IR loss
in single cell
performance up
to 2.5 Acm�2

S-ZrO2 support
act as a proton
conductor in the
catalyst layer

[43,
44]
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with high surface area (256 m2 g�1) by hydrothermal synthesis. They found that the
ORR performance including onset potential and mass activity of Pt-WCmicrosphere
is higher than that of Pt supported on the carbon microsphere. This catalytic
improvement was attributed to the higher electrochemical surface area (ESA), as
well as to the synergistic strong metal-support interaction between the Pt and WC
support materials. Hara et al. fabricated WC-based support by carburizing of tung-
sten nitrides (W2N) and tungsten sulfides (WS2) as precursors from different starting
materials [48]. The results indicated that WC, which was obtained from W(CO)6/S
and (NH4)2WS4, gives a much higher specific surface area than others. And the mass
activity of Pt/WC was superior to the commercial Pt/C catalyst. Electrochemical
testing was performed by applying oxidation cycles between +0.6 V and +1.8 V to
the support catalyst material combinations and monitoring the activity of the
supported catalyst over 100 oxidation cycles. The electrocatalytic activity of Pt/C
decreased quickly, while the Pt/WC catalyst maintains its catalytic activity after
100 accelerated oxidation cycles.

Silica carbide is also used as a conductive support for ORR in PEMFC and
exhibits good catalytic performance. Lobato et al. deposited nanoscale Pt on the SiC
supports [49]. For the first time, the SiC-based supports were applied for about 100 h
at 160 �C and compared with commercial Pt/C. Their results showed the SiC(TiC)-Pt
hybrid catalysts exhibited a high catalytic durability in half-cell experiments and a
low degradation rate of the electrochemical surface area. Dhiman et al. had synthe-
sized SiC particles with two different sizes (50–150 nm and 25–35 nm) supported Pt
nanoparticles [50]. The SiC supports are subjected to an acid treatment to introduce
surface groups, which help to anchor the Pt nanoparticles. The SiC-based catalysts
have been found to have a higher electrochemical activity than commercially
available Vulcan-based catalysts. These promising results signal a new era of
SiC-based catalyst supports for future fuel cell applications.

5.5 Nitride-Based Support Materials

Titanium nitride (TiN) was reported as catalyst support in terms of fuel cell appli-
cations because of its high electrical conductivity and outstanding oxidation and
corrosion resistances. Avasarala et al. synthesized a Pt/TiN hybrid electrocatalyst
with Pt nanoparticles supported on commercial TiN nanoparticles with an average
particle size of 20 nm and a specific surface area of 40–55 m2 g�1 and performed
electrochemical tests to evaluate its electrochemical surface area and mass and
specific activities under the PEM fuel cell testing conditions [51]. Figure 5.6 showed
ORR polarization curves of Pt/TiN and Pt/C. The ORR activity of Pt/TiN was higher
than commercial Pt/C in 0.1 M HClO4 electrolyte because of the more positive half-
wave potential of Pt/TiN. The improved activity and ECSA of Pt/TiN in the
electrochemical half-cell may be attributed to the superior dispersion of Pt nano-
particles on the TiN nanoparticle supports. The XPS analysis revealed the presence
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of an oxygen-rich layer on the surface of non-platinized and platinized TiN particles.
The high surface oxygen content is due to a thin oxide/oxynitride layer on the TiN
surface because of its oxidation from exposure to oxygen or moisture. This oxide
layer has a positive effect to protect the deeper TiN supports away from the oxidation
and did not indicate a poor conductivity due to the ultra-thin layer (a few nanometer)
of this oxide (of a few nanometer thickness).

Besides TiN, boron nitride (BN) is another potential candidate as support material
for catalysts. The lattice structure of BN is similar to the graphite with a hexagonal
structure. And the stability, chemical inertness, and conductivity with respect to less
dissolution and chemical reactivity are promising for applications under harsh
conditions. Perdigon-Melon et al. [52] prepared porous BN samples using sol-gel
deposition method to increase the specific surface area of BN powder. The porous
structure of the obtained BN supported highly dispersed Pt nanoparticles on its
surface for providing enough three-phase interface. Although current results are
limited, preliminary data suggests that the BN particles have potential as support
materials to enhance the performance of electrocatalysis.

5.6 Boride-Based Support Materials

Titanium diboride (TiB2) is an electrically conducting ceramic with good electrical
conductivity, excellent thermal stability, and corrosion resistance in acid medium,
which makes it a promising support material in a low-temperature fuel cell. Yin et al.
[53] demonstrated that TiB2 is a novel catalyst support material with excellent
electrical conductivity and electrochemical stability. The as-synthesized Pt/TiB2

was obtained by a colloidal route, and highly dispersed Pt nanoparticles on the
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surface of TiB2 support materials were generated. The electrochemical performances
of Pt/TiB2 were investigated by the rotating disk electrode (RDE) technique in a
0.5 M H2SO4 electrolyte. It was found that the Pt/TiB2 catalyst has similar ORR
catalytic activity to the commercial Pt/C. The stability of Pt/TiB2 is approximately
four times higher than that of the Pt/C, endowing this catalyst with an excellent
stability resulting from the TiB2 supports and also possibly from polymer stabiliza-
tion effects. The use of TiB2 powders with large particle size as support materials
will reduce the utilization efficiency of Pt catalyst. The results showed that greater
improvements in the use of Pt/TiB2 hybrid catalysts can be achieved.

5.7 Mesoporous Silica-Based Support Materials

Mesoporous silica with a high surface area and uniform pore structure has attracted
attention as a fuel cell support material. Although the conductivity of pristine support
materials is low, the noble metal catalysts supported on the surface of this meso-
porous silica will improve its electronic conductivity. Dalai et al. synthesized
mesoporous Santa Barbara Amorphous-15 (SBA-15) and deposited Pd-Zn alloy
on its surface [54]. The Pd-Zn alloy formation was favored when the catalyst was
reduced above 400 �C, but yielded a lower chemisorption capacity; hence the total
metallic Pd surface area was reduced.

5.8 Metal-Based Support Materials

Metals can also be used as support materials in a low-temperature fuel cell. In some
synthesis processes, the attachment of metal supports and catalysts may produce
some degree of alloying, which generates a positive effect for catalysis. Sasaki et al.
[55] prepared an Au-supported Pt electrocatalyst, in which a Pt submonolayer was
deposited on Au nanoparticles with the exposition of special Au (111) crystal face.
Zhang et al. also synthesized some similar catalysts, in which Pt submonolayer was
deposited on Pd (111) face [56]. Figure 5.7a, b showed the Pt submonolayer was
deposited on the Pd (111) lattice planes. The results also showed a significant
improvement of ORR catalytic performance of this Pt-Pd (111) catalysts over
commercial Pt/C. Stamenkovic et al. [57] thought that the ORR performance was
dependent on the arrangement of Pt on the surface of support materials. And a
Pt-skin surface may strongly enhance the catalytic activity. Another Pt surface,
called Pt-skeleton surface, can be formed by Pt-transition metal (TM) alloy in an
acidic environment, in which TM atoms on the surface could be dissolved and
remain a Pt-containing outermost layer [58]. Due to the metal elements usually
existing as the alloy components in the catalyst, and core-shell structure design of
the catalyst is the common synthesis approach. It was hypothesized that these
metal-support catalysts should belong to the bimetal or tri-metal core-shell catalyst
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family. Therefore, a very brief introduction of the delegations of these metal supports
is provided.

5.9 Conducting Polymer-Based Support Materials

The electronic conducting polymer is a family of polymer which has high electronic
conductivity and chemical stability. The electronic conducting polymer with their
unique electrochemical and mechanical properties is a promising support material in
a low-temperature fuel cell. Some polymer such as polyaniline (PANI) and poly-
pyrrole (PPy) have been used as conducting support materials for catalysts in a
low-temperature fuel cell. The conductivity levels of PANI can be as high as
100 S�cm�1, and the chemical stability of PANI in aqueous solution is also very
high. Laborde et al. [59] prepared Pt-modified polyaniline electrode. They found the
electrocatalytic activity of MOR of Pt-PANI hybrid catalyst is higher than the bulk
platinum electrode. Nanostructured Pt/PANI catalyst was also obtained by Rajesh
et al. [60]. They found that nanotube-like PANI as support materials increase the
catalytic activity and stability of Pt. Polypyrrole is a mechanically and chemically
stable conducting polymer and is easy to be prepared. The electronic conductivity of
PPy is about 500 S cm�1 which is enough for electron transfer to occur during
electrocatalysis. Zhao et al. [61] prepared a PPy-XC72 composite support by in situ
chemical polymerization of pyrrole on XC-72, followed by the chemical deposition
of Pt particles on its surface. The obtained catalyst revealed a higher MOR catalytic
performance and better CO tolerance than commercial Pt/C catalyst. Some
PPy-containing bimetallic catalysts, such as Pt-Ru/PPy-C, [62] Pt-Fe/PPy-C [63],
and Pt-Co/PPy-C [64], have also been investigated to exhibit high electrocatalytic

Fig. 5.7 (a) Low magnification and high magnification overview of Pd supported on the carbon
surface. The one-dimensional lattice fringes correspond to (111) lattice planes in Pd (The figure was
taken from [56]; reproduced with permission of the American Chemical Society)
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performance. To enhance the conductivity of the support materials, sometimes the
carbon nanotubes were applied simultaneously with the conductive polymer. But the
electronic conducting polymer provides a possibility to produce the soft electrode,
which is the key technique to produce a collapsible and wearable PEMFC, as a
portable electrical source for devices.

5.10 Conclusion

In summary, carbon-based supporting materials for Pt-based catalysts have many
problems such as carbon oxidation or corrosion during the process of fuel cell
operation. To address these issues of carbon oxidation, the non-carbon supporting
materials are a promising candidate for low-temperature fuel cell catalysts. These
non-carbon supporting materials include Magnéli phase oxide, metal ion-doped
oxide, metal carbides, metal nitrides, and metal borides. In comparison with
carbon-based supporting materials, some significant drawbacks still exist for
non-carbon supporting materials.

First, the specific surface area and pore volume are much smaller than porous
carbon materials. Second, the electronic conductivity of non-carbon supporting
materials is still lower than carbon support. Last, some oxide supporting materials
have higher solubility in electrolyte than carbon-based support materials, which will
lead to a failure in fuel cell operation. Therefore, to produce an ideal non-carbon
supporting material, the following requirements should be met:

(a) Stability. The stability of supporting materials including low solubility in the
electrolyte and high resistance to oxidation.

(b) Electronic conductivity. The high electronic conductivity is a basic requirement
for a supporting material.

(c) Surface area. For better-supporting catalysts, non-carbon supporting materials
should have a high specific surface area to achieve more active sites.

(d) The strong interaction between catalysts and supporting materials. The interac-
tion between supporting materials and catalysts makes the catalysts stable on the
surface of the supporting materials.

(e) Low price and ease of the fabrication. The synthesis process of ideal non-carbon
supporting materials should be feasible. The large application of the non-carbon
supporting materials requires low cost, which needs a low-cost source to syn-
thesize support materials.

Although much of progress has been made to improve the activity and durability
of the low-temperature fuel cell, it is clear that more research and attentions should
be put on the development of non-carbon support materials. The conclusion of all the
support materials mentioned above is shown in Table 5.2.
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Table 5.2 The sum of varied support materials and their application in fuel cells

Samples Formula Classification

Reaction
of
catalysis Performance

Combined
with
(without)
carbon Reference

1 Ti4O7 Defected
oxide

ORR Better catalytic
performance and
excellent
durability

Single
support

[10–12]

2 MoOx Defected
oxide

MOR ORR mechanism
on MoOx-Pt/C
was direct four-
electron process

Combined
with
carbon

[20, 22]

3 W18O49 Defected
oxide

ORR Pd/W18O49

hybrid exhibited
not only
surprisingly high
ORR activity but
also excellent
stability

Combined
with
carbon/
single
support

[27–29]

4 RuO2 Oxide MOR High reactivity
and durability

Single
support

[30, 31]

5 Nb-TiO2 Doped oxide ORR Excellent activity
and durability

Single
support

[32]

6 Ru0.1Ti0.9O2 Doped oxide ORR The catalysts had
an active platinum
surface area
comparable to
commercial
catalysts on a
carbon support

Single
support

[33, 34]

7 Ti0.7Mo0.3O2 Doped oxide ORR ORR current
density is ~7
mA cm�2 and
2.6-fold higher
than Pt/C and
Pt-Co/C with
same Pt loading

Single
support

[35]

8 V-TiO2 Doped oxide ORR Pt/V-TiO2

exhibits excellent
durability

Single
support

[37]

9 Sb-SnO2 Doped oxide MOR
EOR

Larger intrinsic
electrocatalytic
activity

Single
support

[39, 40]

10 Sn-In2O3 Doped oxide ORR The mass activity
of Pt was high as
621 � 31 mA/
mgPt and the
stability of Pt/ITO
was also very
impressive

Single
support

[42]

(continued)
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Table 5.2 (continued)

Samples Formula Classification

Reaction
of
catalysis Performance

Combined
with
(without)
carbon Reference

11 S-ZrO2 Doped oxide ORR No large IR loss
in single cell
performance up to
2.5 Acm�2

Single
support

[43, 44]

12 TiC Carbide – – Single
support

[45]

13 WC Carbide MOR
ORR

Pt/WC catalyst
enhanced the
ORR activity by
more than 200%

Single
support

[46–48]

14 SiC Carbide ORR The SiC-based
catalysts have
been found to
have a higher
electrochemical
activity than
commercially
available Vulcan-
based catalysts

Single
support

[49, 50]

15 TiN Nitride ORR Pt/TiN shows a
higher reduction
current in
comparison with
carbon support
catalyst

Single
support

[51]

16 BN Nitride – Potential
application

– [52]

17 TiB2 Boride ORR The
electrochemical
stability of TiB2
was investigated
and showed
almost no changes
in redox region
after oxidation
during 48 h at
1.20 V

Single
support

[53]

18 Pt-Au(111) Noble metal ORR The Pt0.75Pd0.25
monolayer on
Au/C equals the
activity of a Pt/C
catalyst with 2.5
times larger Pt
loading

Single
support

[55]

(continued)
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Table 5.2 (continued)

Samples Formula Classification

Reaction
of
catalysis Performance

Combined
with
(without)
carbon Reference

19 Pt-Pd(111) Noble metal ORR The mass activity
of Pt-Pd(111)
electrode is five to
eight times higher
than that of Pt/C
electrocatalyst

Single
support

[56]

20 Pt-Ni and
Pt-Co

Noble metal ORR The reaction
mechanism on
Pt-Ni and Pt-Co
surfaces is the
same as the one
on pure Pt with
lower mass
loading

Single
support

[57, 58]

21 PANI Conductive
polymer

MOR The Pt
incorporated
polyaniline
nanotube
electrode
exhibited
excellent catalytic
activity and
stability

Single
support

[59, 60]

22 PPy-XC72 Conductive
polymer

MOR The Pt
nanoparticles
deposited on
polypyrrole-
carbon exhibit
better catalytic
activity than those
on plain carbon

Combined
with
carbon

[61]

23 PPy-C Conductive
polymer

ORR and
MOR

Pt and Pt-Ru
particles
deposited on
PPy-CNT
composite
polymer films
exhibit excellent
catalytic activity
and stability

Combined
with
carbon

[62–64]
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Abstract
The chapter begins with a brief introduction of the importance and role of
electrocatalysts in fuel cells. The following sections discuss the current state-of-
the-art for noble metal electrocatalysts in polymer electrolyte fuel cells (PEFCs)
along with an examination of recent developments in various noble metal (Pt, Pd,
Au, Ag, Ir, Ru) electrocatalysts used in anode and cathode of a PEFC. Various
0D, 1D, 2D, and 3D nanostructured morphologies of electrocatalysts are
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scrutinized. Different factors responsible for influencing and manipulating the
electrocatalytic response and the stability of electrocatalysts are also discussed.
The need and scope for recycling of precious metal electrocatalysts are examined
and finally expected future trends are deliberated.

6.1 Introduction

Polymer electrolyte fuel cells (PEFCs) are regarded as the most promising alterna-
tives to the existing internal combustion engine (ICE) based transportation system,
which is currently 95% dependent upon fossil fuels. With the reality of climate
change daunting on the world along with the dwindling crude oil reserves, the
hydrogen-based PEFCs have the potential to dramatically improve our urban air
quality, offer better energy security, and reduce the carbon footprint as they are
suitable not just for application in transportation but also for portable electronics and
combined heat and power systems. Besides being the greener energy solution with
zero or near zero greenhouse gas emissions, the PEFC systems also offer signifi-
cantly higher energy efficiencies (PEFC have 50–60% efficiency) as opposed to the
existing ICE systems, which have a maximum efficiency of just 20% [1–6]. Among
the various types of fuel cells, the low temperature (operating at 80–120 �C) acid-
based hydrogen fuel cells are the best choice for transportation applications, offering
quick start-up along with good efficiency. Fuel cells, in general, have an added
benefit over other electrochemical systems such as batteries, as they do not need
charging and continue to supply power as long as the fuel (hydrogen in case of
PEMFCs) and oxidant (oxygen/air) are in continuous supply. They also have the
advantages of being lightweight, quick hydrogen refill time, and being more eco-
nomical over battery-operated alternatives.

Fuel cell powered vehicles (FCVs) are a reality. Toyota Mirai was the first
mass-produced FCV, which has been commercially sold since 2014 in Japan and
since 2015 in North America [7]. While all major automotive companies have by
now launched their concept fuel cell vehicles such as Toyota FCV-R, Mercedes-
Benz F-cell, Honda FCX-clarity, and Chevrolet Equinox Fuel Cell, the high cost of
these vehicles and fuel supply availability limit their large-scale commercial
viability against the existing IEC systems [8–13]. The major component costs of
this system are contributed by the platinum (Pt) based electrocatalysts, which are
responsible for catalyzing reactions at the anode and cathode of the fuel cell. The
breakdown of hydrogen at the anode and the reduction of oxygen to combine with
protons and electrons to form water at the cathode cannot take place in the absence
of a catalyst at such low temperatures. Anode reaction is quick and simple,
requiring relatively low amounts of Pt catalyst. However, the cathode reactions
are extremely sluggish requiring very high Pt loadings to carry out the reactions
efficiently.
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The fundamental characteristics required for an effective electrocatalyst (for
anode or cathode) in a PEFC system are (a) activity – to enable adsorption of
reactants and facilitate reaction, (b) selectivity – to produce the desired product
and minimize undesirable intermediate and byproducts, (c) stability – toward the
harsh PEFC environment (high temperature, presence of radicals, and strong oxi-
dants), and (d) resistance – toward poisoning from impurities (CO2, sulfur-based
gases in feed gas) [14]. Tremendous efforts have been made using a variety of
approaches to reduce the amount of electrocatalysts costs over the past two to three
decades. These approaches to reduce costs owing to electrocatalysts have mainly
focused on reducing the Pt loading and increasing the efficiency of the electro-
catalyst, and can be categorized as follows: (1) replacing bulk Pt with nanostructured
catalysts; (2) alloying with other noble metals; (3) alloying with non-noble, transi-
tion/d-block metals; (4) Pt and noble metal-free catalysts; and (5) enhancing sup-
ports for electrocatalysts to improve electrocatalytic efficiency.

This chapter focuses on the noble metal–based electrocatalysts systems (exclud-
ing noble-transition metal alloys) for anode and cathode applications in PEMFCs,
explaining the current state of the art, the role, and functions of anode and cathode
electrocatalysts as well as factors affecting the electrocatalytic performance such as
morphology, alloying, loading, and distribution. It will further discuss parameters for
enhancing efficiency and minimizing Pt and other noble metal loading along with
exploring current noble metal recycling options.

6.2 Current State of the Art for Noble Metal Electrocatalysts

Before going into the discussion about the state of the art, it is important to recall
what is a noble metal and which metals are included in the list of noble metals. Noble
metals are defined as those elements in the periodic table, which are least reactive or
extremely resistant to oxidation/corrosion even under conditions of high tempera-
ture. Based on this, gold (Au), silver, (Ag), mercury (Hg), platinum (Pt), and Pt
group metals, i.e., metals belonging to the groups VIIB, VIIIB, and IB of the second
and third transition series of the periodic table are considered as noble metals.
Specifically, Pt group metals include palladium (Pd), rhodium (Rd), rhenium (Rh),
ruthenium (Ru), and osmium (Os) as noble metals.

The Pt nanoparticles supported on carbon black or Pt/C is the accepted industry
standard catalyst for PEFCs. There is a wide variety of carbon black but the most
commonly used carbon black is Vulcan carbon (manufactured by E-TEK) or Ketjan
black (manufactured by TKK). The standard Pt loading for the anode (0.05 mg/cm2)
and cathode (~0.4 mg/cm2) are significantly different due to the quick and efficient
hydrogen oxidation as compared to sluggish oxygen reduction reaction at the
cathode. According to the 2016 United States Department of Energy (DOE) reports,
the 2015 status of Pt group metal (PGM) total loading (both anode and cathode)
was 0.13 mgPGM/cm

2. The target for 2020 is a loading of 0.125 mgPGM/cm
2.
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Further estimates based on the data available in 2015 suggest that the cost of an
80-kWnet automotive PEFC system operating on direct hydrogen to be $53/kW
when manufactured at a volume of 500,000 units/year. With the 2015 status of
total catalyst content of 0.16 gPGM/kW, the electrocatalyst still accounts for more
than 30% of the total cost of a PEFC system [15].

As mentioned earlier, myriad approaches have been extensively explored to look
for reducing these costs. The use of transition or d-block metals with Pt as well as
other noble metals to make binary, tertiary, and ternary alloys is one of the most
widely explored options for reducing electrocatalyst costs in PEFCs. Many of the
reported studies suggest promising future potential for binary and higher combina-
tions as electrocatalysts [16–18]. However, problems such as catalyst-support deg-
radation and loss of electrocatalyst often lead to leaching of these metals into the
PEFC system, thereby entering other components. Several studies on single cell
PEFC systems have identified that the ions of various d-block elements, such as iron
(Fe), copper (Cu), cobalt (Co), and nickel (Ni), which are also popular choices for
most Pt-alloy electrocatalysts, enter into polymer membrane and actively react with
hydrogen peroxide (another byproduct) resulting in membrane degradation
[19]. Moreover, estimates and calculations reported in recent reviews of the available
literature have revealed that the current state of non-noble electrocatalyst systems is
not ready for transportation applications due to their durability and performance
limitations. These systems, in their current state, are better suited for low-power
portable PEFC applications only. Comparisons with Pt/C electrodes tested in real FC
systems reveal that even for portable FC systems, these suffer from poor durability,
with just around 16% power (in comparison to Pt/C) being delivered after 700 h of
operation. These figures are drastically below the 2015 targets of DOE where
durability is defined as a maximum of 20% power loss (i.e., 80% power remaining
as compared to initial power) after 5000 h of FC operation [7]. For automotive
applications the DOE targets are even stricter, requiring 5000 h of durability with
less than 10% loss of performance [15]. Thus, the need for continuously improving
the efficiency and durability of the noble metal systems in order to minimize their
usage and the net PEFC costs till the noble metal free systems can achieve the
required targets of peak power and durability for commercialization.

Thorough studies have been systematically carried out in developing the noble
metal electrocatalysts and in exploring the novel methods to minimize the loading
without compromising on the performance and efficiency. These include approaches
such as 0-, 1-, 2-, and 3-dimensional nanostructures (including core-shell structures)
and chalcogenides, all consisting of pure as well as alloyed noble metal systems.
However, before investigating the numerous varieties of electrocatalyst morphol-
ogies, it is essential to understand the anode and cathode operations in a PEFC.
Therefore, the next two sections will explain the role of anode and cathode electro-
catalysts, respectively. Following this, Sect. 6.5 will delve into the discussion about
the various types of electrocatalysts and how their various attributes play a role in
their electrocatalytic performances.
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6.3 Hydrogen Oxidation (Anode) Electrocatalysts

Hydrogen oxidation reaction or HOR is a simple, single-step reaction. As the
hydrogen gas flows into the anode of the PEFC, the hydrogen molecule (H2) reaches
the electrocatalyst surface and is adsorbed on the electrocatalytically active reaction
site. Here the H-H bond undergoes hemolytic cleavage to generate two adsorbed
hydrogen atoms. Subsequently, the H atoms are each oxidized to produce a proton
(H+) and an electron (e�), respectively. The proton leaves the catalyst surface to
diffuse through the proton exchange membrane to reach the cathode, while the
electron flows from anode to the cathode to complete the external circuit, producing
current, respectively [14]. The kinetics of HOR is relatively fast and leads to minimal
potential loss (less than 5 mV). As such, very low Pt loadings (0.05 mg/cm2) are
sufficient to carry out the reaction effectively and efficiently. Consequently, more
emphasis has been given to improve the efficiency of the cathode electrocatalyst,
where very high loading of electrocatalysts are required to reduce voltage losses and
improve the sluggish reaction kinetics.

6.3.1 Hydrogen Oxidation (Anode) Electrocatalysts in Alcohol
Systems

Alcohol-based fuel cells, especially direct methanol fuel cells (DMFC), are often
considered a subcategory of PEFC. Sincemethanol is utilized as the source of hydrogen
in this system, the anode reactions are slightly different in this system. It is actually quite
a challenging situation unlike the anode setup of a conventional hydrogen-based PEFC.
The breakdown of methanol involves several proposed pathways with quite a few
reaction intermediaries, including HCOO, carbon monoxide (CO), and other residual
carbon species as products like CO2, formaldehyde, and formic acid [20]. These
reaction intermediaries interfere with the normal catalyst functioning at the anode.
This is particularly true for COmolecules,which bond strongly to the electroactive sites
of the electrocatalyst, inhibiting the other reactants from coming together at the reaction
sites for further methanol oxidation reactions (MORs). This phenomenon is referred to
as electrocatalyst poisoning. The overall MOR at the anode is more complicated in the
DMFC system (than a H2/O2 PEFC), and the commercially accepted anode catalyst
here is PtRu alloy. Oxyphilicmetals likeRu prevent the blocking of the reaction sites on
the Pt surface by lowering the oxidation potential of the adsorbed CO thus enabling
faster conversion and release of CO2 [20, 21].

Consequently, extensive work has been carried out on DMFC anode electro-
catalysts in order to make them more tolerant to poisoning and for improving their
efficiency and durability. Noble metals are known to be particularly suitable in such
systems due to their resistance to oxidation and stability in acidic environments. This
will be further discussed in Sect. 6.5, which elaborates on the factors influencing
electrocatalytic performance.
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6.4 Oxygen Reduction (Cathode) Electrocatalysts

The oxygen reduction reaction (ORR), which takes place at the cathode, is a
multistep reaction making it sluggish. The ORR can take place via two different
pathways, namely:

1. Partial reduction, involving a two electron process
2. Full reduction, involving a four electron process

In the case of partial reduction, an oxygen molecule is adsorbed at the electro-
catalyst reaction sites followed by two hydrogen ions (H+) and incoming electrons
(ē) resulting in the formation of adsorbed hydrogen peroxide (H2O2ads) molecule.
This is referred to as an associative process as the adsorption of the oxygen molecule
does not result in the O=O bond breaking. The H2O2ads either undergoes a further
reduction to generate two water molecules or simply dissociates from the reaction
sites, giving rise to a free H2O2 molecule. Which one of the two paths the H2O2ads

takes may depend on factors such as availability of more hydrogen in the cathode
compartment. However, the complete details are unknown. Nevertheless, the pro-
duction and presence of free H2O2 in the fuel cell system is highly undesirable. This
is due to its ability to promote radical oxidative degeneration and chain scission
reactions in the polymer membrane. The schematic in Fig. 6.1a shows the partial
reduction process.

The full reduction is a dissociative process where an oxygen molecule is first
adsorbed on the electrocatalytically active site, which is followed by the O=O bond
breaking, resulting in two adsorbed oxygen atoms (2O*

ads). The incoming hydrogen
ions (or protons) and ē then result in protonation and reduction of the adsorbed O*

atoms leading to the formation of adsorbed OOHads groups. From here the reaction
can proceed in two different ways depending on where the addition of second H+

takes place. If the second H+ addition is at the Oads to the electrocatalyst, it results in
the formation of two OHads groups. Subsequent protonation and electron reductions
at each OHads result in formation and release of two water (H2O) molecules. On the
other hand, if the H+ addition occurs at the oxygen bound to the first hydrogen
(O-H), it leads to a water molecule formation, which desorbs from the surface.
Another two ē and H+ reacting with the Oads then result in the second water molecule
release. The former reaction (resulting in the simultaneous production of two water
molecules) has been found to be the thermodynamically favored pathway according
to density functional theory simulation studies. Thus, the full reduction is the
more efficient, preferred reaction pathway resulting in the formation of stable
water molecules; as opposed to radical H2O2 in the half reduction [2, 14,
22–25]. Figure 6.1b shows a schematic with flow charts describing the reaction
pathways for ORR.

The complexity of the ORR process demanded awareness and knowledge of the
factors that can play a crucial role in improving catalytical performance. It further
necessitated an extensive understanding of how each factor can drive the various
reaction steps of the ORR process. This has led to several studies on (a) morphology
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Fig. 6.1 Schematic showing (a) partial reduction process and, (b) full reduction process, for the
ORR at PEFC cathode
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(shape, size, roughness); (b) combination of alloying materials; and (c) loading and
distribution of electrocatalyst [2, 7, 26, 27]. The next section will focus on the factors
influencing electrocatalytic performance.

6.5 Factors Affecting Electrocatalyst Performance

In order to efficiently complete the sluggish and complex ORR process, several
factors need to be ascertained when choosing an electrocatalyst. Catalytic perfor-
mance of any PEFC electrocatalyst depends on several influential aspects. Not just
the type of metal but aspects such as nanoparticle size, shape, crystal facets/index
plane (especially in single crystal Pt), the amount of electrocatalyst loading and its
distribution on the carbon/noncarbon support, the interaction of the catalyst with the
support also influence the catalyst performance and the dynamics of ORR. For
example, a reactant must bind to the electrocatalyst in such a way that the bond is
strong enough for the reaction to occur but also weak enough to enable a quick
dissociation or release of the product from the reaction site. This is known as the
Sabatier principle. If the bond is too strong electrocatalyst poisoning occurs (either
due to the reactants or the reaction intermediaries) as the reaction site is no longer
available for participating in the electrocatalytic reactions. On the other hand, if the
bond between the oxygen molecule and the electrocatalytic site is too weak, the
O=O bond cleavage and electron transfer process will become difficult. Thus, the
metal-oxygen interactions alone can significantly impact the speed and potential loss
in the overall ORR process [28–31].

Volcano plots (oxygen binding energy versus oxygen reduction activity) are a
useful tool, which is used to compare the oxygen binding energy (ΔE�) of different
metals and identify the electrocatalysts for ORR. As can be seen in Fig. 6.2,
Pt (followed by Pd) assumes a prime position (if not ideal) for ORR electrocatalysts.

Fig. 6.2 Volcano plot
showing the variation in
activity for oxygen reduction
reaction with respect to
change in oxygen binding
energy calculated using
Sabatier Analysis (Modified
from Ref. [36] with
permission from the American
Chemical Society # 2004)
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Since the peak of the volcano plot is not occupied by any element one can assume
there is scope for improvisation [2].

Alloying of Pt with other metals, to make bi-, tri-, and quaternary alloy systems, is
one of the oldest approaches to fine tune the electronic properties of metals. The shift
in the d-band center due to alloying also correlates to the oxygen adsorption
energies. In the case of alloy electrocatalysts, consideration also needs to be given
to the choice of metals as well as the ratio of alloying along with the chosen
morphology. Tweaking the lattice planes and crystal facets on the surface of the
electrocatalyst is another creative approach. Different crystal planes of each metal
possess different surface energies resulting in diverse metal-oxygen interactions.
This further leads to the morphology of the nanostructured electrocatalysts since,
morphology is shaped by the dominant crystal facet of the metal or alloy under the
specific temperature, pressure and other growth constraints. The presence of edge
sites is found to enhance electrocatalytic activity. These, of course, tend to vary
depending on the shape as well as the size of the electrocatalyst structures [32–35].

6.5.1 Role of Nanocatalyst Size and Morphology

Size and morphology are two primary factors, which have been studied extensively
to optimize electrocatalyst behavior. Several studies have projected complex and
contradictory results about how particles sizes (<5, 1–5, and 3–7 nm) affect the
specific activity. Centi et al. defended the idea that the diameter size is fundamental
[37]. Chen et al. affirmed that the catalyst activity increases three times as the particle
size is reduced [38]. The Pt nanoparticles with 3–4 nm (diameter) and 3–10 nm are
most commonly used for ORR and MOR, respectively [39–42]. Besides the activity,
the size of the particles also affects the stabilization of defects. This stabilization is
proportional to the decrease in the particle size. Defects compromise the mechanical
structure, stability and also affect the electronic conductivity of the electrocatalyst.
Therefore, reducing the diameter of the particles to extremely low values can have a
trick effect in increasing the defects. Thus, a balance between conductivity, defects,
and catalyst activity is essential when the particles size is defined.

Nevertheless, all these size-related effects on electrocatalytic activity are often
attributed to the electronic state, electronic properties, and geometry arising due to
the size limitations [43–45]. In order to understand the size behavior in nano-
structures, one must appreciate the role of Miller indices and lattice planes in
metal electrocatalyst nanostructures. For example, the oxygen molecule adsorbs
too strongly to the Pt{111} facet limiting the overall ORR kinetics due to the slow
removal of the adsorbed oxygen containing species [7]. Being the most widely
investigated metal, low index surfaces of Pt, i.e., {111}, {110} and {100}, facets
have been the focus of several detailed ex situ (or half-cell ORR) studies over the last
two decades [46]. The ex situ studies are generally performed using electrolytes such
as sulfuric acid (H2SO4) and perchloric acid (HClO4). The key conclusions of these
comprehensive studies include:
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(a) ORR activity for Pt increases in the order {100} < {111} < {110}. However, it
must be mentioned here that this trend is only true in the case of weakly adsorbed
electrolytes, such as HClO4. The trend changes to {111}< {100}< {110} in the
case of H2SO4, which is an adsorbing electrolyte where the bisulfate anions upon
adsorption inhibit the activity of {111} facets.

(b) In the case of high index Pt surfaces, the ORR activity has been found to be
highly dependent on the orientation of the steps and terraces on the surfaces.
Their activity seems to increase with an increase in terrace density except for n
{110}–{111} surfaces [7, 47–51].

Efforts have, therefore, been made to maximize the ORR activity using the high
activity planes, {111} and {100}, of Pt by synthesizing nanostructures with con-
trolled shapes. Nanoparticles with high index planes with at least one Miller index
larger than unity, such as tetrahexahedron {hk0}, trisoctahedron {hhk}, and trape-
zohedron {hkk}, have demonstrated higher activity than {111}. These surfaces need
to be especially designed and are not very stable when subjected to potential cycling
as they have a tendency to evolve into a more thermodynamically equilibrated shape.
Moreover, the mechanism behind the higher ORR activity of the high index planes is
not very clear yet [52–54].

Contrary to the idea defended by some other studies, it has been suggested that in
case of 5–1 nm Pt nanoparticles, the distribution of terrace sites, i.e., {111} and
{100}, decreases and the low coordination number edges, which have stronger
interaction with oxygen, dominate; leading to drastically reduced ORR activity as
size decreases below 3 nm. Studies using X-ray photoemission spectroscopy (XPS)
and in situ X-ray absorption spectroscopy (XAS) data have also identified that
binding energy of Pt4f3/2 and 4f5/2 states for Pt nanoparticles becomes higher with
decreasing particle size. These have been further corroborated by density functional
theory (DFT) calculations [55–57].

Effect of particle size on MOR has also been reported in several studies and are
largely akin to ORR results suggesting that for particle size<5 nm activity decreases
as the particle size decreases. This too is ascribed to the increased interaction
between oxygenated species (such as CO), present during MOR, with the low
index edge sites of Pt nanoparticles limiting the adsorption of methanol. The
FT-IR studies combined with voltammetry by Park et al. have proposed the Pt site
“ensemble effect.” According to this, the breakdown of methanol to form reaction
intermediaries (including CO) is impeded by the limited availability of the adjacent
Pt terrace sites in particles <4 nm [58, 59]. Some contradictory studies have also
been reported which observed a reverse effect of decreasing particle size. More
importantly, studies by Yoo et al. and earlier byMcNicol have found that Pt and PtRu
particle size-MOR activity relationship goes through a maximum at 2.3 and 2.6 nm,
respectively [60, 61].

Similar studies on the effect of particle size and crystal indices, although limited,
have also been performed for other noble metals. The Pd is one such metal, which
demonstrates ORR activity five times lower than Pt and has an electronic structure
very similar to that of Pt. The Pd is also an important choice as it is significantly
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cheaper (1=4 –1=5 the cost of Pt). In the case of Pd, {110} facet is far more active than its
other facets (14 times more active than Pd{111}). It also shows twice the activity of
Pt{111} in acidic media [62, 63]. Although Pd binds more strongly with oxygen than
Pt (and hence the lower ORR activity), DFT studies show that Pd{100} binds
slightly less strongly than {111}, which partially explains the significantly higher
activity of Pd{100} [64].

Apart from the size, the shape or morphology also plays a critical role in
defining the properties of the electrocatalysts. Together, the size and shape can
result in the unique surface to volume ratios, which is essential in reducing the
amount of metal used as electrocatalyst and maximizing its effectiveness. The next
section explores the wide range of morphologies that have been studied for
application in PEFCs.

6.5.1.1 Zero-Dimensional (0-D) Structures
To control the shape, various parameters are to be considered (such as precursor,
solvent, capping and reducing agents) depending on the synthesis or deposition
process used [65]. Morphology and choice of metal together can play a defining role
in achieving excellent ORR or MOR activity. Both are interdependent since different
index planes show distinctive electrocatalytic activity in different metals as
discussed above for Pt and Pd.

A variety of shapes has been synthesized for monometallic Au, Pt, and Pd along
with other noble metals owing to their face-centered cubic lattice structures. How-
ever, cubic and octahedral nanostructures are more common as these are relatively
easy to prepare due to their low surface energies. The Pd nanocubes have shown
better activity than octahedral and conventional Pd/C [7, 63]. The nanocages, which
are hollow structures, have recently attracted attention. Zhang et al. reported Pt cubic
and octahedral nanocages enclosed by {100} and {111} facets [66]. Other studies
have also reported work on Pt nanocages demonstrating higher ORR activity than
Pt/C [67].

With the aim to minimize Pt usage in PEMFCs, the trend over the past few years
has been toward exploring alloyed 0-D structures and moving away from pure Pt
(or other noble metals) based nanostructures. Moreover, the higher dimensional
structures are also gaining interest due to their intrinsic advantages. These have
been discussed in the following sections.

6.5.1.2 One-Dimensional (1-D) Structures
The 1-D nanocatalysts can be synthesized in the form of tubes, wires, and rods. More
complex 1-D morphologies include nanochain, dendritic nanotubes, and nano lances
[68]. In these structures, not all size parameters are necessarily nanosized. This
characteristic makes the wires and tubes easier to handle, improving the general
distribution and reducing agglomeration of the electrocatalyst. These 1-D electro-
catalysts can be further organized into 2-D and 3-D aligned structures using tech-
niques, such as chemical vapor deposition, stamping, and printing [69]. In
comparison to 0-D electrocatalysts, 1-D systems demonstrate increased mass trans-
port and present higher electrocatalytic activity. Many of these advantages come
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from the anisotropy and surface properties of the structure. Above all, the enhanced
durability and stability of 1-D Pt structures (compared with 0-D) is the most
significant benefit. The higher stability in 1-D nanostructures is due to the smaller
number of defect sites on the surface of single crystalline 1-D nanostructures than
those on 0-D structures. Defects reduce the electrocatalytic activity of the material as
the defective crystallographic plane gives rise to local variations in the surface
energy and coordination numbers. The defect sites also reduce stability and contrib-
ute to the decomposition and irreversible oxidation of the catalyst [70–72]. This is
certainly not desirable in the PEFC operation. The 1-D nanostructures are pre-
disposed to anisotropic growth as they tend to minimize the surface energy. They
also have larger surfaces and longer crystalline planes. Consequently, their lattice
planes have fewer lattice boundaries than 0-D. These lattice boundaries are prejudi-
cial for electroactivity. The anisotropic growth works efficiently for Pt 1-D electro-
catalysts as it results in the preferential exposure of low index planes, which are the
most active for ORR, i.e., {100} and {111}, in the case of Pt [70]. These nanowires
and tube structures can be synthesized horizontally or vertically with length and
diameter being the two size parameters. Ultrathin Pt nanowires (diameter 1.5–3 nm)
with high surface to volume ratio have been found to not only demonstrate good
electrochemical surface area (ECSA), but also do not seem to undergo physical
ripening, aggregation, and mass transport limitation in practical application. It has
also been evidenced that proper cleaning of these ultrathin wires to wash off
amorphous Pt deposits can significantly enhance their performance by ensuring
exposure of electroactive sites [68, 73].

Similar to 0-D nanocatalysts, the distribution and density are important factors
that affect the electrocatalysts final properties. Apart from this, the growing arrange-
ment is another fundamental factor. The wires and tubes can be grown randomly,
oriented or part oriented. The substrate or matrix on which the nanowires will grow
or be deposited also influences the nanowire morphology. Napolskii et al. grew
nanowires by electrochemical deposition onto a porous alumina matrix, as seen in
Fig. 6.3. After the elimination of the matrix, the resultant nanowires presented
diameter similar to the pores of the matrix [74]. Similar to nanoparticles, the
diameter of nanowires plays a crucial role in their electrochemical properties

Fig. 6.3 Pt nanowire grown
on porous alumina matrix
using electrochemical
deposition process (Modified
with permission from Ref.
[74], Elsevier #2007)
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(as seen in the case of ultrathin Pt nanowires) and it is one of the parameters, which
must be controlled. The common method to define the diameter of nanowires is with
the help of tunnel and channels on the substrate. However, it is very difficult to
synthesize single crystalline nanowires without the use of a surfactant, which can
later interfere with the electrocatalyst performance if not cleaned properly [75]. One
of the most popular supports to grow 1-D electrocatalysts are the carbon nanotubes
(CNTs), as they offer good electrical conductivity and high chemical stability. The
support, when used to grow the electrocatalyst on it, can significantly affect the
dispersion, uniformity, and morphology of the electrocatalyst. Besides CNTs, a
broad range of carbon and noncarbon nanostructures are also used as support.

To grow these electrocatalysts, the most common method is chemical and phys-
ical vapor deposition by the vapor-liquid-solid method, especially to obtain aligned
and oriented 1-D catalysts. The vapors of catalyst initiators and precursor are
introduced into a confined space onto a sample substrate inside the chamber. The
vapors transform to liquid phase as catalyst particles on the substrate surface and
these particles grow to 1D catalyst in solid state [69]. Besides these vacuum
deposition methods, electrodeposition and wet chemical solution based methods
are also widely used, where the growth of nanostructures can be controlled and
manipulated by innumerable variables, such as the current, potential, reaction time,
precursor concentration, inclusion of surface, etc.

Besides Pt, 1-D electrocatalysts using other noble metals have also been explored.
The Pd is the next widely explored noble element in electrocatalysts. The Pd
nanorods were reported to show ten times higher activity than Pd nanoparticles
[76, 77]. Alloyed 1-D structures have also been explored, which include core-shell
type structures (the intricacies and properties of core-shell structures have been
discussed in detail in the Sect. 5.6.2). The Pt-Pd, Pt-Au, and Pt-Ag porous nanorods
have been shown to be resistant to dissolution, aggregation, and Ostwald ripening,
besides showing enhanced ORR activity due to weaker Pt-O binding energy
[78–81]. The core-shell nanowires are particularly highlighted for Pd-Pt combina-
tion. One method to prepare Pt-Pd alloy in nanowire formats is to use a sacrificial
metal such as Cu, which is then replaced by Pd core, followed by Pt outer shell. This
technique results in a polycrystalline structure with higher activity than Pt nanotubes.
This improvement in the activity is mainly due to two effects: (1) ligand effect and
(2) the Pd in the Pt surface. The Pt-Pd lattice shrinks slightly in comparison to Pt
lattice. This leads to a reduced affinity toward oxygen improving the ORR [70].

The Pt-Ru alloy nanowires, core-shell nanowires, and hybrid combinations such
as Ru nanowires decorated with Pt have been explored as the Pt-Ru duo is widely
popular as anode electrocatalysts in DMFC due to the high tolerance toward CO
poisoning offered by them [82–84]. While the Pt-Rh and Pt-Ru nanowires present
higher stability than the equivalent nanoparticles, the Pt-free, Pd alloy–based 1-D
structures such as Pd-Au and Pd-Ag are also showing promising performance in
alcohol-based fuel cells. Bimetallic Au-Pd nanorods have also attracted attention for
alkaline fuel cells [39].

Unlike nanoparticles, 1-D electrocatalysts can also be synthesized without support
or on gas diffusion layers as hybrid electrocatalyst-GDL systems or gas diffusion
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electrodes (GDE). Initial reports on the in situ single cell studies of these GDEs show
promising potential for future [85, 86].

6.5.1.3 Two-Dimensional (2-D) Structures
The 2-D and 3-D electrocatalysts are complex networks comprising 0-D and 1-D
nanostructures. The 1-D nanowires can grow vertically on the substrate forming 2-D
nanowalls [87]. This highly oriented array, with a high surface to volume ratio, is a
desired characteristic for the electrocatalysts. The porous nanoparticles forming 0-D
catalysts can also be arranged into 2-D structures. Moreover, the hollow 2-D
structures can increase the electrocatalytic activity without increasing the net amount
of Pt. However, unlike 1-D, 2-D structures are less stable and are more likely to be
decomposed. This is due to the presence of edges and borders, which aggravate their
decomposition in aggressive environments. Among the multiplicity of Pt 2-D
structures are nanowalls, nanosheets, nano prims, nanodisks, and nanoplates.
These structures consist of compacted Pt atoms linked through metallic bonds
[88]. However, most of these structures are synthesized with the help of surfactants,
which make the growth process very slow and inefficient for mass production.

Just like nanowires to nanowalls, nanoparticles can also be used to form 2-D
nanoplate structures. Core-shell nanoplates have generated a lot of interest for use in
PEFCs with the spotlight again being on the Pd@Pt combination [40, 89]. This
structure enhances the electrocatalytic activity by reducing the adsorption of oxygen
species, especially in ORR. Just like in the 0-D core-shell, in the 2D structure the
core metal is first synthesized in the nanoplate form. Following this, Pt epitaxially
grows over the core metal, resulting in the nanoplate core-shell. The surface of the
nanoplates can be extremely smooth and the facets with the highest electrocatalytic
activity can be chosen for exposure during the growth, increasing the overall
performance. The Pt nanosheets is another structure that can be made from different
types of crystals and internal structures, such as spheres and wires. For example,
Song et al. prepared flat nanosheet with platinum dendrites. The authors reported that
this structure was more resistant to ripening when exposed to FC environment than
0-D spheres or even 3-D structures prepared from 0-D [90].

Another interesting 2-D structure is nano wheel. The nanowheels consist of flat
nanodisc with Pt forming disc-like micelles (called bicelles) synthesized using
biceller surfactant templates. This unique and complex structure is gaining popular-
ity but its use in fuel cells so far is elusive, which may be due to the intricate
surfactant based preparation method [91].

Apart from Pt-Pd systems, 2-D and 3-D arrays of Pt-Au dendrites also seem to
offer some advantages. The Au is chemically more stable and durable than Pd
[92]. The Au 2-D electrocatalyst can form unique square sheets. Here Au crystallizes
in the hexagonal close pack (hcp) structure instead of the traditional fcc structure as
seen in spheres and particles. These differences change the properties of the nano-
structure considerably as the exposed facets are no longer the same. Here, Au tends
to stabilize Pt in the structure, especially during potential cycling, when Pt may
suffer from dissolution, making Au-Pt an attractive alloy system, especially in
complex 2-D formats [88].
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6.5.1.4 Three Dimensional (3-D) Structures
The Pt 3-D structures have higher catalytic activity than 0-D, 1-D, and 2-D struc-
tures. However, these structures are difficult to synthesize and it is not easy to control
their homogeneity. In order to achieve 3-D morphology, Pt can be synthesized on the
surface of a support [93]. The substrates used for growing 3-D nanostructures can
vary from a large range of materials and shapes, such as carbon black spheres,
graphene oxide sheets, a metallic substrate, and others. As mentioned earlier, the
substrates influence the final properties of the electrocatalyst and must be carefully
chosen. The 3-D structures can consist of electrocatalysts with 1-D structure, such as
nanowires organized into a 3-D network. Besides increasing the activity, the forma-
tion of 3-D structures increases the stability of the electrocatalyst. While 2-D
nanostructures present harsh edges, 3-D nanostructures do not necessarily possess
these. The elimination of the edges increases their durability.

One popular form of 3-D electrocatalysts is ordered arrays which are especially
good for liquid fuel–based FCs [39]. The array arrangement increases the distribu-
tion and, consequently, the utilization of the liquid fuel. Nano dendrite is another
common form of 3-D catalyst. Similar to other structures, it can be made of Pt and/or
Pt alloys. The nanocubes shaped from nanowires are common displays of the 3-D
structure. These nanocubes are highly ordered, which can enhance electrocatalytic
properties due to the exposure of the highly active facets.

Besides Pt nanotubes and nanowires arranged in different arrays, another com-
mon 3-D structure is a nanoflower. Tiwari et al. reported a new technique using
potential pulse plating to manufacture Pt nanoflowers (Fig. 6.4). These nanoflowers
demonstrated higher electrocatalytic activity than Pt thin-film towards MOR and
also showed better tolerance toward CO [94]. In a step further, Sun et al. developed a
method to produce Pt nanoflower catalyst from the arrangement of nanowires for
large-scale manufacturing. This method requires only 16 h to grow nanoparticles to
nanowires and finally into nanoflowers [95]. The production of Pt high activity
electrocatalyst with any structure is still very costly and one of the main challenges in
a PEFC. The fact that the nanoflowers could be mass-produced generates potential

Fig. 6.4 Pt Nanoflowers with
preferential {100} and {110}
facets synthesized on Si
substrate using potential pulse
plating (Printed with
permission from Ref. [94]
Royal Society of Chemistry
#2009)
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for turning this high activity electrocatalyst into a good alternative for future
commercialization.

Similar to 2-D nanostructures, the porous nanoparticles can grow and generate
complex 3-D arrangements. The nanoflower morphology can also be prepared with
the porous particles, further reducing the amount of Pt utilized [96]. However,
agglomeration and nonuniform distribution is more common in porous structures
and requires a much more controlled manufacturing method.

The hollow 3-D structure is another interesting approach for Pt catalyst. This
approach maximizes the surface to volume ratio and has the potential to reduce the
loading of Pt to lower values (compared to pure Pt catalysts). Hollow cubes can be
made from hollow nanospheres or hollow nanowires. However, these structures are
even more complex than the ones discussed above, resulting in difficult synthesis
and homogeneity control. One example of this structure is the 3-D dendritic Pt
nanostructure prepared by Wang et al. [97].

The technology of Pt nanowires is far more developed than the technology of the
other noble metals. Thus, many of the 3-D arrangements with other precious metals
are still being developed with support materials, such as carbon nanostructures,
polymers, and metal oxides.

The Pd nanowire arrays and Pd-Ru have been used as electrocatalyst [39] and
demonstrate higher electrocatalytic activity than particles and 2-D Pd structures. The
Pt-Pd and Pt-Ru 3-D arrays with nanowires have shown higher electrocatalytic
activity than the Pt-based electrocatalysts due to the ligand effect [70]. Compared
with 1-D electrocatalysts, these alloyed 3-D structures have the same advantages as
Pt 3-D structures but also face the same challenges. However, as reported in the 2-D
section, Au presents superior chemical stability. For this reason, Fang et al. prepared
Au 3-D dendrite arrangements as an electrocatalyst, obtaining complex structures
[98]. Interestingly, the 3-D arrangement of Pt-Ru in the ratio 1:1 presents enormous
holes and spaces, but the ORR activity is not compromised when compared with 0-D
Pt-Ru nanoparticles [99]. Unfortunately, despite all efforts from the scientific com-
munity to investigate 3-D catalyst structures for fuel cells, very few mass production
techniques have been found. Therefore, these 3-D electrocatalysts are still far from
commercial application.

6.5.2 Role of Alloying

Alloys of two or more metals have been studied exhaustively over the past few
decades to explore better electrocatalytic activity. The Pt, although the best-known
electrocatalyst material, suffers from stability issues due to Ostwald ripening in the
acidic PEMFC environment. Alloying with other noble metals is, therefore, useful in
not only reducing the Pt-related costs but also improving durability and electro-
catalytic activity. The specific advantage of alloys is the opportunity to modify
electronic properties leading to shifting in the d-band center in order to achieve
enhanced interaction and optimum bonding with oxygen species to improve ORR
and MOR efficiencies. There is also the economic advantage when alloying Pt with
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other less expensive noble metals to improve the overall reaction efficiency of ORR.
The key parameters to alloying are the choice of metals and ratio of alloying. The
optimized alloying ratio will, in turn, depend on factors like synthesis method used,
annealing temperatures, and other synthesis conditions.

The most commonly used noble metal for alloying with Pt is Ru, which has been
extensively studied for DMFC anode applications. The noble metals, Au, Ag, and Pd
have also been very popular [100]. Coreduction using strong reducing agents is one
of the most widely used methods to prepare alloys with predetermined compositions.
Selection of metal precursor, reaction time duration, and temperature are also
essential for driving the reaction kinetics to tune the nanostructures of the Pt-alloy
[101, 103]. As previously mentioned, Pd nanocubes are capable of very efficient
ORR. However, these suffer from low stability. Yan et al. alloyed Pd with Rh using
highly controlled reaction kinetics to form cubic as well as octahedral Pd-Rh alloys
for ORR application. The alloys demonstrated excellent stability with less than 25%
loss in mass activity as compared to more than 56% for commercial Pt/C in ex situ
ORR studies [104]. More recently, ordered alloys with defined and innovative
structures using Pt-Pd, Pt-Ag have gathered significant interest [105]. Yang et al.
synthesized Pt-Ag hollow nanocages of different compositions using a galvanic
replacement method. These 18 nm nanocages with 3 nm wall thickness demon-
strated ORR activity 3.3 times higher than that of commercial Pt/C in ex situ rotating
disc electrode tests and significantly higher durability, which can be seen in Fig. 6.5
[106]. Kodama et al. reported a unique modified stepped Pt single crystal structure
with Au atoms selectively deposited on {100} step sites, as PEFC cathode catalysts.
The modified structures were reported to show 70% increase in ORR [107]. In some
studies, core-shell structures are also considered as alloys. Indeed these are alloys
with a defined structure. Thus, in this chapter, we have discussed core-shells within
the alloys as structured alloys.

6.5.2.1 Structured Alloys: Core-Shell Structures
A core-shell structure consists of a non-Pt core covered by a Pt shell. These can be
prepared using various methods (Cu-mediated deposition, atomic layer deposition,
electrochemical deposition, etc.) and a variety of studies exploring effects of core
composition, shell thickness, size as well as different architectures (icosahedra,
tetrahedron, octahedron, and nanowires) have been carried out [108]. Such a struc-
ture offers three main benefits over conventional 0-, 1-, and 2-D morphologies.

(a) Improvement of the utilization of Pt atoms. In conventional nano electro-
catalysts, only the surface atoms are exposed for participation in the electro-
chemical reactions leaving about 60–70% of the atoms inside the particles as
unused.

(b) Cost reduction. By replacing the core with less expensive metals (Pd, Ru, Re),
the cost of the catalyst can be significantly reduced.

(c) Strain and ligand effect. The Pt atom monolayer shell on the core experiences
tensile and compressive strain when deposited on a non-Pt core due to the lattice
constant mismatch. This strain can be utilized to shift the d-band center of Pt in
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order to modulate the binding energies of the reaction species (adsorbates). The
DFT studies have also confirmed the presence of the electronic (ligand) effect
arising due to coupling between the core and Pt shell [7, 109, 110].

Zang et al. thoroughly explored the correlations between d-band activities and the
choice of noble metal forming the core (Ir, Ru, Rh, Pd, Ag, and Au) [111]. Various
other studies have also investigated the tuning of ORR activity via core-shell
method. The Pd{111} core shows a significant lowering of Pt d-band center. Alloys
of Pd with other noble metals (Ir, Au) have also been studied as core shells. The Au
{111} has a significantly larger lattice constant than Pt, and a tensile stress occurs
when Pt monolayer is supported on this core. However, Au@Pt (using Au{111})

Fig. 6.5 (a) Graph showing mass activity and specific activity of Pt-Ag nanocages of different
compositions in comparison with Pt/C; (b)TEM image of Pt-Ag nanocages supported on carbon
black (Modified with permission from Ref. [106] American Chemical Society # 2016)
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were found to be two times more active than bulk Pt{111}. It has also been reported
that the compressive strain on Au nanoparticles (3 nm) results in higher activity than
the same sized Pd nanoparticles [112, 113]. Use of another interlayer, between the
core and shell, (or multilayered core-shell) has also been studied with promising
results. The Pd@Pt ORR activity shows three times enhancement with the introduc-
tion of a Pd@Au interlayer. Structures other than spherical, such as cubes and
octahedrons, for the core have also shown promising performance. A number of
studies have reported excellent performance by Ir@Pt and Au@Pt nano dendritic
structures. Apart from the interaction between the core and the Pt shell, the improved
activity was attributed to a higher number of corner and edge sites present in such
structures. Different ratios of Ir/Re in the core with Pt and Pt/Pd shell reportedly
resulted in different OH binding energies, hence modifying ORR activity [113–116].

Core-shells, however, suffer from degradation occurring due to many reasons
including, core depletion, particle growth, and coalescence due to Pt dissolution
resulting in thicker Pt shell and complete loss of core-shell morphology due to
evolution of nanoporosity (formation of hollow particles) [108]. Scaling up of the
production of such structures is also a concern if these need to be explored for real
PEFC systems. Initial in situ tests, however, have been quite encouraging where
Pd@Pt system showed only a 37% loss (after 100,000 potential cycles) inmass activity
as opposed to 70% loss (in 60,000 cycles) in the case of commercial Pt/C [117].

6.5.3 Separation Between Electrocatalyst Nanoparticles

The separation between particles is defined as the interparticle distance, which is the
center-to-center distance between two adjacent particles. A few studies have looked
into this aspect and found that when particles are close to each other within a certain
critical distance there is some kind of mutual influence and interaction. There are,
however, conflicting reports over whether this has a positive or negative influence on
the PEFC performance. One theory suggests the occurrence of a shielding or
diffusion effect where nanoparticles, within a critical distance (suggested to be
�18 for oxygen and �20 nm for air by Watanabe et al.), modify the spherical
diffusion of isolated Pt nanoparticle to a planar diffusion similar to that in Pt films
reducing the ORR activity [118–120]. Some other studies have also argued this to be
the effect of the ratio of interparticle distance and particle size. There is another
theory, which supports a more positive influence of interparticle distance or the ratio
of interparticle distance and particle size. This one advocates that when adjacent
particles are close enough such that their interparticle distance is equal to the sum of
their radii then these form an extended layer increasing catalytic activity due to the
potential drop in the electrochemical double layer. This has been correlated with
experimental studies showing a shift of the Pt oxide reduction peak toward higher
potentials, confirming weaker adsorption of oxygen species and the consequently
increased ORR activity [119, 121, 122]. There is also a lack of consensus among
researchers over whether the mass activity is dependent on particle size or
interparticle distance. Nevertheless, results from various systematic studies over

6 Noble Metal Electrocatalysts for Anode and Cathode in Polymer Electrolyte. . . 189



the years surely confirm that the activity of electrocatalysts is not dependent on just
one parameter. Interparticle distance, particle size as well as ratio of the two along
with the metal loading and dispersion on the support, all play their distinctive roles in
shaping the overall electrocatalytic behavior [7, 123, 124].

6.5.4 Electrocatalyst Dispersion and Loading on Support

To achieve a homogeneous and good dispersion of the electrocatalyst on the
support, it is important to control the homogeneity in the size and shape of
Pt nanoparticles. Four major parameters must be considered for this. During the
nucleation process, for the clusters of Pt atoms to form nuclei and then grow
into nanoparticles, they must overcome the barrier known as critical free
energy. The clusters, which do not overcome this value, disintegrate easily.
The second important parameter is the critical radius, which is the minimum
radius that the cluster must achieve in order to avoid disintegration. The third
parameter is the number of clusters in function of the radius. The fourth major
parameter is the nucleation rate, i.e., the rate at which the nanoparticle clusters
grow [65]. Uniformity in the size of these clusters is also important to the
electrochemical properties of the catalyst, which further depends on the growth
process as well as the support or the substrate on which the electrocatalyst is
grown or deposited. A huge variety of carbon and noncarbon nanostructured
supports have been studied. These supports are not only important for disper-
sion and distribution of electrocatalysts but with their conductivity properties
and other synergistic interactions with an electrocatalyst, nanostructured sup-
ports are also known to have the potential to enhance their catalytic activity
and improve tolerance towards poisoning. Several reviews have extensively
reported on the vast selection of catalyst supports studied over the decades
[125–128].

The electrocatalyst loading is defined as the amount (usually in weight%) of
nanostructured electrocatalyst deposited on the support. Together the catalyst-support
it forms the catalyst layer (CL), which is supported on a gas diffusion layer inside the
fuel cell system. For achieving a desired net amount of electrocatalyst (at anode or
cathode), the choice of a high or low Pt loading catalyst-support system also entails a
significant change in the amount of carbon support and Nafion (binder) added to
the CL. The changes in the Pt:C ratio and the carbon:Nafion ratio and the resultant
CL composition and thickness can thus significantly influence the overall PEFC
performance. This is because the diffusivity of reactant gases is dependent on the
thickness and porosity of the CL. Low Pt:C ratios give rise to increased mass
transport resistance toward the diffusion of gases due to the more complex and longer
reactant pathway, negatively influencing the PEFC performance. On the other hand, a
high Pt:C ratio results in very little Nafion which decreases the protonic conductivity.
Several studies have been performed to optimize the CL and Pt loading. It is for this
reason that a 20 wt.% loading is used in commercial Pt/C for PEFC applications.
Moreover, the diffusivity of an oxygen molecule is slower as compared to hydrogen.
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Thus a longer path due to higher CL can further slowdown the ORR process
[26, 129–131]. Studies on similar lines have also been performed on DMFC anode.
A study by Lee et al. revealed that 80 wt.% PtRu/C with thinnest CL showed superior
performance in the DMFC single cell test as compared to 40 and 60 wt.% catalysts
[129]. One can expect these ratios to vary when studies using the variety of 1-, 2-, and
3-D structures are performed and optimized in real FC systems.

It is important to appreciate that the within a working fuel cell, many more
parameters come into play (apart from those related to catalysts alone as discussed
here), a flavor of which can be gained from the complexity of CL and its interaction
with diffusion gases.

6.6 Recycling Precious Metal Electrocatalysts

The global production of Pt in 2016 was just over 170 metric tons [132]. Based on
the estimated production of 100 million cars each with a 50 kWunit with the targeted
2020 Pt usage of 0.125 g/W, an annual production of nearly 689 tons of Pt is required
[15]. The total Pt reserves in the world are estimated to be 40,000 tons (assuming
mining down to the depth of 2 km) [133]. Based on the above estimates, it is evident
that recycling of Pt, as well as other noble metals (which also have limited avail-
ability on earth), must be investigated and undertaken on a large scale in order to
make large-scale fuel cell production and usage sustainable.

It is essential to remind oneself that catalysts are not consumed in any chemical or
electrochemical reaction (the role of a catalyst is to facilitate a reaction and not
participate in it). Hence, the recycling of metals is a practical and feasible solution.
Recycling of precious as well as other metals extends beyond their use in just fuel
cells (precious metals such as Au, Pd are used in electronic applications like
computer motherboards, catalytic converters, other metals used in photovoltaics,
rechargeable batteries). Even in the case of applications/reactions, where metals are
converted to oxides or other forms, pure metal can always be reclaimed.

Recycling is not just important from economic perspectives but it also has very
positive environmental implications. A state-of-the-art recycling facility is capable
of achieving up to 95% recovery of platinum group metals. The traditional recycling
facilities consist of integrated smelter-refinery set ups that depend on the recycling
chain (collection of old products, sorting/dismantling, preprocessing, etc.) for a
regular supply of materials for recycling [134].

More recently, other biological methods have been explored for reclaiming
precious metals from waste leachates, mixed metal liquid wastes, and spent auto-
motive catalysts. The traditional smelter refineries face limitations concerning eco-
nomic viability when it comes to recycling small amounts of metals. For example,
the ultrathin coated computer hard disc does not normally have a positive net value
due to the processing costs involved. Similar implications could be faced in the case
of small FC stacks (using low quantities of electrocatalyst). The use of easy to grow
bacterial cultures can maximize the recycling of precious metals by utilizing
untapped sources, which are otherwise considered negative net value in the
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traditional recycling industry. The use of a variety of bacteria such as
D. desulfurizing, Escherichia, Shewanella, Ralstonia, and Cupriavidus have been
studied which are highly capable of selectively absorbing precious metal salts to
reduce them to pure metals in the form of nanoparticles. These bacteria have special
enzymes and hydrogenases to allow the identification, uptake, and internalization of
metal salts into the bacterial cells where these are reduced to metal nanoparticles
[134–137]. Many of the bacteria are commonly used in the biotechnology industry
and can be sourced as waste cultures, thereby further reducing the costs of this
bioreclamation process. These precious metal nanoparticles supported on the
carbon-based bacterial scaffold have also demonstrated potential as electrocatalyst
support systems with minimum further treatment and show promising potential for
future use in PEFCs [138–140].

6.7 Future Prospects and Outlook

An enormous body of research has been put into the search for the most durable,
efficient (electrocatalytically active), and economic electrocatalysts for anode and
cathode application in PEFCs. Promising results on novel alloys and nanostructured
morphologies combining a variety of metals have been extensively explored. While
anode loading of Pt has been minimized to achieve the 2020 DOE targets, the
cathode loading still needs to be reduced further to improve the commercial viability
of FCs. Despite tremendous efforts made to study and improve the efficiency of
non-precious metals toward ORR, even the best of these systems are either not
durable enough or not efficient enough to be comparable with the Pt and other noble
metal–based electrocatalyst systems. Their current state does not make them suitable
for commercial applications as that would only lead to higher overall costs. None-
theless, it must be appreciated that some of these non-precious metal systems
certainly hold prospects for improvement and investigations on these must continue.

The Pt continues to be the most effective electrocatalyst, especially in the absence
of sufficient long-term, in situ, single cell PEFC studies of the freshly identified
electrocatalysts, which seem to offer tremendous potential. Alloys of Pt with other
precious metals along with the use of innovative morphological structures such as
core-shells, nanocages, nanowires, and dendritic, hollow 3-D structures have shown
immense potential as ORR electrocatalysts. The Pd and Au seem to be the more
promising among other precious metals, although these are also the most widely
investigated noble metals (following Pt). In fact, Pd@Pt structures have shown the
potential to decrease Pt loading to as low as 0.025 mg/cm2 but the stability of these
remains a concern [141]. Single cell studies including long-term accelerated stress
tests and durability studies need to be performed on the selectively optimized and
identified noble metal electrocatalyst systems to understand their performance and
challenges in real PEFC systems. Other, less studied noble metals like Rh and Ir have
shown good potential in combination with Pd, Pt, and Au but more studies will be
needed to better understand and help improve the durability of these alloy systems. It
is imperative that all potential electrocatalysts be thoroughly investigated with a
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variety of material characterization techniques (such as transmission electron
microscopy, X-ray diffraction, XPS, and high-angle annular dark-field imaging)
along with relevant ex-situ electrochemical characterizations in order to have a
good overall understanding of their behavior and potential before being tested in
real PEFC systems. Development of noble metal electrocatalysts will continue to be
of extreme importance in the foreseeable future in order to realize the dream of large-
scale commercialization of PEFC-based transport and other portable applications
with suitable economic viability. Hence, research and development must continue to
minimize costs and maximize the efficiency of noble metal electrocatalysts until
other cheaper alternatives (such as noble metal-free electrocatalysts or even metal-
free electrocatalysts) can reach the desirable performances.
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Abstract
With the rapid development of modern science and technology in the current
society, environmental conservation and taking advantage of new energy sources
have become the core strategies of sustainable development for society. Micro-
energy technology has boasted a huge potential in market demand and attracted a
great deal of interest in research and development since it is safe, efficient, and
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environmentally friendly and meets the goals for portable devices on the exterior,
weight, and endurance. Although significant advancements have been achieved
for proton exchange membrane fuel cells (PEMFCs) in recent years, PEMFCs
still suffer from the key problems of low power density and fuel utilization, which
are related, respectively, to poor reaction kinetics and methanol permeation
through the membrane (viz., methanol crossover). Nanomaterials recently have
attracted lots of attention owing to their distinguishing physical and chemical
characteristics. Among them, carbon-based nanostructured materials such as
graphene (G) and carbon nanotube (CNTs) have been successfully applied in
fuel cells. PEMFC combined with nanostructured materials has remarkable
improvements compared with the traditional fuel cells.

7.1 Introduction

The increase in population and migration of individuals forming large metropolitan
population centers requires a vast infrastructure to accommodate, transport, and feed.
This necessitates the use of energy in the form of fossil fuels from the industrial
revolution that caused an increase in carbon dioxide emission and potential global
warming. The current approach is to lessen energy production from fossil fuels using
alternative energy resources such as fuel cells, which convert chemical energy to
electrical energy with zero or near-zero emission of harmful gases. With the rapid
development and increasing market demand for micro-power sources, direct meth-
anol fuel cell (DMFC) based on microelectromechanical system (MEMS) technol-
ogy is currently becoming the research hotspot due to its great application prospect
in the future. The DMFC has drawn significant attention due to its advantages such
as eco-friendly, efficiency, high energy density, abundant reserves, and convenient
for storage and transport [1–5].

The basic structure of DMFC is shown in Fig. 7.1 (from Yuan et al., with
permission License 4153521292378 [6]), mainly composed of the anode plate, the
membrane electrode assembly (MEA), and cathode plates. The MEA is made up of
the diffusion layer (DL), catalyst, and proton exchange membrane (PEM). The
anode plate of the flow field structure is mainly used to support the DL, distribute
reactants, and collect current. The diffusion layers serve three purposes, as a gas,
liquid, and electron channels, which are mainly used as a support for the catalytic
layer, a collection of electrons, and the conduction of reactants and products. The
catalytic layer provides a place for electrochemical reaction. The PEM as a key
component in MEA serves as a proton conduction and separates the fuel and oxidant
at the same time. In the anode reaction of DMFC, methanol solution flow field
reaches the catalytic layer through the anode diffusion layer by convection and
diffusion. Under the effect of catalyst particles, an oxidation reaction occurs, gener-
ating carbon dioxide (CO2) gas and releasing hydrogen protons (H

+) and electron (ē)
simultaneously. The CO2 gas returns to the anode flow channel through the diffusion
layer and ultimately discharges with the methanol solution flow. Meanwhile, the
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electrons transfer from the anode compartment through the external circuit to the
cathode compartment, generating direct electricity. The protons (H+) directly diffuse
to the surface of the cathode catalyst layer through the PEM. These protons will react
with oxygen, which transports through the diffusion layer to the surface of the
cathode catalyst layer. The electrochemical reaction will result in H2O production.
Detailed chemical reaction Eqs. (7.1), (7.2), and (7.3) are shown as follows:

Anode reaction: CH3OH lð Þ þ H2O lð Þ ! CO2 gð Þ þ 6Hþ þ 6e� (7:1)

Cathode reaction : 3=2O2 gð Þ þ 6Hþ þ 6e� ! 3H2O lð Þ (7:2)

Total reaction : CH3OH lð Þ þ 3=2O2 gð Þ ! CO2 gð Þ þ H2O lð Þ (7:3)

However, the key challenges for the intensive research on DMFC lie in the
enhancement of DMFC performance. Current FC performance is suboptimal even
with laboratory-based stacks, whose performance rapidly deteriorates in real FC
industrial applications. There are a number of reasons for this suboptimal perfor-
mance. One of the disadvantages is cathode flooding related to water management.
After the water molecules on the surface of the cathode catalyst layer are generated,
the molecule migrates through the diffusion layer into the cathode flow channel;
however, if the gas flow rate is too low, some quantity of water molecules cannot be
efficiently discharged into the air, causing flooding. The cathode water-flooding
phenomenon will block both porosities of the porous diffusion layer and cathode
flow channel. This blocking will cause a serious impediment to oxygen transport,
and as a result, a shortage of the cathode gas supply will occur that, in turn, will lead
to an increase in polarization, lowering FC performance. Therefore, the water
generated in the cathode compartment should be discharged as quickly as possible.
But at the same time, the PEM should contain water content, in order to mitigate
mass transfer resistance. The DMFC cathode water management is a complex
process, which is one of the key factors in limiting FC performance. One method
to decrease cathode flooding is an introduction of high-speed airflow, which allows

Current collector Carbon dioxide Methanol solution

oxygen
Electron

H+

PEM

Water

Cathode

Diffusion layer

Catalyst layer

Anode

Fig. 7.1 Schematic of the basic structure of a DMFC [6]
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water to flow at increased velocities. This area of research can be tailored toward
design and construction of air-breathing DMFCs. To solve the key components of
the material and structure design, researchers must focus on the development of
nanostructured materials [7–14].

Methanol crossover is a second key problem hindering the development of
DMFC. In the internal DMFC, part of methanol molecules which was not involved
in the electrochemical reaction transmit through the PEM from the anode directly to
the cathode. This phenomenon is called the methanol crossover. (1) Methanol
crossover can cause degradation of DMFC performance, which mainly results
from oxidizing reaction of methanol molecules penetrating to the cathode that will
produce a mixed over potential, reducing the working voltage of DMFC; and
(2) methanol crossover is a waste of fuel, and produces excess heat, which also
degrades FC performance [15–19].

Low catalyst activity is the third technical DMFC obstacle especially under the
condition of low temperature. Herein, anodic oxidation catalyst activity needs to be
improved for optimal FC performance. If the anode catalyst activity increases, the
methanol consumption will also be increased; on the other hand, osmotic quantity
will be decreased. This process will also reduce the negative effect of methanol
crossover, improving FC performance.

With the increased development of nanometer-sized materials in recent years,
miniature DMFCs based on nanomaterials have received great attention. The nano-
structured materials used in DMFC include carbon nanotube paper (i.e., Bucky
paper), carbon nanotube (CNT) film, graphene (G) aerogels and hydrogel, etc..
Considering the nanostructure material, graphene which has an excellent physical
and chemical performance and stability is a suitable material for DMFC-based
catalyst.

7.2 Carbon Nanotubes (CNT) Used in Direct Methanol Fuel
Cells (DMFCs)

In an MEA, the gas diffusion layer has two major functions. First, the microporous
structure allows the reactants in the diffusion layer to spread into the catalyst layer.
Here, the reactants can also uniformly disperse on the catalytic layer, which provides
the effective area of the electrochemical reaction, and the layer arrangement gives the
highest surface area. The second function is to export the electrons from the anode
electrochemical reaction generated by the external circuit and import electrons from
open circuit potential (OCP) into the catalyst layer. Therefore, the selection of gas
diffusion layer material must be able to provide a conduction and is an important
consideration.

A novel MEA structure of DMFC controls water management and decreases
methanol crossover. The CNT paper replacing carbon paper (CP) as a gas diffusion
layer (GDL) enhances water back diffusion which passively prevents flooding in the
cathode and promotes low methanol crossover [20]. Generally, porous materials
such as CP or carbon cloth are chosen as components of the GDL. The FC produces
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water during operation, as working FC temperatures are below the boiling point of
water, so water always exists in liquid form in the compartment. When large amounts
of water are stored around the electrodes, the water-flooding phenomenon causes
increased oxygen mass transfer resistance and serious cathode polarization, leading
to a rapid decrease in FC performance. So as the GDL, CP or carbon cloth must be of
a certain hydrophobicity, and the general processing is to add poly-
tetrafluoroethylene (PTFE) in carbon paper to improve the GDL paper
hydrophobicity [21].

In this work, the water transmittal layer is CNT paper made from an aggregate of
CNTs. The CNTs are allotropes of carbon with a cylindrical nanostructure which is
supplied by Suzhou Creative-Carbon Nanotechnology Co. Ltd., China. For purifi-
cation and chemical modification, the multi-walled carbon nanotubes (MWNTs) are
dispersed into concentrated sulfuric acid (98%) and concentrated nitric acid (70%)
mixture solution of 3:1 v/v by ultrasonication for 8 h. The mixture solution is diluted
by large quantities of water to remove acid and filtered by polyvinylidene fluoride
(PVDF) membrane. After chemical modification, the MWNTs have oxygenated
functional groups which make MWNTs hydrophilic, and the wetting angle is
73.5�. The mixture of 100 mg of purified MWNTand 1 g Triton X-100 (a surfactant)
was dispersed into 100 mL of deionized water by ultrasonication for 2.5 h [22]. The
as-prepared MWNTsuspension was filtered through the wetted PVDF membrane by
a positive nitrogen gas pressure of 500 kPa to produce a well-known Bucky paper.
Due to the van der Waals forces, the interaction of CNT surface and surfactant can be
strong and stable. Subsequently, the produced Bucky paper is flushed in an effective
solvent (2:1 v/v, water to methanol) to remove residual Triton X-100 surfactant after
being rinsed by deionized water. Afterward, the produced Bucky paper is dried in a
vacuum oven for 5 h and then peeled off from the PVDFmembrane. The thickness of
the CNT papers is controlled by the concentration of the MWNTsuspension. Finally,
the CNT paper is cut into 10 � 10 mm as a water transmittal layer. A piece of five-
layered MEA with an active area of 10 � 10 mm is fabricated in a self-breathing
DMFC by the catalyst-coated membrane (CCM) and hot press method. The hydro-
philic catalyst layer is prepared to utilize the decal transfer method to form the CCM,
with an anode catalyst layer of platinum-ruthenium (Pt-Ru) black (4.0 mg�cm2) and a
cathode catalyst layer of Pt black (2.0 mg�cm2) and a Nafion 117 membrane between
them. Then, for forming the GDL, CP (TGPH-090, Toray Inc.) is prepared by the
hydrophobic (10 wt. % PTFE for the anode and 30 wt. % PTFE for the cathode,
respectively) and pore-formed (ammonium hydrogen carbonate, NH4HCO3) pre-
treatment. Finally, the CCM is sandwiched between two GDLs and hot-pressed
under the condition of 130 �C and 4 MPa for 120 s. The CNT is embedded between
the five-layered MEA and cathode current collector which serves as a collector and
distributor layer of water and electron as shown in Fig. 7.2. Figure 7.2 is from Deng
et al., with permission License 4153540257896 [20].

Stainless steel plates with a thickness of 300 μm are chosen to fabricate the anode
and cathode current collectors, and the structure of anode and cathode is fabricated
by MEMS technology. A 500 nm layer of gold (Au) is deposited on the current
collectors by the magnetron sputtering ion plating (MSIP) to reduce contact
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resistance and avoid chemical corrosion. A CNT paper with a thickness of 150 μm is
utilized to absorb water from the cathode which keeps MEA in a proper hydration
and prevent cathode flooding. From the SEM image of CNT paper shown in Fig. 7.3
(from Deng et al., with permission License 4153540257896) [20], we can see that
the CNT paper contains a high porous ratio structure which causes it to have a
capillary phenomenon, and the high porous ratio structure also makes the oxygen
diffuse through CNT expediently. The CNT paper is hot-pressed on the cathode side
of MEA at 130 �C and 4 MPa for 120 s to form the CNT-MEA compound structure.

As the radius of self-breathing openings on the cathode current collector is very
small, long-term operation of the self-breathing DMFC will cause cathode flooding
easier than conventional designs. In order to determine the flooding behavior of
DMFC with and without CNT-MEAwhich uses the CNT paper as water transmittal
layer, a short-term voltage assessment with 3 M methanol solution and flow rates of
1 mL/min was conducted at ambient conditions. A measurement comparison of cell
potential as a function of time between the DMFC without and with CNT as the
water transmittal layer is summarized in Fig. 7.4 (from Deng et al., with permission
License 4153540906158) [21].

The output voltage versus time measurements is recorded for 2000 s at a current
of 120 mA. It can be seen that the voltage of the DMFC composed of CP-MEA is
higher than that of DMFC composed of CNT-MEA during the first 150 s. After this
time point, the voltage of DMFC composed of CNT-MEA constantly increases and
exceeds that of DMFC composed of CP-MEA. It was also found the voltage of
DMFC composed of CP-MEA decreases at 430 s of operation and then improves.
The performance of DMFC composed of CNT-MEA is inferior to that of the DMFC
composed of CP-MEA at the beginning of operation because oxygen needs time to
diffuse through the CNT layer which leads to an oxygen starvation for a short time
period. At the same time, the DMFC composed of CP-MEA is flooded, leading to
voltage declination and then voltage inclination after 430 s due to DMFC which

Cathode current collector

Cathode GDE(CNT paper)

Membrane

Anode GDE(CP)

Anode current collector

Fig. 7.2 The CNT embedded
between the five-layered
MEA and cathode current
collector [21]
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produces heat that aids the activity of catalyst and the water evaporation rate. The
voltage of the DMFC composed of CNT-MEA is more stable within about 400 min
than the DMFC composed of CP-MEA. This stability is in part due to CNT layer
transport of water from GDL to the outside, which avoids flooding in GDL. The
lower likelihood of flooding ensures the cathode reaction areas to remain active for
longer periods. The DMFC composed of CNT-MEA produces more heat, which
improves the mass transport velocity of oxygen. In spite of CNT-MEA gas blockage
and limited gas penetration into GDL, the performance of the DMFC composed of
CNT-MEA is superior to that of the cell composed of CP-MEA. The above gas

Fig. 7.3 Morphological analyses. (a) Carbon paper and (b) carbon nanotube paper [21]

Fig. 7.4 Output potential of traditional and μ-DMFC based on CNT [20]

7 Nanomaterials in Proton Exchange Membrane Fuel Cells 205



blockage was found to dissipate in a short time. A large quantity of water is
generated on the surface of GDL by chemical reaction and then condensed on the
surface of the GDL in a liquid phase, during the long-term operation of the
air-breathing DMFC. When the rate of water generation is higher than that of
water evaporation, water will be condensed as droplets on the GDL surface which
can be seen through the openings on the cathode. Flooding in the cathode prevents
oxygen from entering into the GDL and decreases reaction area which leads to low
efficiency and inhomogeneous distribution of oxygen mass transport in GDL,
hindering performance advancement of air-breathing DMFC.

Figure 7.5 (from Deng et al., with permission License 4153540906158) shows
the visual degradation of the surface phenomenon of cathode based on the voltage
profile shown in Fig. 7.4. The DMFC was operated for 15 min and examined for
degradation. Figure 7.5 (a) presents the cathode surface phenomenon of DMFC
composed of CNT-MEA, which uses the CNT paper as water transmittal layer.
Figure 7.5 (b) presents the cathode surface phenomenon of the DMFC composed
of CP-MEA. We can see that the cathode surface of DMFC composed of CP-MEA
has a degree of hydration (seen as droplets of water); but the DMFC composed of
CNT-MEAwater transmittal layer appears anhydrous at the cathode surface, which
proves that using the CNT-MEA structure can prevent cathode flooding. Moreover,
the unique structure of CNT paper can also enhance the efficiency of oxygen mass
transport and catalyst utilization. The DMFC composed of CNT-MEA exhibits
significantly higher performance than DMFC composed of CP-MEA and can oper-
ate in high methanol concentration, showing a peak power density of 23.2 mW cm2.
The energy efficiency and fuel utilization efficiency are obviously improved from
11.54% to 22.7% and 36.61% to 49.34%, between MEAs composed of CP and
CNTs, respectively. The water transport coefficient is 0.47 (dimensionless) from
CNT-MEA, which is lower than previously reported DMFC composed of CP-MEA.

Fig. 7.5 Cathode surface of traditional and DMFC based on CNT after the long-term operation.
(a) Traditional DMFC and (b) CNT-based DMFC [20]
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7.3 Graphene Applied in Direct Methanol Fuel Cells (DMFCs)

7.3.1 Graphene Used as Barrier Layer

In this section, the authors discuss the development of a novel anode mass transfer
barrier layer for a DMFC to mitigate methanol crossover. The novel barrier layer was
a composite material of stainless steel fiber felt (SSFF) and reduced graphene oxide
(rGO), which was prepared by dipping a piece of SSFF plate into the graphene oxide
solution and subsequently experiencing a reduction process. Using this composite
material as dual-use anode barrier layer and current collector, respectively, a passive
DMFC was fabricated and tested. The results showed that the novel barrier layer
effectively increased the methanol mass transport resistance, lowering methanol
crossover, and thus allowed the cell to operate at a higher methanol concentration.
In addition, the cell fabricated with the novel barrier layer showed higher
discharging stability and lower inner resistance at the same time when compared
with a traditional cell.

In previous work, sintered stainless steel fiber felt (SSFF) was studied in a new
anode structure, in which the anode diffusion layer also played an important role as a
current collector [23]. To improve current collector efficiency, reduced graphene
oxide (rGO) is proposed due to graphene hydrogels’ excellent electrical properties,
and porosity was constructed composed of rGO and SSFF composite structure to
reduce the porosity and increase current, as a novel barrier layer for DMFC. A
procedure previously described in the fabrication of graphene and foam-nickel
composite was adopted [24]. Briefly, GO was scattered in deionized water, using
ultrasound, in order to expel any residual air out of the SSFF, and a wafer of SSFF
(0.62 mm thick) was also ultrasonically vibrated. Then GO was deposited into SSFF
by leaching, with 5 mol�mL� 1 GO solution. The resulting SSFF-G hydrogel
composite film was then immersed in vitamin C (VC) solution (10.0 mg�mL�1)
overnight and subsequently heated at 60 �C for 2 h. During this process, GO sheets
were reduced to generate rGO. Then the composite sheets were placed into a freeze
dryer at �20 �C for 48 h after a rapid freezing by immersion in liquid nitrogen.

After the rGO-SSFF composite was generated, it was evaluated as an anode gas
diffusion backing and current collector by fabricating an MEA for a DMFC. The
MEAwith an active area of 1 � 1 cm was fabricated by traditional procedures. Both
the anode and cathode GDEs are purchased from Johnson Matthey, Inc. Nafion
117 membrane utilized had a width of 170 μm, which was sandwiched between the
anode GDE and cathode GDE by 18 MP hot-pressing for 5 minutes. The methanol
capacity of both the new cell (SSFF-rGO) and the conventional cell was 2 mL whose
performance was compared and contrasted to each other [25]. After testing the FC
performance, the internal morphology of the obtained SSFF-rGO was evaluated
using scanning electron microscope (SEM) and structural modifications compared
with a piece of unprocessed SSFF. The SSFF-rGO performance under different
methanol concentrations was also evaluated.

The physical picture of SSFF-rGO produced using the above procedure is shown
in Fig. 7.6a (from Zhang et al., with permission License 4153541289218 [25]).The
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micrograph indicates that the graphene hydrogels successfully covered the surface of
SSFF. The scanning electron micrographs of the SSFF-rGO composite are shown in
Fig. 7.6b, c. The SEM image of SSFF-rGO (Fig. 7.6b) shows that graphene has been
successfully deposited in the micropores of the whole SSFF (Fig. 7.66c). As shown
in Fig. 7.6b, the SSFF-rGO with the graphene hydrogels is distributed evenly in
holes of SSFF, which can potentially hinder methanol transport. The SEM images
confirm that the composite possesses uniform porous inner configuration, which
makes the SSFF-rGO a suitable substitute for the mass transfer barrier layer for
DMFC at high methanol concentration and also guarantees high mechanical strength
and superb ductility [25].

To evaluate the stability of the two materials, the fabricated cell was discharged
under a constant current density of 80 mA�cm�2 at room temperature, with the novel
cell at 7 M and traditional cell at 3 M shown in Fig. 7.7 (from Zhang et al., with
permission License 4153541289218) [25]. It can be seen that besides a long
discharging time, the novel cell has a higher and more stable cell voltage profile

Fig. 7.6 Photograph of the (a) SSFF-rGO and SSFF, SEM of the (b) SSFF-rGO and (c) SSFF [25]
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compared with conventional DMFC. The differences between discharging results
demonstrate and confirm the ability of the rGO-SSFF material in reducing methanol
crossover under high concentration condition by taking advantages of its internal
porous structure.

7.3.2 Graphene Used in Catalyst

AsMEA is the core of PEMFC, the catalyst layer is the core of MEA, which makes it
a significant parameter in evaluating the output performance of PEMFC. The current
low efficiency, poor stability, and high cost of the catalyst remain as the biggest
hurdles for the commercialization of PEMFC. In order to maintain high catalytic
activity and good stability, metal particles are usually dispersed onto a support
material. The catalyst support material not only determines the dispersion of metal
nanoparticles but also interacts with metal particles, which in turn affects the activity
and stability of the catalyst [26]. Catalyst support used in PEMFC should have the
following characteristics:

1. High specific surface area, which would enhance the dispersion of metal nano-
particles and improve the catalyst surface utilization

2. Excellent conductivity that can quickly transfer the electrons of electrode reaction
3. Reasonable pore structure, which makes rapid transfer and diffusion of reactants

and products

Fig. 7.7 Transient discharging curves of the μ-DMFCs under a constant current density of 80 mA
cm�2 at 298 K [25]
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4. Strong corrosion resistance, to prevent catalyst performance in the electrolyte
from rapid degradation

In summary, the most suitable material for PEMFC catalyst support currently is
carbon. Graphene, an intriguing member of the carbon material family, was discov-
ered in 2004 [27] and is a possible replacement for carbon as a structural support
material. With its unique two-dimensional, single-atom layer thickness structure,
graphene exhibits a large theoretical specific surface area (up to 2600 m2�g�1), high
electrical conductivity, high thermal conductivity, and excellent mechanical proper-
ties. In addition, chemically transformed graphene has an interlayer structure
containing lattice defects (vacancies, holes) and surface functional groups (carboxyl,
epoxy, and hydroxyl) that can anchor metal particles on their surface. This strong
interaction between the metal and the substrate can improve the stability of the nano-
catalyst [28, 29]. Fampiou et al. [28] used density functional theory (DFT) and bond-
order potential calculations to prove that the defects of the surface of graphene can be
a strong confinement trap of Pt nanoclusters, making Pt-graphene hybrid show
excellent long-term stability. Besides, the charge transfer between the catalyst and
the graphene substrate increases, and the catalytic activity of the catalyst is
enhanced. Therefore, much work has been done to investigate the issue, and
experiment results show graphene-based catalysts have better catalytic activity and
stability than their traditional counterparts.

7.3.2.1 Graphene-Supported Catalyst for Methanol Oxidation Reaction
(MOR)

Direct methanol fuel cell plays a dominant role in all kinds of P. Its fuel, methanol,
has a low molecular weight, high energy density, and simple structure, which makes
it one of the most suitable fuels of all kinds.

Platinum/Graphene Catalyst
Although other metal-based and nonmetal catalysts have been discovered and
studied, platinum (Pt)-based catalyst still remains one of the most widely used
species due to their high Pt activity toward methanol. There are three general
methods to prepare Pt-based graphene hybrid. One is a chemical reduction
[30–32]. Herein, Pt or other metal precursors, such as hexachloroplatinic acid
(H2PtCl6), ruthenium (III), and chloride (RuCl3), are mixed with graphene or
GO. Then reductants, such as hydrazine hydrate (N2H4), sodium borohydride
(NaBH4), or hydroiodic acid (HI), are carefully added to the mixture. The reduction
reaction will take place either at room temperature or at higher temperatures,
depending on the chemical reductant utilized. The reduced sample is then filtered,
washed, and dried under vacuum, yielding the catalyst sample which is applied on
DMFC. The second method is electrodeposition [33, 34]. By applying cyclic
voltammetry (CV), square wave scanning, chronoamperometry, and other electro-
chemical methods to electrolyte solution of precursors, the corresponding catalyst
can be obtained. Potential, current density, and deposition time are parameters to
control the synthesis procedure. However, the particles prepared by
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electrodeposition are large, and using this method, it is difficult to fabricate materials
on a large scale. The third method is microwave-assisted synthesis [35–37]. Here,
the new catalyst preparation method has the advantages of simplicity, short prepa-
ration period, simple reaction control, and uniformity of the produced particles.
Microwave irradiation can generate homogeneous and rapid heating of the reaction
mixture that can take from seconds to one minute of reaction time. In addition, the
microwave heating technique can also promote the formation of a large number of
initial nuclei in the reaction, generating synthesized nanoparticles that exhibit
uniform and small diameters.

Among the three synthesis methods, microwave-assisted heating with ethylene
glycol (EG) method is the widely used technique [37]. Herein, a certain amount of
GO is dispersed uniformly into the mixture of ethylene glycol (C2H6O2) and
isopropyl alcohol (C3H8O with the ratio of 4:1 v/v) using ultrasound dispersion.
The chloroplatinic acid-ethylene glycol (H2PtCl6-EG “ink”) solution is added and
stirred for 3 h. The pH value of the ink is adjusted by sodium hydroxide (NaOH)
generating an alkaline NaOH-EG solution through drop-by-drop addition until pH of
the ink is >7. Using 1 M NaOH, this corresponds approximately to the addition of
12 drops of the base. To the ink argon (Ar), gas is fed to expel (O2) oxygen. The
oxygen-depleted ink is microwave heated between 1 and 3 minutes. After cooling
down to room temperature, dilute nitric acid (HNO3) solution was added to the
mixture to adjust pH value to 4. The mixture was continually stirred for 12 h, and
then the product was washed repeatedly with ultrapure water until no chloride anion
(Cl�) was detected. A solid catalyst was generated after the drying process.

During the preparation of the catalyst, aggregation between GO sheets by van der
Waals forces can decrease the high intrinsic specific area of graphene and thus limit
the enhancement of catalytic activity. To reduce the degree of aggregation, polymers,
such as poly(diallyl dimethyl ammonium) chloride (PDDA) [38, 39], chitosan [40],
and N-acetylcholine (N-ACh) [41], have been used to modify graphene nano-sheets.
Experimental results show that the functionalized graphene sheets have excellent
efficiency and increased dispersion of noble metal nanoparticles. In our previous
work, aniline (C6H5NH2) was utilized to form nitrogen-doped carbon layer (NCL) to
prevent the aggregation among graphene nano-sheets [42]. Typically, aniline mono-
mers in 0.5 M H2SO4 were added to the GO solution and stirred for 3 h. The GO was
subsequently reduced by sodium borohydride (rGO). The above solution was further
mixed with ammonium persulfate (APS, (NH4)2S2O8), and polymerization was then
carried out for 20 h at room temperature. Afterward, the sample was filtered and
dried, and the resulting product was heat treated under 500 �C with argon gas flow
for 3 h. The Pt nanoparticles were dispersed onto the composite obtained above via
chemical reduction by sodium borohydride. The catalyst prepared was denoted as Pt/
NCL-rGO. Figure 7.8 (from Zhang et al., with permission License 4153550310970)
[42] shows transmission electron microscope (TEM) images of the synthesized Pt/
NCL-rGO and Pt/rGO composite catalysts. The distribution of Pt nanoparticles on
the NCL-rGO was more uniform than that on rGO. The electrochemical surface area
(ECSA) of the Pt/NCL-rGO estimated by the cyclic voltammetry (CV) curves
obtained in 0.5 M sulfuric acid (H2SO4) was 58.72 m2�g�1, which was larger than
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the ECSA for Pt/rGO. These results were further confirmed by generating
corresponding CV curves for methanol oxidation (MOR) and are shown in
Fig. 7.9 (from Zhang et al., with permission License 4153550310970) [42]. Both
curves have two oxidation peaks. The one located at 0.2 volts (V) in the positive
scanning direction is for MOR, and the other located at 0 V in the negative direction
is for the oxidation of intermediate product(s). It can be seen that the peak current
density of Pt/NCL-rGO is almost twice that of Pt/rGOs. The greater ECSA of the Pt/
NCL-rGO catalyst indicates better dispersal of Pt nanoparticles into the NCL-rGO
layer exhibiting higher electrocatalytic activity than in the Pt/rGO catalyst layer.

Binary Pt-Based/Graphene Catalyst
The MOR process involves the adsorption of methanol and subsequent dissociation
into adsorbed intermediates such as adsorbed carbon monoxide (COads), carboxylate
(COOHads), and aldehyde (CHOads) intermediary products [43]. These products will
poison the Pt particles and lead to a sharp decrease of DMFC performance. To
overcome this poisoning hurdle, a bifunctional mechanism has been proposed in
which other metals or metal oxides are added to form the binary catalyst, which may
be more tolerant to potential poisoning. So far, various binary Pt-based/graphene
catalysts have been reported, and they exhibit excellent electrocatalytic activity for
MOR, such as Pt-ruthenium (Ru)/graphene [44, 45], Pt-palladium (Pd)/graphene
[46, 47], Pt-nickel (Ni)/graphene [48, 49], Pt-iron (Fe)/graphene [50], and Pt-tin
(Sn)/graphene [51]. Ruthenium is the most widely used co-metal in commercial
catalysts. Dong et al. [44] used EG reduction method and dispersed Pt particles and
Ru particles onto graphene sheets. Their as-obtained catalyst showed better effi-
ciency and activity than the commercial Pt-Ru/Vulcan XC-72R, the catalyst used
in DMFC.

Fig. 7.8 TEM images of (a) Pt/NCL-rGO and (b) Pt/rGO [42]
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Among those widely used metal oxides, the rare earth cerium oxide (CexOy)
attracted considerable interest because of its fluorite structure whose action (where
x = 2 and y = 3 corresponding to +3 and x = 1 and y = 2 corresponding to +4
oxidation states for Ce, respectively) added advantage of Ce acting as an oxygen
buffer [52]. We prepared Pt nanoparticles on the cerium (IV) oxide (CeO2)-graphene
composites by a fast and efficient one-step microwave-assisted EG method [37]. In
the method, EG is regarded as a reducing agent for the metal salt compounds and a
protecting agent for the metal nanoparticles. Pt/graphene was also prepared for
comparison. Figure 7.10 (from Zhang et al., with permission License
4153550689598) shows the TEM images of Pt/graphene and Pt/CeO2-graphene.
Compared with Fig. 7.10b, the sizes of platinum particles, shown in Fig. 7.10a,
become smaller and are better dispersed on graphene support owing to ceria incor-
poration. High-resolution (HR) TEM analyses suggest that the reduced Pt particles
have successfully adhered to the ceria particles deposited onto the graphene sheets.
Figure 7.11 (from Zhang et al., with permission License 4153550689598) [37]
images demonstrate electrochemical evaluation of the Pt/CeO2-graphene and
Pt/graphene catalysts. The CV curves reveal that the former has a larger ECSA
and better activity toward methanol electrooxidation than the latter catalyst. This
improved catalysis is due to facile desorption of the COads electro-oxides from the
catalyst surface due to the effect of CeO2 as a co-catalyst and oxygen storage
material. The adsorbed hydroxyl (OHads) species on CeO2 can transform (fully
oxidize) CO-like poisoning species to CO2, releasing the bound active sites on Pt
surface for further MOR catalysis. Figure 7.11c shows CO adsorption-oxidation
curves. Compared to the Pt/graphene catalyst, the onset and the peak potentials for
adsorbed carbon monoxide (COads) oxidation on Pt/CeO2-graphene catalyst were

Fig. 7.9 CV curves of Pt/NCL-rGO and Pt/rGO in 0.5 M H2SO4 and 0.5 M methanol [42]
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shifted to a more negative potential, indicating that the addition of CeO2 contributed
to weakening the CO adsorptive bond on the Pt active sites. The ECSA from CO
stripping voltammetry can directly reflect the CO-oxidizing ability of the catalysts,

Fig. 7.10 TEM images of Pt/CeO2-graphene (a) and Pt/graphene (b) [37]

Fig. 7.11 Electrochemical properties tests. (a) CVs in 0.5 M H2SO4. (b) CVs in 1 M
CH3OH + 0.5 M H2SO4. (c) COads stripping voltammograms. (d) Chronoamperometric curve [37]
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assuming the formation of a monolayer of linearly adsorbed CO and the Columbia
charge required for oxidation of COads to be 484 μC cm�2. The calculated ECSA for
the two catalysts were 16.3 m2 g�1 and 11.4 m2 g�1, respectively, by using the COads

oxidation charge after subtracting the background current, which implies that CeO2-
metal oxide can improve catalytic activity for COads electrooxidation. Figure 7.11d
shows typical current density-time responses for MOR measured at a fixed potential
of 1.02 V. The Pt/CeO2-graphene catalyst shows better stability than its non-metal
oxide counterpart.

Non-Pt-Based/Graphene Catalyst
As one of the most expensive noble metals, the high cost and short storage of Pt
impede the full commercialization of DMFC. To solve this problem, researchers
used other metal particles as substitutes for Pt, among which Pd, which is either
replaced or alloyed with other noble metals such as gold (Au) and silver (Ag) and the
composite catalyst used for MOR process. Palladium (Pd) is one of the most
promising alternatives to Pt, due to its similar physical and electrical properties but
with the added advantage of lower procurement cost. The Pd-based catalyst in the
anode of DMFC reveals stronger resistance to CO poisoning. The preparation of
Pd-based/graphene is similar to Pt/graphene. The modification of graphene and
bifunctional mechanism also helps to boost the activity and stability of Pd-based/
graphene catalyst. The electrochemical test results suggest that Pd-based/graphene
catalyst possesses better catalytic performance and durability than traditional carbon
materials supported Pd nanoparticles [53, 54].

In recent years, Au- and Ag-based/graphene catalysts also have attracted increas-
ing attention [55–58] due to lower cost of usage, but with similar physical and
electrical properties. The most common preparation process is a chemical reduction
of metal precursors in the presence of graphene or GO. Goncalves et al. [58] used a
simple chemical method in an aqueous medium and successfully prepared
Au/graphene. It should be noted that no Au particles can be formed on totally
reduced graphene nano-sheets since the oxygen functionalities at the graphene
sheets provide reactive sites for the nucleation and growth of Au nanoparticles.

7.3.2.2 Graphene-Supported Catalyst for Hydrogen Oxidation Reaction
(HOR)

Proton exchange membrane fuel cells with hydrogen as a fuel have the advantages of
high energy density and zero emission and generation of water as a by-product. The
FCs are widely applied in large devices such as cars; however, the widespread usage
is hampered by availability, access, and storage of hydrogen, as well as the size
(dimensions and mass) of the onboard PEMFC system.

Platinum-based catalysts have the highest performance for HOR with low mass
fuels, due to the lower redox potential. Since the kinetics of hydrogen oxidation is
more facile than the corresponding ORR, the kinetics of the HOR are usually faster
at lower potentials than for the ORR, reflecting the lower Pt load (mass % of the
catalyst) at the anode in PEMFC. Different types of carbon materials have been
studied as the support materials for the HOR to further lower Pt load on the anode
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catalyst [59]. In a pure hydrogen atmosphere, Pt/carbon black shows similar electro-
catalytic activities for HOR to either Pt-Ru/carbon black or Pt/graphene in spite of
the addition of Ru and the difference of supporting materials. However, at the
PEMFC front-end hydrogen fuel supply is obtained through hydrogen generators,
such as methanol reformer, which also produce carbon monoxide at low parts-per-
million concentrations. Therefore, catalyst tolerance to CO is an essential factor in
evaluating catalyst performance for the HOR. Incorporation of the sub-nano-dimen-
sion of Pt clusters supported on graphene reported by Yoo et al. exhibited better CO
tolerance than the catalyst supported on carbon black [60]. The activity of the former
catalyst for HOR was determined to be 52% in the presence of H2 and 11% with H2

containing 500 ppm of CO.

7.3.2.3 Graphene-Supported Catalyst for Oxygen Reduction Reaction
(ORR)

The ORR, which takes place at the cathode of PEMFC, has a slow electrochemical
kinetics compared to HOR, due to the higher potential load requirement, necessitating
higher Pt catalyst loading. Therefore, fabrication of a high-efficiency catalyst for theORR
at lower Pt loading is essential for wide-scale commercialization of an FC, providing
similar FC performance can be obtained to FCs using current Pt loading of 0.4 mg� Pt.
The ORR is different from the MOR and HOR, in that the mechanism of catalysis can
proceed by two reaction pathways depending on the reaction conditions. One is the four-
electron reduction of O2 to water as the end product (O2 þ 4Hþ þ 4e ! 2H2O) and
the other is a two-step, two-electron reduction procedure, involving the formation
of H2O2 as an intermediate ( O2 þ 4Hþ þ 2e ! H2O2 þ 2Hþ þ 2e ! 2H2O )
[61]. The former reaction pathway is more efficient than the latter one.

Like all the other reactions in PEMFC and DMFC, Pt-based catalysis requires the
highest Pt load for viable activity for the ORR, and current investigators are focused
on reducing the Pt loading without reducing catalytic efficiency, through either use
of new forms of structural support materials or lower Pt as composite materials
(coating with metals oxides, forming composite alloys, hollow shells using sacrifi-
cial Si, or as two- or three-dimensional structures are examples of how the Pt loading
could be reduced without reducing the Pt catalytic efficiency for the ORR). Kou et al.
[62] found that Pt nanoparticles supported on the functionalized graphene sheets
exhibit larger ECSA, higher ORR activity, and enhanced stability in acid solution
compared to the commercial Pt/C catalyst. Their research gave additional evidence
that graphene sheets could enhance the performance of Pt catalyst at lower Pt loading
than in a conventional Pt/C FC. The Pt/graphene support for ORR faces technical
challenge of high cost and low durability due to the methanol crossover. The Pt
alloys/graphene and other metal-based catalysts such as Pd/graphene have been
fabricated as catalysts for ORR [63–66]. Yue et al. [64] found that Pt-cobalt (Co)/
graphene exhibited higher ORR catalytic activity than pure Pt in alkaline solutions.
Zhang et al. [65] dispersed the acid-treated Pt-Ni alloy on graphene and found that
Pt-Ni/graphene had higher ORR activity than that of pure Pt catalysts in both acidic
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and alkaline solutions. Liu et al. [66] synthesized Pd-Ag nano-rings supported on
graphene nano-sheets (Pd-Ag/GNs) and studied their ORR performance under
alkaline circumstances. The Pd-Ag/GNs not only showed higher ORR catalytic
performance but also revealed higher methanol tolerance when compared to Pd/C
and Pt/C catalysts, respectively. Unlike the MOR or HOR, non-noble metal-based
catalysts for use in ORR are a second major area of focus by investigators
[67–70]. Among them, iron (Fe) or cobalt (Co) metal (M) incorporated onto
nitrogen-doped (N) carbon (C) [M-N-C] catalysts is one promising class of
cathode-supported catalyst [71]. Byon et al. [69] prepared Fe-based catalyst on
rGO (Fe-N-rGO), in which the dopant nitrogen was derived from pyridine
(C5H5N). The Fe-N-rGO exhibited higher ORR mass activity and improved stability
than the Fe-N-C catalysts prepared from carbon black (CB) or oxidized CB in acid
solution. Jiang et al. [72] modified graphene with iron phthalocyanine (C32H16FeN8,
FePc/G) through π-π interaction. The as-obtained FePc/G was studied as a catalyst
for ORR in alkaline solution. Figure 7.12 demonstrates rotating disk electrode
(RDE) and rotating ring-disk electrode (RRDE) measurements of ORR at FePc/G
and Pt/C catalyst in O2-saturated 0.1 M KOH. The electrochemical results indicate
that the graphene support can significantly improve the ORR performance of the
FePc catalyst, and the FePc has a better ORR activity than the carbon-supported
FePc catalyst (FePc/C).

Recently, researchers found out that N-doped graphene itself can serve as ORR
catalyst without any metal particles involved [73–75]. Geng et al. [76] prepared
N-doped graphene with different content of three types of nitrogen at different
temperatures. It was found that the optimum temperature was 900 �C. The resulting
catalyst had a very high ORR activity through a four-electron transfer process in
O2-saturated 0.1 M KOH.

Fig. 7.12 (a) RDE and RRDE measurements of ORR at FePc/G and Pt/C catalyst in O2-saturated
0.1 M KOH. The ring electrode is polarized at 0.5 V (vs Ag/AgCl) with a rotation rate of 1600 rpm
and a potential scan rate of 10 mV/s. (b) Comparison of the RDE polarization curves of FePc,
graphene, FePc/G, and FePc supported on carbon (FePc/C) in O2-saturated 0.1 MKOH at 1600 rpm
[72]
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7.4 Other Nanomaterials Applied in PEMFC

Apart from carbon nanotubes (CNT) and graphene, there are other nanomaterials
applied in DMFC and PEMFC. The research mainly focused on the metal catalyst
supported on CNTs or graphene structured as dimensional surfaces summarized in
the next sections.

7.4.1 Zero-Dimensional Nanomaterials

In the past few years, stabilizing Pt nanoparticle clusters through forming zero-
dimension structures had attracted researcher as potential low-loading Pt catalyst for
PEMFC applications. The clusters stabilizing Pt nanoparticles are formed in order to
maximize the active number of surface versus the inactive number of Pt atoms.
Bimetallic clusters have also been investigated, not only to enhance CO tolerance of
catalyst but also to decrease the Pt loading. By optimizing the synthetic conditions, a
very thin surface layer of Pt can be generated [77]. Chen et al. [78] reported the
synthesis of a Co-Pt catalyst with a hollow sphere structure via a simple thermolytic
procedure (Fig. 7.13). The as-fabricated catalyst performance was compared with Pt
nanoparticle and Co-Pt nanoparticles, respectively. The Co-Pt catalyst was generated
in the form of hollow spheres which exhibited a superior electrocatalytic activity
toward the MOR at the same Pt loading as the Pt catalyst.

Graphene quantum dot (GQD) has been used as a new zero-dimensional (0-D)
nanomaterial and has become a promising nanomaterial for fuel cell applications,
due to its excellent characteristics, such as high electrical conductivity, high surface
area, tunable photoluminescence, and excellent dispersion in various solvents
[79–82]. Recently, Hasanzadeh et al. reported a novel nano-catalyst based on
graphene quantum dot functionalized by chitosan (GQD-CS) and β-cyclodextrin
(GQD-β-CD) toward MOR in alkaline solution.
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Fig. 7.13 (a) CVs of Co-Pt hollow spheres, Co-Pt nanoparticles, and Pt nanoparticles in a 0.5 M
H2SO4 solution; (b) CVs of Co-Pt hollow spheres, Co-Pt nanoparticles, and Pt nanoparticles in a
0.5 M H2SO4 solution +1 M methanol solution [78]
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7.4.2 One-Dimensional Nanomaterials

One-dimensional (1-D) nanomaterials which form the basis of higher-dimensional
materials have been extensively studied. Apart from CNT, researchers have also
applied nanowires, nanorods, and nano-belts in the 1-D catalyst for PEMFC,
[83, 84]. Ksar et al. [83] synthesized Pd nanowires in a hexagonal mesosphere via
electron beam irradiation, which showed superior electrocatalytic activity and sta-
bility for ethanol oxidation. Liu et al. [84] fabricated the nano-porous Pt-Co alloy
nanowires by de-alloying electrodeposited Pt1Co99 nanowires in the presence of
porous aluminum oxide (AO) membrane in a mild acidic medium, and electrochem-
ical tests were conducted. Fig. 7.14 (from Liu et al., with permission License
501290469) [84] illustrates the preparation process. However, the specific surface
area of the 1-D nanomaterials was smaller than that of the two-dimensional material,
which limits their further improvement of catalytic performance.

7.4.3 Two-Dimensional Nanomaterials

Two-dimensional (2-D) nanomaterials represented by graphene have shown great
advantages in energy conversion and storage applications during the past few years.
For example, nanostructured transition metal sulfides have been explored as the
catalyst for HOR [85, 86]. Recently, there are several literature reports involving new
classes of 2-D materials being applied in PEMFC and DMFC, such as transition
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Pt1Co99 NW
Au film

nanoporous Pt-Co NW
MeOH

Pt Co
Au

dealloying of
Pt1Co99 NWs
& removal of 
AAO

b
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a
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Fig. 7.14 (a–c) The schematic diagram explains the nano-porous Pt-Co nanowire fabrication
process; (d) enlarged view of the ligaments [85]
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metal compound arrays [87–89]. Due to the similarity of the electronic states to Pt at
the Fermi level, group VI transition metal carbides (TMCs) exhibit catalytic prop-
erties analogous to Pt [90]. He et al. report a successful synthesis of Pt nanoparticles
loaded onto the 2-D support of tantalum carbide (TaC)-nano-sheet and graphene
hybrid impregnated with Pt (Pt/TaC/G) as an efficient and durable electrocatalyst for
MOR. The catalyst was analyzed by X-ray photoelectron spectroscopy (XPS) and
X-ray absorption spectroscopy (XAS) which indicated synergetic chemical coupling
effects between the Pt and TaC/G that led to increased improvement in ORR
catalytic activity and catalyst durability.

7.4.4 Three-Dimensional Nanomaterials

Two-dimensional nanomaterials have a tendency to stack during the utilization
process, due to layer-to-layer interactions. To minimize stacking higher-order
three-dimensional (3-D) materials have been proposed and fabricated by researchers.
These nanomaterials hold unique morphologies that provide a larger surface area
which enhance the transfer of reactants and products. Graphene oxide aerogel
(GOA) and graphene aerogel (GA), as the 3-D constructs of graphene, have attracted
significant attention [91–93]. Graphene oxide aerogel can be obtained by supercrit-
ical CO2 drying or freeze-drying of GOA prepared by cross-linking graphene nano-
sheets with multivalent metal ions or amino groups. Moreover, GA can also be
prepared by supercritical CO2 drying or freeze-drying of graphene hydrogel that is
prepared by hydrothermal treatment of GO. The as-prepared GOA or GA not only

Fig. 7.15 Cyclic voltammetric curves of Pt/GOA, Pt/rGO, and commercial Pt/C in N2-saturated
0.5 M CH3OH + 0.5 M H2SO4 solution with a scan rate of 50 mV s�1
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maintain the intrinsic properties of 2-D graphene sheets but also exhibit other
excellent functions of GO with improved catalytic performance. Our group success-
fully dispersed Pt nanoparticles on GOA via chemical reduction and examined its
performance as a catalyst for DMFC [94]. The prepared Pt/GOA showed a low
degree of graphitization as ascertained by an analysis of XRD spectrum, indicating
that the graphene sheets did not stack. The SEM images also indicated that Pt/GOA
maintained excellent 3-D porous structure, which not only facilitated reaction mass
transfer but also avoided the detrimental influence of reduced active surface area of
Pt particles due to the stacking of the graphene sheets.

The CV results also revealed that the ECSA of Pt/GOA reached 95.5 m2�g�1,
which was twice that of commercial Pt/C. Fig. 7.15 (from Duan et al., with permis-
sion License 501290464) [94] demonstrated the CV curves of Pt/GOA, Pt/rGO, and
commercial Pt/C in N2-saturated 0.5 M CH3OH + 0.5 M H2SO4 solution. The peak
current density of Pt/GOA was 876 mA�mg�1

Pt, which was much higher than the
other two samples. The CV data demonstrate that the Pt/GOA catalyst exhibited
greater electrochemical activity (ESA) than either the Pt/rGO or the Pt/C catalyst,
which resulted in the higher ECSA of Pt nanoparticles on Pt/GOA due to lower layer
stacking and higher area. In addition, chronoamperometric measurements indicated
that the catalytic stability toward MOR was also strongly enhanced.

7.5 Conclusion

A diverse type and structuring of nanomaterials have played a significant role
enabling improved performance of PEMFCs and DMFCs by researchers during
the past decade. The wide application of 0-, 1-, 2-, and 3-D nanomaterials contrib-
uted to the decrease in FC cost due to lower Pt loading and increased improvement of
FC performance. Yet the performance of PEMFCs and DMFCs cannot meet the
expected demand through increased commercialization, due to Pt loading being the
limiting factor in FC design. With the emergence and development of new nano-
materials that greatly diminish Pt loading without loss of performance, FCs with
more innovative structure and lesser Pt loading are expected to lead to improved FC
performance, which in turn will lower FC cost and increase availability for a variety
of applications. The greater usage of PEMFCs and DMFCs will lead to reduced use
of fossil fuels mitigating the negative effects of global warming and increased access
to portable power to rural areas that are not electrified, benefiting rural societies.
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Abstract
Solid oxide fuel cell (SOFC) is an all-solid-state ceramic electrochemical device for
converting chemical energy (fuels) to electricity with high energy efficiency and
ultralow harmful emissions. These classes of FCs have received significant attention
by researchers as a potential replacement for petroleum-based energy devices. In
order to broaden the material selection and increase material system durability, the
development of intermediate- or low-temperature SOFC is critical to making their
commercialization viable. Therefore, the SOFC performance at lowered operating
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temperatures must be improved by the innovation of materials and microstructures.
The nanostructure engineering of electrodes has demonstrated their improved
catalytic performance due to minimization of the electrode polarization resistances
for oxygen reduction reaction and fuel oxidation reaction at the nanoscale compared
to the traditional electrode design. The synthesis technique strategy was based on
wet chemistry catalyst infiltration into electrode structure and has been demonstrated
improvements in power density and electrode stability. In this chapter, the technical
process of ion infiltrationmethod is discussed; and the different routes in fabricating
nanostructured electrodes to achieve high-performing SOFC in hydrogen and
hydrocarbon fuels are reviewed. The electrode parameters that lead to improvement
of SOFC performance are also summarized. By fabricating electrodes at the nano-
scale, a significant increase in specific area was obtained that can provide greater
active catalysis sites for electrode reactions, as well as a decrease in the activation
polarization resistance which collectively led to improved SOFC performance.

8.1 Introduction

The solid oxide fuel cell (SOFC) is an attractive technology for chemical-to-electrical
energy conversion due to its advantages such as high efficiency, low operation cost,
and fuel flexibility [1–4]. As a ceramic device, the FC operates at a high temperature
which facilitates its high efficiency when combined with a gas turbine. The absence of
expensive catalyst material and resistance against fuels containing carbon monoxide
contributes to its lower manufacturing cost [5–7]. Investigators have aimed to
increase SOFC power efficiencies from a variety of fuel feedstocks through research
and development of functional materials used in SOFCs. Researchers have focused
on new cell design; fabrication of composite electrode or new electrode structures,
mathematical analysis of gas flow patterns, and thermodynamicmodeling of catalysis
at the electrode surface are examples of areas of research which will lead to improve-
ments in FC electrochemical performance. The higher operating temperature also
requires the FC design to incorporate materials that result in increased physical and
chemical compatibility with other cell components, the capability of system incor-
poration into the stack, which in turn enables the FC to be operated at a lower
temperature increasing long-term FC stability [8–10]. The commercialization trend
of an SOFC system for distributed power sources has become more widespread, due
to improvements in optimized operating conditions, resulting in better longevity and
lower manufacturing costs. At present, while this technology exhibits great promise
to be applied in society, there remain three major engineering and scientific hurdles.
Firstly, the relative high operating temperature requires the SOFCmaterials and other
key components in the stacks such as sealing and interconnecting materials to be
compatible resulting in increased reliability of the stack system [11, 12]; secondly, the
use of petroleum-based fuels faces technical problems such as coking and sulfur
poisoning when nickel-based anode catalysts are used, although researchers have
proposed some strategies to avoid the degradation of FCswhen using fuels containing
carbon and sulfur [13–15]; thirdly, the higher operating temperature leads to a
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degradation in performance over time affecting their longevity, and contributing to
increased manufacturing and maintenance costs, and ultimately FC efficiency [16,
17]. Therefore, researchers have focused efforts on developing materials and struc-
tures and operating conditions that have been made to optimize the performance of
single-cell level and stack compatibility [18, 19]. Since the high operating tempera-
ture restricts potential SOFC material selection and reliability, various technical
routes have been explored to increase FC robustness and performance. The introduc-
tion of more active catalysts, or catalyst with an increased specific surface, and more
conductive materials is shown to contribute to improved FC electrochemical perfor-
mance at lower temperatures.

A typical oxide-ion conducting-based SOFC is composed of two electrodes and
one electrolyte (Fig. 8.1). The oxygen ions are formed by oxygen molecules
associating with two electrons at the cathode compartment that is transported
through the dense electrolyte to reach the anode compartment. The oxygen ions
can react with hydrogen fuel to form the water. During this process, the electrons
released from hydrogen pass through the external circuit to form the electricity. The
SOFC performance is directly determined by the internal resistance which is related
with the overpotential polarization of each component contributed by imperfections
in materials, microstructure, and design of the fuel cell [20]. There are three main
polarization resistances contributed by different physical or electrochemical phe-
nomenon: ohmic resistance, concentration polarization, and activation polarization.

Firstly, the ohmic resistance is determined by the conductivities of these three
components. The resistance is mainly determined by the electrolyte material since
the electronic conductivities of the cathode (usually conductive oxide) and anode
(nickel metal in cermet composite) are several magnitudes higher than that of
electrolyte which is ionic and conductive in nature.

Therefore, the ohmic resistance of electrolyte dominates the total resistance;
consequently, the conductivity and thickness of the electrolyte become two impor-
tant parameters to control the resistance. The electrolyte resistance can be minimized
through the incorporation of high conductive electrolyte materials and techniques for
fabricating thin membranes. Secondly, the concentration polarization resistance
results from limitations on the mass transport within the electrode structure [21, 22].

SOFC working principal

Cathode
Electrolyte

Anode
Load

+

–

Air

O2+4e� → 2O2–

2H2+2O2– → 2H2O+4e�

H2

Fig. 8.1 The working
principle of a solid oxide fuel
cell (SOFC)
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The reactants may be consumed by the electrochemical reaction faster than they can
diffuse into the reaction boundaries, which causes the reactant concentration to be
lower than required for optimal performance. The concentration polarization occurs
in both the anode and cathode compartments. This polarization is in part due to
electrode design that is very thin and highly porous. The reaction products of steam
can dilute the fuel stream which must transport through the whole anode substrate to
the three-phase boundary. The relevant optimization strategies of anode microstruc-
ture such as increasing porosity and grade electrode can decrease this polarization
resistance significantly with the compromise of other properties. Lastly, the activa-
tion polarization is the result of catalytic activity toward oxygen reduction reaction
(ORR) and fuel oxidation reaction, which is closely related to the catalytic activity of
the employed materials and microstructure [23].

In a typical anode-supported SOFC with electrolyte thin membrane operated in
hydrogen, the cell performance is affected by the ohmic resistance of electrolyte film
and activation resistance from cathode material. The electrolyte resistance can be
significantly reduced by using very thin film, and concentration polarization can be
decreased by optimizing the microstructure for improved gas diffusion; the cathode
activation polarization is the dominant factor in the total cell resistance. Therefore,
the development of highly active materials and optimal electrode morphology is
critical to improving the FC performance. Therefore the relationship of good mate-
rial candidates to improved electrochemical catalysis requires improvements in
oxygen diffusion efficiency and increased surface exchange kinetics, which are
empirically or experimentally associated with mixed electrical conductivity.
Researchers have significant efforts in developing newer cathode materials with
high catalytic activity for oxygen reduction reaction (ORR) [24–26]. Many types of
materials such as perovskite, spinel, and layered perovskite have been demonstrated
as promising cathodes for high-performing SOFC [27–30]. In direct hydrocarbon-
fueled SOFC with ceramic oxide anode, performance is constrained by the degree of
electrode polarization resistance arising from both the cathode in the oxidizing
condition and anode in the reducing atmosphere. Therefore, the propensity of
ceramic oxide anode as a catalyst under complex gaseous conditions requires a
greater understanding of catalyst kinetics, materials engineering, and electrode
design for enhanced catalysis. There are several material candidates that are being
developed for stable operation SOFC in hydrogen, methane, and other hydrocarbon
fuels in the form of nanostructured catalysts [31–33].

Nano-engineering of the cathode electrode to form nano-network has been shown
to significantly increase the ORR through the availability of more active sites at the
electrode surface that in turn lead to increased SOFC performance. The conventional
cathode layer is prepared by sintering the ceramic particles to form a porous electrode
microstructure for gaseous diffusion and reaction. The length of three-phase bound-
aries for ORR reaction is closely related to electrochemical performance. To maxi-
mize the three-phase boundaries (TPBs) for high-performing SOFC, a new cathode
structure with the higher specific surface area can be achieved by various technique
routes, which enable nanostructured catalyst to be fabricated. The introduction of the
nano-sized catalyst into the cathode backbone has been regarded as an effective way
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to increase the surface area and ultimately FC performance [34–37]. There are many
methods to embed the catalyst metal into the nano-network for increased SOFC
performance [38–40]. The ion filtration or impregnation method via metal salt
solution implanting into electrode structure attracts increasing attention and becomes
the most effective way to develop a catalytic nano-network for extremely extended
reaction sites. The ion filtration method can not only increase the specific surface area
but also effectively avoid thermal or chemical compatibility problems between
cathode and electrolyte. The technique of ion infiltration and development status, as
well as perspective, is introduced and reviewed [41–44]. The significant increase of
active sites for ORR or fuel oxidation in SOFC nanostructured electrodes can enhance
catalytic activity with decreased electrode polarization resistance. The development
status of nanostructured electrodes for high-performing SOFC operated in various
fuels is discussed in this chapter.

8.2 Nanostructured Cathode for High-Performing Solid Oxide
Fuel Cell (SOFC)

8.2.1 Embedding of Catalyst Nano-network into Cathode
by Infiltration Method

Conventional cathode sintering requires high temperature to facilitate good mechan-
ical bonding and necking between cathode and electrolyte, which cause rough
microstructure with large particle size. The basic process of ion infiltration method
is to deposit two-dimensional or three-dimensional catalysts into cathode layer by
firing aqueous metal ion solution with fast ramping rate to control nuclei rate. The
nano-network is vulnerable to the high temperature; therefore, it demands a new
route to obtaining nano-sized catalyst in the cathode: (a) the conducting electrolyte
or electrode backbone/framework is sintered onto electrolyte at normal sintering
temperature; and (b) nano-sized catalysts are impregnated into the rigid electrode
structure at low temperatures afterward. The nanostructured cathode is formed after
this two-step preparation (Fig. 8.2). For yttria-stabilized zirconia (YSZ)-based cell,

Fig. 8.2 The typical process of infiltration method: (a) YSZ backbone; (b) dropping solution onto
particle surface; (c) formation of catalyst particles
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for example, (a) the pure and porous YSZ structure with thickness about 10–30 μm
was firstly deposited onto YSZ electrolyte after sintering at 1100–1200 �C; (b) the
prepared solution with stoichiometric amount of metal salts for a specific chemical
composition (e.g., lanthanum strontium manganite, LSM) is dipped into the YSZ
backbone and then fired at relatively low temperature of 700 �C to form the LSM
nanoparticles; and (c) the loading of LSM cathode particles is controlled by the
infiltration cycling times.

There are several technical advantages for this infiltration method: (a) the gener-
ated nano-network can be well maintained at the relatively low formation tempera-
ture, while good mechanical strength between electrode and electrolyte is reached by
the backbone layer; (b) the form of nano-network can be differentiated by various
preparation conditions, such as heating/cooling rate and concentration of the metal
nitrate solution, and (c) diverse materials with compositional complexity can be in
situ synthesis and sintered in the electrode. For the different conducting interface
required for ORR, two kinds of electrode structures are fabricated. If the cathode is
composed of a pure electronic conductive material, a porous electrolyte scaffold/
skeleton is fabricated on the dense electrolyte first to form oxide-ion conducting
path, and then the cathode catalyst of nano-sized particles or wires is deposited
onto the surface to extend the reaction TPB to the whole surface of electrolyte/
electrode interface.

If the cathode is a mixed ionic-electronic conductor, there are two possible ways
to fabricate the cathode. First, the scaffold can be the electrolyte for conducting only
oxygen ions or mixed ionic-electronic conductors (MIEC) cathode for conducting
both ions and electrons. The second step is to infiltrate the cathode catalyst onto the
scaffold so that both backbone and surface catalyst can conduct electrons and ions
simultaneously while ORR takes place on the nanoparticles.

8.2.2 Performance Improvements by Infiltrated Cathode

Many catalytically active oxides have been developed as the cathode materials for
SOFC, in which perovskite structure is commonly used due to the capability of
accepting oxygen vacancies readily and electronic conductivity by multivalent
transition metals. Examples of perovskite-based cathode materials include lantha-
num strontium manganite (LSM, La0.8Sr0.2MnO3) [45], lanthanum strontium cobalt-
ite (LSC, La0.6Sr0.4CoO3) [46], samaria strontium cobaltite (SSC, Sm0.5Sr0.5CoO3)
[47], and barium strontium cobalt ferrite (BSCF, Ba0.5Sr0.5Co0.8Fe0.2O3) [48]. The
electrode backbone can be electrolyte material with ionic conduction or mixed ionic
and electronic conductor.

In the conventional LSM-based cathode, the fluorite-structured yttrium-stabilized
zirconia YSZ is introduced to the LSM nanoparticles by impregnation. The fabrica-
tion of such composite cathode can not only increase the reaction sites for oxygen
reduction, but the materials also enhance the mechanical adhesion between electrode
and electrolyte since the YSZ backbone is sintered at high temperature to easily form
the good ceramic necking. Furthermore, the low-phase formation temperature can
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also avoid the potential chemical reaction of LSM and YSZ in the case of direct
sintering of composite electrode. He and Gorte et al. prepared LSM with perovskite
phase by infiltrating mixed nitrate solution into a porous YSZ matrix, followed by a
sintering process at various temperatures [49]. With uniform fine LSM particles, the
electrical conductivity at 700 �C in the air with a porosity of 28% reached 3.16 S/cm.
The cathode polarization resistance can be decreased to 0.5 Ω�cm2 [50]. The anode-
supported single cell with such fabricated cathode exhibited about 360 mW�cm�2 at
700 �C in humidified H2. Armstrong and Virkar et al. also prepared infiltrated LSM
electrode using nitrate-salt solution and achieved power density as high as
1.2 W�cm�2 for a cell operating in hydrogen at 800 �C [51]. Jiang et al. found that
a proper chelating agent should be added to the nitrate solution to avoid segregation
of individual metal ions during firing process to form pure LSM phase structure
[52]. Because the infiltration process is an in situ wet chemistry method, the mobility
of different metal ions can be reduced by encircling stable metal-chelate complexes
steadily into the backbone by growing polymer network. For example, by using
Triton X-100 as a chelating agent and one-step infiltration process, the LSM particles
with a size of 30–100 nm were deposited on the outer wall of the pre-sintered
porous YSZ, which provided a high density of active sites for oxygen reduction
reaction [53]. A power density of 0.3 W�cm�2 at a low temperature of 650 �C was
obtained. Furthermore, the infiltrated LSM nanoparticles were demonstrated to
be electrochemically stable for 500 h at 650 �C when the cell was discharged at
150 mA�cm�2 [54].

As a mixed ionic and electronic conductor (MIEC), lanthanum strontium cobalt-
ite (LSC) is a highly conductive perovskite material that has been used as a cathode
material. To increase catalysis, the specific area of the catalyst area was increased by
the design of a tubular structure. The LSC cathode was synthesized by using a pore-
wetting technique [55]. The LSC nanotube yielded low electrode polarization
resistance of 0.21 Ω�cm2 at 700 �C measured from the prepared symmetric cell.
However, the LSC cathode was not very stable under cathodic conditions. Huang
et al. proved that the high ORR activity could be retained by coating the surface
with a conformal layer of nanoscale zirconia (ZrO2) film by atomic layer deposition
(ALD) method [56]. The nanostructured LSC cathode showed the low resistance of
0.04 Ω�cm2 at 700 �C in the air for 4000 h. However, the LSC perovskite-based
cathode material cannot be widely used because it reacts rapidly with YSZ at
1000 �C, the required minimum sintering temperature to get ceramic bonding, to
form insulating phases of lanthanum zirconia (La2Zr2O7) and strontium zirconia
(SrZrO3) that in turn lower catalysis efficiency [57]. Therefore, infiltrating the LSC
electrode can avoid this problem by decreasing the temperature of forming perov-
skite phase. The cell with a cathode composed of 30 vol. % LSC in a YSZ scaffold
exhibited a peak power density of 2.1 W�cm�2 at 800 �C in hydrogen (H2) [58].

Another promising material for high-performing cathode is rare earth element-
based oxides such as barium strontium cobalt ferrite (BSCF) developed by Shao and
Haile et al. Incorporated into a thin-film doped ceria single fuel cell, the electrode
exhibited high power densities in the FC of 1010 mW�cm�2 at 600 �C and
402 mW�cm�2 at 500 �C when operated in humidified hydrogen and air [48]. The
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area-specific resistance (ASR) was determined from the symmetric cell as remark-
ably as low between 0.055 and 0.071 Ω�cm2 at 600 �C and between 0.51 and
0.6 Ω�cm2 at 500 �C. The mechanism responsible for the increased performance
was hypothesized from the oxygen permeation measurement. The high oxygen
diffusivity through BSCF bulk yields its high rate of oxygen electrooxidation,
while oxygen surface exchange process is the rate limiting step at low operating
temperatures. Therefore, the superior high-performing SOFC at low temperatures
can be possible after implementing the nanostructured BSCF cathode. There are two
general strategies to achieve the nanostructured BSCF electrodes based upon pulse
laser deposition (PLD) and wet chemistry ion infiltration method. Because of the low
electrical conductivity of BSCF limiting the cathode catalysis activity, the thin
catalyst layer is believed to enhance the ORR. Liu and Cheng et al. fabricated
800-nm-thick BSCF layer consisted of small nanoparticles with average particle
size of about 40 nm onto YSZ/nickel oxide (NiO)-YSZ composite substrate with
increased FC performance [59].

The nanoparticles grow to a dense layer on the YSZ electrolyte with agglomer-
ated grains with characteristic diffraction peaks representing the {110}, {211},
{220}, and {310} crystal planes. The maximum power density with PLD-prepared
BSCF cathode was 1.12 W�cm�2 in H2 at 800 �C, compared with 0.45 W�cm�2 for
conventional screen-printing BSCF cathode. With the infiltration of the stoichiomet-
ric metal salt solution, ~20 wt % BSCF nanoparticles with size about ~30 nm were
formed on the surface of scaffold particles [60]. For the infiltrated composite
cathode, the ORR occurred not only at the TPB but also at the prolonged cathode
surface. It is found that electrode polarization resistance (Rp) reached the minimum
value when the backbone is infiltrated with 16.2 wt % BSCF, e.g., 0.043 Ω�cm2

at 700 �C.
The nanostructured BSCF electrode was also achieved by depositing other kinds

of nanoparticles such as LSM or Ag onto the BSCF backbone [61, 62]. For example,
the Rp of 1.8 mg�cm�2 BSCF-impregnated LSM cathode was 0.18 Ω�cm2 at 800 �C,
which its resistance was about 12 times lower than that of pure LSM, leading to
increased FC performance. The YSZ electrolyte-based single cell with the nano-
structured BSCF/LSM cathode exhibited maximum power densities of 1.21 and
0.32 W�cm�2 at 800 and 650 �C, respectively.

Strontium-doped samarium cobaltite (SSC) as a compositional cathode material
has been extensively investigated by researchers for SOFC with different electrolytes
[63–65]. Xia et al. found that the composite cathode of SSC and samarium-doped
ceria (SDC, 10 wt %) significantly reduced the interfacial resistance from 2.0 Ω�cm2

for pure SSC to less than 0.18 Ω�cm2 at 600 �C under open circuit potential (OCP)
condition. With combustion chemical vapor deposition (CVD) method, the compos-
ite cathode particles (70 wt % SSC and 30 wt % SDC) were about 50 nm in diameter.
The electrode/electrolyte interfacial resistance is about 0.17 Ω�cm2 at 600 �C. The
maximum power densities were 60, 108, 159, 202, and 243 mW�cm�2 at 500, 550,
600, 650, and 700 �C, respectively [66]. Xia et al. also fabricated a nano-network of
SSC by infiltration method for low-temperature SOFC. The nano-network consisted
of well-connected SSC nanowires serving as conducting path for oxygen ion and

234 H. Ding



electron conduction and catalysis sites, respectively [67]. The morphology was
found to closely relate to a process of nucleation and growth affected by the heating
rate (Fig. 8.3).

At a low heating rate, more time for solid nucleation and growth resulted in the
formation of particles of large diameter that were distributed randomly on the outer
surface of the SDC backbone frame, whereas with the higher heating rate, smaller
diameter particles were generated due to the faster nucleation reaction, increased
nucleation, and smaller nuclei nanoparticle clustering. The SSC nanoparticle formed
a network as a cathode; the single cell with a nickel (Ni)-SDC anode and a 10-μm-
thick SDC electrolyte showed peak power density of 0.44 W�cm�2 at 500 �C and
0.81 W�cm�2 at 600 �C.

8.3 Nanostructured Anode for Solid Oxide Fuel Cell (SOFC)

The SOFC anode is where the fuel (H2, CxHyOz, or NH3) is oxidized by oxygen
ions after electrons are released to pass the external circuit to form the electricity.
In terms of fuel flexibility of SOFC, it is critical to developing a well-defined
anode structure for high-performing SOFC. For over four decades, nickel-zirconia
dual-phase cermet has been regarded as the dominant anode material. Nickel is an
excellent metal catalyst for fuel oxidation, and Ni possesses a high degree of
electronic conductance as an anode material. The reduction of NiO to Ni also
produces a considerable amount of porosity for fuel gas diffusion. The use of
zirconia is to provide ion conduction for extending sites of HOR and also to
mechanically support the whole fuel cell. The importance of anode functioning as
fuel oxidation chamber is mainly summarized in two aspects. Firstly, the anode
performance using hydrogen fuel can be effectively improved by minimizing the
polarization resistance when the microstructure of the anode is optimized because
concentration polarization basically dominates the anode polarization. Meanwhile,
as a place where the internal reforming takes place when the anode is fed with
hydrocarbon fuels, the choice of anode material and decoration of microstructure
with metals are critical to developing stable and high-performing anode in such
fuels. Secondly, nickel-free ceramic oxides have also been studied as alternative
anode materials. Due to low electrical conductivity and sluggish catalytic activity,

Fig. 8.3 Morphology of cathodes with impregnated SSC nanoparticles fired at different heating
rates: (a) 5 �C min�1; (b) 10 �C min�1; (c) 30 �C min�1 [67]
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the optimization of anode property and morphology is necessary to improve the
anode performance. Therefore, the nanostructured anode for SOFC is discussed for
nickel-based and nickel-free-based anode, respectively.

8.3.1 Nanostructured Nickel-Based Anode

Since nickel is the sole catalyst for fuel oxidation while the ceramic phase provides
only mechanical support for the fuel cell, decreasing the anode particle size can
significantly improve the electrochemical performance due to increased availability
of reaction active sites. The effect of anode microstructure on SOFC performance
has been studied by many researchers. Suzuki et al. correlated the microstructure of
anode with electrochemical performance on a tubular SOFC design. With a conven-
tional preparation method, the NiO-YSZ anode tube was prepared with high-
porosity and nano-sized NiO particles (Fig. 8.4) [68]. Meanwhile, the YSZ electro-
lyte membrane was sintered on with a thickness only about 3 μm to minimize the
ohmic resistance of the whole cell. The SOFC had a peak power density of more than
1 W�cm�2 at 600 �C.

The investigation of the hydrogen fuel flow rate affecting performance was
performed to better understand the relationship between structure and SOFC
power output. Zhan and Barnett et al. fabricated a thin LSGM electrolyte-based
SOFC with nanostructured nickel oxide using a three-step procedure which
employed (1) ion impregnation method to generate nano-catalyst [69], (2) depositing
of a 30 μm LSGM layer onto LSGM dense pellet to form bilayer electrolyte/support

Fig. 8.4 Scanning electron microscopy images of Ni-YSZ anode microstructure before and after
test [68]
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structure and sintering cathode and current collector layers, and (3) impregnation of
the nickel nitrate solution into the porous LSGM structure and calcination at 700 �C
in the air to generate a thin layer of NiO nanoparticles on the LSGM structure
surface. The Ni loading was controlled by varying the impregnation cycles and
solution concentration. The nanostructured SOFC showed high power densities of
1.20 W�cm�2 at 650 �C and 0.39 W�cm�2 at 550 �C when operated using humidified
hydrogen as a fuel and air as an oxidant. The average diameters of synthesized Ni
particles varied from ~30 nm when Ni volume loading is about 0.84% to ~90 nm at
2.51 vol. %. The increase in particle size was caused by repeated calcination cycles;
therefore, it was a compromise between Ni loading and thermal cycle to yield the
optimal performance. Some more dedicated studies further clarified the role of the
nanostructured anode in the high-performance fuel cell by comparing the effect of
anode functional layer located at TPB active area on decreasing cell polarization
resistance. Park and Son et al. investigated the impact of a nanostructured Ni-YSZ
anode on low-temperature SOFC performance by modifying the processing (ALD)
technique to fabricate an anode-supported cells based on thin-film (~1 μm) electro-
lyte with and without the nanostructured Ni-YSZ anode. The Ni-YSZ anode func-
tional layer with grain size about ~100 nm was fabricated [70]. It was determined
that the anode with functional nano-sized particles increased FC significantly per-
formance, particularly at a low temperature of 500 �C. The electrochemical analysis
also revealed that the TPB density was increased near the electrolyte/anode interface
because of increased number of active sites for charge transfer and fuel oxidation
reaction. Their work also demonstrated that while cathode resistance was considered
as the main factor in determining whole cell resistance, the anode structure could
also affect the low-temperature performance. Yamaguchi and Barnett et al. also
studied the nanostructured anode functional layer thickness playing a role in gaining
better contact resistance [71]. With a thicker functional layer, the power density was
gradually improved; and it was expected that the porosity of the catalytic layer
started to be a negative effect on FC performance when the layer thickness was
further increased to some threshold value, which has not been optimized.

8.3.2 Nanostructured Cu-Based Anode

As conventional nickel anode are vulnerable to hydrocarbon fuels when fuels are not
reformed either internally or externally, alternative anode materials are proposed to
replace potential problems such as coking and/or sulfur poisoning. One method
proved to be an effective anode was anode containing copper due to the metals high
electronic conductivity for fuel oxidation reaction and is inertness to coking. There-
fore, a Cu anode can effectively inhibit carbon deposition and minimize degradation
in catalysis. However, Cu anode is not active toward fuel catalysis; therefore, other
forms of catalyst should be implemented into anode structure. Gorte et al. proposed a
Cu-based anode with ceria nanoparticles for a direct-methane SOFC [72]. Because
the melting temperature of CuO is as low as 1235 �C, the anode cermet co-sintering
method cannot be used to prepare CuO-ceria composite anode at high sintering
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temperature for densifying the electrolyte membrane [73,74]. Therefore, the YSZ
anode backbone was prepared by tape casting to form the porous structure after
pre-sintering, and then Cu was added by aqueous impregnation with a concentrated
solution of Cu(NO3)2, followed by firing in the air to form the nanoparticles
(Fig. 8.5).

With a 60-μm-thick YSZ electrolyte and Cu-ceria anode, the cell was demon-
strated to show direct oxidation of various hydrocarbons (methane, ethane, 1-butene,
n-butane, and toluene) with products of carbon dioxide (CO2) and water. The
maximum power densities were 0.34 W�cm�2 for H2 and 0.18 W�cm�2 for
n-butane at 800 �C. Because Cu was used primarily as the current collector and
ceria (CeO2) for catalytic activity for fuel oxidation reaction, the infiltration of ceria
was necessary to construct a catalytically active nanostructured Cu-ceria anode
[75]. Some other metal-phase catalysts were also added into Cu-ceria anode by
infiltration method to show more promise when the anode was operated using
methane as a fuel feedstock [76].

8.3.3 Nanostructured Ceramic Oxide Anode

Several ceramic oxides with a perovskite structure have been extensively studied for
alternative anode materials, which are mixed ionic-electronic conductors in the
anodic conditions and catalytically even more active than ceria for oxidation of
various fuels. Perovskites could readily accept oxygen vacancies and contain
transition-metal cations in the octahedral sites due to their high tolerance against
crystal distortion. Based on these several oxide-based perovskites, such as lantha-
num strontium chromium manganite type (LSCM, La0.75Sr0.25Cr0.5Mn0.5O3) [77]
with other metals such as lanthanum strontium titanium oxide type (LSTO,
La0.33Sr0.67Ti1�xMxO3, where M was either titanium (Ti), iron (Fen+), manganese
(Mnn+), or scandium (Sc)) [78], nonstoichiometric ordered perovskite strontium

Fig. 8.5 SEM images of a Cu-CeO2-YSZ composite (18 vol% Cu, 9 vol% ceria) reduced in H2 at
(a) 700 �C and (b) 900 �C [73]
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molybdate-type transition metal oxides Sr2MMoO6 (SMMO, where M is either
magnesium (Mg), iron (Fe), or cobalt (Co)) [33, 79, 80] and praseodymium
strontium niobium-type oxides (PSNO) with cobalt or iron (Pr0.8Sr1.2(Co,
Fe)0.8Nb0.2O4) [81] have been investigated as the potential anode materials.
These conductive anode materials have high resistance against both coking and
sulfur poisoning and limited stability under reducing condition. However, these
anodes also showed other limitations, such as insufficient electrical conductivity
and low catalytic activity when compared to those of the conventional Ni-YSZ
anode. For instance, pure perovskite lanthanum strontium titanium-type oxide
(LSTO) or lanthanum and strontium chromium-type manganite (LSCM) anode
without a palladium (Pd) or nickel (Ni) catalyst provided lower catalytic perfor-
mance using H2 as a fuel source below 900 �C, and the anode catalytic activity
toward CH4 oxidation was also lower than with the anodes with the Ni catalyst
[82,83]. It was further observed that the catalytic pathways for reforming methane
during the cell operation could be blocked by the residual strontium carbonate
(SrCO3) and strontium molybdate (SrMoO4) on the surface of the SMMO anode
[84]. To enhance the performance of the FC using hydrogen and other fuels, it
was hypothesized that nanostructuring of the ceramic oxide anode was able to
significantly increase the number of active sites on functional nanoparticles cata-
lyst that lead to increased performance.

8.3.3.1 Precious Metal
The impregnation of highly catalytic precious metals can enhance the performance
of ceramic oxide anodes. The commonly used catalysts are a ruthenium (Ru), Pt,
and Pd. The impregnated anodes demonstrate enhanced catalytic activity to fuel
oxidation reaction. S. P. Jiang et al. [85] and Y. Ye et al. [86] both fabricated anodes
with Pd nanoparticles by ion infiltration method, followed by determination of the
electrocatalytic activity of composite LSCM/YSZ anode for the methane and ethanol
oxidation reaction, which was significantly improved. At 800 �C, the electrode
polarization resistance for methane oxidation was reduced by a factor of 3 with
0.1–0.66 mg�cm2 loading of Pd. Kinetic analyses indicated that the oxygen transfer
and methane decomposition processes were also promoted. It was determined that
impregnation of Pd had a negligible effect on hydrogen oxidation using wet H2. The
study reported by R. J. Gorte et al. also investigated the improvement of catalysis by
LSCM/YSZ anode by infiltrating different catalysts of Pt, Ni, Pd, and ceria [82]. For
comparison, the electrode impedance (e.g., 1.5Ω�cm2) was measured for a variety of
anode materials without and with a metal catalyst. The resistance decreased to
0.36 Ω�cm2 with the addition of 5 wt % ceria and to 0.08 Ω�cm2 with 0.5 wt % Pd
and 5 wt % ceria. It is hypothesized that the metals Pd or Pt primarily enhance the
diffusion and dissociation related with electrode processes at low frequencies in
impedance spectra, which facilitates the mass transfer of reaction species. The
combination of ceria and Pd or Pt nanoparticles can further enhance the performance
of the anode. For example, Ru-CeO2 (50%) and YST (Sr0.88Y0.08TiO3) (50%) anode
YSZ (Y0.08Zr0.92O2) electrolyte exhibited peak power densities of 510 mW�cm�2 in
H2 and 470 mW�cm�2 in H2 with 10 ppm H2S at 800 �C [87].
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8.3.3.2 Non-precious Metal
One major drawback of fuel cell-related manufacturing costs is related to the cost of
utilization of precious metal catalysts. The cost could be lowered by substitution
of the precious metals by catalytically active non-precious metal in the electrode as
demonstrated by Liu [88]. Uchida et al. [89] introduced a small amount of Ni catalyst
(6–8 vol. %) into the ceramic frame for increasing the active area for reaction
significantly. Fu and Irvine found that yttrium-substituted SrTiO3 (YST) was a
very good electronic conductor with conductivity about 20–100 S�cm�2 at 800 �C
but showed limited catalytic activity [90]. By implementing the required ionic
conductivity and catalytic activity, YSZ was combined with YST to supply the
ionic conduction path, and the composite material was fabricated as the ceramic
frame. A small amount of Ni catalyst was incorporated into the two-phase ceramic
network to enhance the reaction activity. The Rp with 0%, 5%, and 10% Ni loaded
into YST/YSZ anodes in wet 5% hydrogen (H2)/balanced by argon (Ar) at 850 �C
was determined, and the anode showed a decreasing trend in ohmic resistance from
0.49 to 0.17 and then 0.13Ω�cm2, respectively [90]. The Ni nanoparticles with a size
of 50–100 nm were fabricated to potentially offer a large number of active sites
for the HOR, and it was determined that the nanoparticles were effectively separated
by strontium yttria titania (SYT)/yttria-stabilized zirconia (YSZ) particles with a
minor degree of grain coarsening. The Ni nanoparticles were also employed into
different ceramic anodes. Boulfrad and Irvine et al. coated 5 wt % nickel onto
lanthanum strontium chromium manganese oxide-type (LSCM,
La0.75Sr0.25Cr0.5Mn0.5O3-δ) perovskite particles to form the nanostructured ceramic
oxide particles which are then mixed with different amounts of gadolinium-doped
ceria (CGO, Ce0.9Gd0.1O1.95-δ) material as the anode [91]. Under examinations of
scanning transmission electron microscopy (STEM) and X-ray energy dispersive
spectroscopy (EDS), nickel was observed to be precipitated in the form of nano-
particles under reducing condition. The Ni nanoparticles led to a decrease in anodic
activation energy by half, and the electrode polarization resistance also dropped
by 60% at 800 �C. Yoo et al. reported a maximum power density of ~0.63 W�cm�2

in H2 at 800 �C for a lanthanum strontium gallium magnesium oxide (LSGM)-
type (~250 μm) electrolyte-supported SOFC with Ni-impregnated lanthanum
gallate, strontium, and titanium cobaltite-gadolinium-doped ceria-type
((La0.2Sr0.8Ti0.98Co0.02O3)-Ni-GDC) composite anode [92].

Xiao and Chen et al. used temperature-programed reduction (TPR) technique
to study the promotion effect of Ni (~2 wt %) on hydrogen oxidation when it
is infiltrated onto a double perovskite strontium ferrite molybdate (SFM,
Sr2Fe1.5Mo0.5O6) ceramic anode [93]. With the Ni-modified SFM anode, the
metal reduction signal starts to shift toward lower temperature, indicating the
interaction between Ni hydrogen increased. The scanning electron microscopy
(SEM) analyses during the reduction process indicated that the oxidation of
hydrogen was more facile. A cell with nickel-strontium ferrite molybdate
(Ni-SFM) as the anode, lanthanum strontium gallium magnesium oxide type
(LSGM, La0.8Sr0.2Ga0.83Mg0.17O3) as the electrolyte, and lanthanum strontium
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cobalt ferrite type (LSCF, La0.6Sr0.4Co0.2Fe0.8O3) as the cathode showed a high peak
power density of 1166 mW�cm�2 at 800 �C using H2 as the fuel and ambient air as
the oxidant. The cell polarization resistance is only about 0.145 Ω�cm2 at 800 �C
which was much lower than that of the cell with pure SFM anode (0.243 Ω�cm2)
under the same testing conditions. However, it was also found that SFM anode with
dispersive Ni on the surface could be poisoned by trace levels of hydrogen sulfide
(H2S) in the fuel. The current density of the cell operated at a constant voltage of
0.7 Vat 800 �C in H2 with 100 parts-per-million (ppm) H2S dropped from 1.34 to 1.1
A�cm�2 after 20 h continuous operation. Such as fast degradation rate was much
higher than that observed in SFM without Ni coating. Therefore, there modified
Ni-modified SFM anode demonstrated limitations on the Ni before the H2S-poison-
ing problem was solved.

Some other transition metals such as Co, Fe, or Co-Fe were also reported to be
used in enhancing the SOFC anode performance by infiltration and in situ precipi-
tation from the surface. For example, Yang and Chen et al. reported a composite
anode consisting of potassium tetrafluoride nickelate (II) (K2NiF4)-type-structured
praseodymium strontium cobalt iron-doped niobium oxide-type (K-PSCFN,
Pr0.8Sr1.2(Co, Fe)0.8Nb0.2O4+δ) matrix with homogeneously dispersed nano-sized
Co-Fe alloy by annealing the perovskite praseodymium strontium cobalt iron-
doped niobium oxide-type (P-PSCFN, Pr0.4Sr0.6Co0.2Fe0.7Nb0.1O3-δ) using H2 at
900 �C [81]. The fabricated Co-Fe nanostructured ceramic anode was demonstrated
to yield comparable performance to the Ni-based cermet anode with enhanced sulfur
tolerance and coking resistance. In pure H2, the electrolyte-supported cell with a
structure of K-PSCFN-cobalt iron alloy (CFA)|LSGM|P-PSCFN electrolyte showed
a maximum power density of 0.96 W�cm�2 at 850 �C, compared with 0.21 W�cm�2

without the Co-Fe catalyst. The cell also exhibited high power density using H2 fuel
containing H2S of 0.92W�cm�2 at 50 ppm H2S and of 0.89W�cm�2 at 100 ppm H2S
operated at 850 �C. The results demonstrate the impact of Co-Fe alloying on the
catalytic activity of ceramic anode. The Co-Fe nanostructured anode also showed
long-term stability in H2S-containing fuel and hydrocarbon fuels (CH4 and C3H8)
when the cell was discharged at different constant voltages. The redox cyclic
stability of the anode was examined by switching the gas at anode side from H2 to
air repeatedly to show the reversibility of the Co-Fe alloy. A study by G. Kim et al.
recently developed a double perovskite material containing praseodymium barium
magnesium oxide type (PBMO, PrBaMn2O5+δ) as a ceramic anode for high-
performing direct hydrocarbon SOFC [94]. The PBMO anode was prepared by in
situ annealing PBMO perovskite under reducing condition. With a 15 wt % Co-Fe
catalyst under humidified H2, C3H8, and CH4 fuels (3% H2O), the single cell
exhibited peak power densities of 1.77, 1.32, and 0.57 W�cm�2 at 850 �C using
humidified hydrogen and propane fuels, respectively.

8.3.3.3 Ceramic Oxides
The incorporation of ceramic anode nanoparticles into the anode is complicated due
to the difficulty of infiltrating multiple metal ions into the ceramic structure and
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forming the correct phase structure after treatment. The fabricated nanostructured
ceramic anodes exhibit a longer TPB length by extending the oxide catalyst
throughout the electrode. Lee and Gorte et al. infiltrated 45 wt % lanthanum
strontium gallium titanium oxide type (LST, La0.3Sr0.7TiO3) into 65% porous YSZ
electrode scaffold to form the composite anode. The microstructure of infiltrated
anode was greatly affected by the calcination temperature [95]. With conductivity of
0.4 S/cm at 900 �C in H2 comparable to traditional anodes, however, the cell
(LST-YSZ anode | YSZ electrolyte ~60 μm | LSF-YSZ cathode) operated in humid-
ified H2 at 800 �C showed only a peak power density of 20 mW�cm�2. With the
addition of 5% ceria and 0.5 wt % Pd, the power density was dramatically increased
to 780 mW�cm�2, indicating the low electrochemical activity for hydrogen oxidation
by LST itself. Lack of catalytic activity after infiltrating the ceramic catalyst nano-
particles also occurred on the LSCM anode, owing to its low electrical conductivity
[96–99]. By infiltrating 45 wt % LSCM into a porous YSZ layer, the power density
of the SOFC with 60-μm-thick YSZ electrolyte reached 500 mW�cm�2 in H2 at
700 �C with the addition of 0.5–1% Pd, rhodium (Rh), or Ni metals as catalysts.
Therefore, the catalytic activity of the ceramic oxide itself was critical in obtaining
comparable performance with Ni-based cermet anode. Recently, Ding and Zhang
et al. reported a highly redox-stable ceramic oxide with an A-site-deficient layered
perovskite structure, praseodymium barium ferrite magnesium oxide type
(PrBa)0.95(Fe0.9Mo0.1)O5+δ (PBFM), as the anode material in a direct methane-
fueled SOFC [100]. Firstly, the selection of this material was based on four general
considerations. (1) Perovskites with high tolerance against crystal structure distor-
tion could fine-tune the material’s chemical stability and also the electrical/catalytic/
mechanical properties through doping strategy; (2) iron-rich perovskite containing
mixed-valence Fe2+/Fe3+ redox couple could provide high electronic conductivity
even though these redox ions only partially occupy the sub-lattice; (3) layered
perovskite structure could be fabricated to yield high electrical conductivity and
the ordered A-cations localizing oxygen vacancies within the rare earth layers, which
could make a contribution to fast oxygen surface exchange/bulk diffusion and
catalytic activity toward both hydrogen and hydrocarbon oxidation processes; and
(4) our experiments lead us to hypothesize that the PBFM perovskites are stable
upon partial removal of lattice oxygen and that the use of sixfold-coordinated Mo
(VI)/Mo(V) couple at the B site could stabilize the material with stronger chemical
bond under crude anodic conditions. The single cell of a lanthanum strontium
gallium magnesium oxide-type (LSGM, La0.8Sr0.2Ga0.8Mg0.2O2.8) electrolyte-
supported SOFC with the configuration of praseodymium barium ferrite magnesium
oxide type (PBFM), LSGM, and praseodymium barium cobaltite type (PBCO,
PrBaCo2O5+δ) [PBFM|LSGM|PBCO] showed maximum power densities of 1.72,
1.05, and 0.56 W�cm�2 at 800, 700, and 600 �C, respectively. The PBFM anode was
nanostructured by infiltrating the nitrates solution with the same stoichiometry as the
prime backbone material. The as-prepared cell showed an enhanced performance,
for example, the power densities of 2.3, 1.5, and 0.8 W�cm�2 at 800, 700, and
600 �C in H2 were achieved, respectively.
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8.4 Conclusion

Nano-engineering electrodes for SOFC operating in various fuels at intermediate
temperatures through ion impregnation method to increase the catalysis active sites
for ORR or fuel oxidation reaction have become a crucial strategy in enhancing FC
performance. The optimization of the electrode microstructure can effectively min-
imize the activation polarization resistance when the nano-sized particles were
incorporated into the electrode scaffold. There have been extensive studies focusing
on the addition of different types of functional catalyst into electrodes. The research
findings indicate that the nano-engineering electrode was a very promising route
to facilitate the intermediate temperature operation of SOFC, while new material
development was also under way.
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Abstract
The performance degradation of proton exchange membrane or polymer electro-
lyte membrane fuel cell (PEMFC) stems from air starvation and water flooding. In
the mathematical modeling, the conservation equations were applied for momen-
tum, mass, species, charge, and energy, to investigate the heat transfer and
temperature distribution in the cathode along with the multiphase and multi-
species transport under the steady-state condition. This model shows the effect
of stoichiometry of reactants and relative humidity on the water saturation. The
back-diffusion of water from the cathode to the anode is considered to reduce
possible flooding. The feedback controls are used to address the transient water,
pressure, and temperature management problems of a PEMFC system. An anode
recirculation system measures the feedback signals to regulate the anode and
cathode humidities and the pressure difference between the anode and cathode
compartments. It was found that the robust nonlinear controller is insensitive to
parametric uncertainty, maintaining performance around any equilibrium point.

9.1 Introduction of PEM Modeling

The proton exchange membrane (PEM) or polymer electrolyte membrane fuel cell
(PEMFC) has been the subject of numerous researches, promising to deliver a
cleaner, more efficient, and more durable power stack. The PEMFC contains advan-
tages over other types of fuel cells such as solid oxide fuel cells (SOFCs) of
operating at a lower temperature, being lighter in weight, and more compact,
which makes them ideal for applications such as cars. PEMFC-based power-train
systems have been in a relatively more developed stage for ground vehicle systems
because PEMFC has a lower operating temperature (~80 �C), a rapid start-up time
from freezing conditions, a lighter weight, and a more compact size. For the
low-temperature PEMFCs, the ~80 �C operating temperature is too low for cogen-
eration like in SOFCs, and the electrolyte must be water saturated. The fuel cell that
operates without humidifier relies on rapid water generation and high-rate back-
diffusion through thin membranes to maintain the hydration of the membrane as well
as the ionomer in the catalyst layers. The high-temperature PEMFCs, operating
between 100 �C and 200 �C, potentially offer benefits to electrode kinetics, heat
management, and better tolerance to fuel impurities, particularly CO in reformate.
These improvements potentially could lead to higher overall system efficiencies.
However, the gold standard perfluorinated sulfonic acid (PFSA) membranes lose
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function rapidly at 100 �C and above if hydration drops below ~100% and begin to
creep in this temperature range, resulting in localized thinning and overall lower
system lifetimes.

The static modeling of PEMFC applies the conservation equations for momen-
tum, mass, species, charge, and energy and shows the multiphase and multi-species
transport under the steady-state condition along with the heat transfer and temper-
ature distribution in the cathode. The fuel, hydrogen, is injected into the anode, while
the oxygen, usually in the form of air, is supplied to the cathode. At the anode, the
hydrogen molecule is split into hydrogen ions (or protons, H+), called charge carrier,
and electrons (ē). The electrons flow through an external circuit and produce electric
power. The hydrogen ions permeate across the electrolyte to the cathode, where the
oxygen combines with the electrons and the hydrogen ions to produce water. The
catalyst layers are made from a mixture of graphite powder, PEM powder, and a
catalyst, usually, platinum, bonded to the gas diffuser. The semipermeable polymer
electrolyte membrane is made from ionomers and designed to conduct protons while
acting as an electronic insulator and reactant barrier, e.g., to oxygen and hydrogen
gas. The transparent PEM film with a thickness less than a millimeter is composed
of macromolecules, enabling protons from the sulfonate site to detach and hop from
site to site throughout the film. This film can be incorporated into a membrane
electrode assembly (MEA) to separate the reactants and transport protons while
blocking a direct electronic pathway through the membrane. The fluoropolymer
(PFSA, perfluorosulfonic acid) Nafion# is one of the most common and commer-
cially available PEM materials because Nafion is an ionomer with a perfluorinated
backbone like Teflon#. Other structural motifs, polyaromatic polymers or partially
fluorinated polymers, can be made ionomers for proton exchange membranes. The fuel
cell performance degradation stems from water flooding and air starvation. Several
control schemes are applied for regulating humidity, pressure, and temperature.

Fuel cell starvation is where a shortage of oxygen or hydrogen occurs. For tank
inerting on aircraft, the multifunctional fuel cell system (MFFCS) can provide
oxygen depleted air (ODA)-gas with an oxygen content of 10–11% to prevent
ignition of fuel vapors and a low humidity to prevent icing and contamination inside
the tanks [1]. Not all system states can be measured and some states measured
exhibit a significant time delay. A nonlinear state estimation strategy builds the entire
system state and compensates for the delay. An observer-based feedback and
feedforward controller manage the trade-off between reduction of parasitic losses
and fast fuel cell net power response during rapid current demands [2].

Optimal fuel cell performance is dependent upon water management. The stabil-
ity of the membrane is determined by its water content, and proper hydration of the
membrane is crucial for maintaining mechanical stability and membrane conductiv-
ity. Appropriate flow stoichiometry can increase liquid water removal. The lack of
sensors for measuring the amount of liquid water in a compartment makes water
management an interesting control problem. The feedback control used to address
the transient water management problem of a PEMFC system is an area of current
development by researchers [3]. The required cathode inlet humidity is maintained
by flowing the air through a humidifier, while the anode water removal is controlled
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by the unconsumed fuel (hydrogen) leaving the anode. The performance objectives
were satisfied using a gain-scheduled static output feedback scheme which adjusts
the controller gains when the cathode vapor pressure arrives at the saturation
pressure of water vapor.

9.2 Static Modeling of PEM Fuel Cell

The anode of PEM fuel cell is fed with the humidified hydrogen of mass fractions for
H2/H2O. The cathode is supplied with the humidified oxygen and water fractions for
O2/H2O/N2, where N2 is considered to be an inert gas and serves as a diluent. Two
electrochemical reactions exist concurrently on the membrane of a PEM fuel cell.
One is hydrogen oxidation reaction (HOR) in the anodic catalyst layer, where
humidified hydrogen is injected into the inlet channels of the anode. The other one
is oxygen reduction reaction (ORR) in the cathodic catalyst layer, where the air is
supplied to the inlet channels of the cathode (Fig. 9.1).

The hydrogen from the anode gas channel is consumed in the anodic catalyst
layer, where the created protons carry the ionic current to the cathode (Eq. 9.1):

2H2 ! 4Hþ þ 4e� (9:1)

In the cathodic catalyst layer, oxygen reacts with protons coming from the anode
through the PEM and with the electrons coming from the anode through an external
circuit (Eq. 9.2):

O2 þ 4Hþ þ 4e� ! 2H2Oþ Heat (9:2)

Considered all together, the chemical reaction inside the fuel cell is [4] described
in Eq. (9.3):

2H2 þ O2 ! 2H2Oþ Electrical energy þ Heat: (9:3)

The hydrogen storage material for the PEM fuel cell can be the complex sodium
aluminum hydride that decomposes in two steps with a theoretical reversible hydro-
gen content of 5.5 wt. % [5]: (1) 3.7 wt. % H2 is released in the 1st step at
approximately 100 �C and (2) 1.8 wt. % H2 in the 2nd step at approximately
150 �C. The kinetics of the decomposition and rehydrogenation of the complex
hydride can be improved by doping with 4 mol. % TiCl3 which are summarized in
Eqs. (9.4) and (9.5):

3NaAlH4 ! Na3AlH6 þ 2Alþ 3H2 (9:4)

Na3AlH6 þ 2Al ! 3NaHþ 3Alþ 1:5H2 (9:5)
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9.2.1 Modeling Assumptions

In the mathematical model, the following assumptions are used [6, 7]:

1. The fuel cell is operating at steady and isothermic state (temperature remains
constant, ΔT).

2. The flow is incompressible and laminar everywhere due to small gas pressure
gradient and low Reynolds number (Re).

3. The gas diffusion layer and catalyst layer are isotropic porous media and hydro-
phobic with contact angle larger than 90�.

4. The PEM is impermeable to reactant gases that behave as the ideal gas mixture.
5. The production of water in the catalyst layer is in vapor state for high-temperature

PEMFC or fluid state for low-temperature PEMFC.
6. The protons can only transport through the electrolyte and electrons through the

external electric load.
7. Three species including oxygen, water, and nitrogen are considered on the

cathode side, while hydrogen and water are considered on the anode side.
8. In a high-temperature PEMFC (T > TH2O,v, where TH2O,v is the evaporation

temperature of water with default value of 100 �C), the production of water in
the catalyst layer (CL) is in vapor form, while in a low-temperature PEMFC
(T < TH2O,v), the production of water in the CL is in fluid phase.

9.2.2 Ionic and Electronic Currents at Electrodes

In a PEMFC, the current continuity equation is applied to the electrical current in
conducting materials that include porous electrodes and membrane, so the current is
split into two parts: (1) ionic current is that is formed by protons traveling through the
ionic conductor (membrane) and (2) electronic current imwhere the electrons transfer
through the solid matrix of electrodes (Eq. 9.6):

∇ � i ¼ ∇ � is þ ∇ � im ¼ 0 (9:6)

The conservation of charge to the electron transport, which describes the solid
potential ϕs in the bipolar plate, a gas diffusion layer (GDL), and catalyst layer, and
the conservation of charge to the proton transport, which describes the electrolyte
potential ϕm in the membrane [6], are summarized in Eqs. (9.7) and (9.8):

∇ � is ¼ ∇ � �σeffs ∇ϕs

� � ¼ �Ss (9:7)

∇ � im ¼ ∇ � �σeffm ∇ϕm

� � ¼ Se (9:8)

At anode catalyst layer (CL), the source terms are summarized in Eq. (9.9):

Se ¼ ja, Ss ¼ �ja (9:9)
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Similarly, at cathode CL the source terms are summarized in Eq. (9.10):

Se ¼ jc, Ss ¼ �jc (9:10)

where ja and jc are the transfer current density corresponding to the electrochemical
reaction at the anode and cathode catalyst layers, which can be formulated by two
methods: (1) the agglomerate model and (2) Butler-Volmer equation. In the catalyst
layers, the agglomerate is formed by the dispersed catalyst, and this zone is filled
with electrolyte [7]. The oxygen is dissolved into the electrolyte and reaches the
catalyst site. The agglomerate model describes the transfer current density
(Eqs. 9.11, 9.12, 9.13, and 9.14) as the following [8, 9]:

ja ¼ � 6 1� eð ÞFDagg
H

Raggð Þ2 caggH � crefH exp � αaF

RT
η

� �� �
1� Kacoth Kað Þð Þ (9:11)

jc ¼
12 1� eð ÞFDagg

O

Raggð Þ2 caggO 1� Kccoth Kcð Þð Þ (9:12)

where

Ka ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αaj0, as

2FcrefH Dagg
H

s
Ragg (9:13)

Kc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αcj0, cs

4FcrefO Dagg
O

exp � αcF

RT
η

� �s
Ragg (9:14)

where cagg (mol/m3) is the gas concentration at the surface of the agglomerates, cref

(mol/m3) is the dissolved gas concentration at a reference state, F (coulomb/mol) is
the Faraday constant, Dagg (m2/s) the diffusion coefficient of the dissolved gas inside
the agglomerate, Ragg (m) the agglomerate radius, j0 (Am

�2) is the exchange current
density, s (m2/m3) is the specific surface area, and η (V ) is the electrochemical
overpotential, which is expressed by the potential difference between solid matrix
and electrolyte and is defined by Eq. (9.15) as

η ¼ ϕs � ϕm at anode

ϕs � ϕm � Uoc at cathode

�
(9:15)

where the open-circuit potential Uoc is defined by Eq. (9.16) as

Uoc ¼ 0:23� 0:9� 10�3 T � 298ð Þ (9:16)

The transfer coefficients αa and αc depend on many parameters, including tem-
perature. At the anode side, a well-recognized value of 0.5 (dimensionless unit) was
assumed. At the cathode side, the reported values vary within a certain range: 0.73
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for the behavior of the base system [10], 0.67 at 150 �C for O2 reduction on Pt in
85% H3PO4 [11], 0.777 [12], and 0.89 [9].

The Butler-Volmer equation can derive the anodic and cathodic volumetric
current densities, ja and jc, for the electrochemical reaction at the catalyst layers as
Eqs. (9.17–9.18) [6, 35]:

ja ¼ 1� Sð ÞAai
ref
0

cH2

crefH2

 !2
exp

4αaF

RT
ϕs � ϕmð Þ

� 	8<
:

9=
; (9:17)

jc ¼ 1� Sð ÞAci
ref
0

cO2

crefO2

 !
exp

4αcnF

RT
ϕm � ϕsð Þ

� 	(

� cH2O

crefH2O

 !2
exp � 4 1� αcð ÞF

RT
ϕm � ϕsð Þ

� 	9=
;

(9:18)

where Aa and Ac (default value used was 100 cm2) are the anodic and cathodic
effective speficic catalyst area, crefH2

, crefO2
(default value used was 3.38 mol m�3), and

crefH2O
are the reference concentration of hydrogen, oxygen, and water, respectively, αa

(default value used was 1 dimensionless unit) and αc (default value used was 0.5
dimensionless unit) are the symmetric factors. The reference exchange current
density, iref0 , in A cm�3 can be calculated as follows [13], defined in Eq. (9.19):

iref0 ¼ 103:507�4001=T (9:19)

The effective saturation S is defined by Eq. (9.19) as

S ¼ s� Sres
Smax � Sres

(9:20)

where Sres (default value used was 0.102 dimensionless unit) and Smax (default value
used was 0.924 dimensionless unit) are the residual and maximum saturation,
respectively, of the wetting fluid.

The effective electrical conductivity σeffs and the effective electrolyte conductivity
σeffm are given by Eqs. (9.21) and (9.22):

σeffs ¼ σs 1� ςGDLð Þ1:5 in GDL

σs esð Þ1:5 in CL

�
(9:21)

σeffm ¼ σm ςCLemð Þ1:5 (9:22)

where ξGDL is the GDL porosity (default value used was 0.5 dimensionless unit), ξCL
is the CL porosity or void region in the catalyst layer, es is the solid fraction in CL
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(default value used was 0.3 dimensionless unit), em is the electrolyte fraction in CL
(default value used was 0.15 dimensionless unit), and σs is the electric conductivity
(default value used was 300 S m�1). The electrolyte conductivity σm can be
described by Eq. (9.23) as [36]

σm ¼ �100exp 1268
1

303
� 1

T

� �� 	
� 0:00326� 0:005139λ½ � (9:23)

where T is the operating temperature (default value used was 80 �C for
low-temperature PEMFC). The hydration of the membrane or water content λ is
defined by Eq. (9.24) as follows:

λ ¼ 0:3þ 6a 1� tanh a� 0:5ð Þ½ � þ 3:9
ffiffiffi
a

p
1þ tanh

a� 0:89

0:23

� �� 	
(9:24)

The activity of water a is defined by Eq. (9.25) as

a ¼ xH2Opg
psat

(9:25)

where xH2O is the mole fraction of water and pg is the gas pressure. Saturation
pressure in atmosphere Psat is estimated using Eq. (9.26) as

psat ¼ 10�2:1794þ0:02953 T�273ð Þ�9:1837�10�5 T�273ð Þ2þ1:4454�10�7 T�273ð Þ3 (9:26)

9.2.3 Gas Species in Flow Channels

The multicomponent diffusion and convection for the species transport in flow
channels are described by the Stefan-Maxwell equation [6], which solves for the
fluxes in terms of mass fractions defined in Eq. (9.27):

ρu �∇ωi�∇ � ρωi

XN
j¼1

1�Sð Þ1:5Deff
ij

M

Mj
∇ωjþωj

∇M

M

� �
þ xj�ωj

� �∇ p

p

� 	
�

( )
¼Si

(9:27)

where the subscript i (or j) represents each species of H2 and H2O on the anode side
(N = 1) and O2, H2O, and N2 on the cathode side (N = 2), u is velocity vector (m/s),
ωi is the mass fraction of species i, x is the mole fraction, p is the pressure (Pa), M is
the molecular mass (kg/mol), and Si is the source term of species i. Dij

eff, the
effective diffusion coefficient of species i in the GDL and CL, is obtained from the
Bruggemann’s correction, defined in Eqs. (9.28) and (9.29):
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Deff
ij ¼ e1:5GDLDij (9:28)

Deff
ij ¼ e1:5CLDij (9:29)

where Dij is the binary diffusion coefficient that can be calculated from the empirical
correlation given Eq. (9.30) by [14, 15]:

Dij ¼ D0
ij T0,P0ð Þ P

P0

T

T0

� �1:5

(9:30)

According to the D0
ij [14], DO2,N2

= 0.22 � 10�4 � (T/293.2)1.5m2/s, DO2,H2O

¼ 0:282� 10�4 � T=308:1ð Þ1:5m2=s,DH2O,N2
¼ 0:293� 10�4 � T=298:2ð Þ1:5m2=s,

and DH2,H2O ¼ 0:915� 10�4 � T=307:1ð Þ1:5m2=s . The effective diffusivity of
oxygen for the flooded electrode and CLmodel can be derived from the effective oxygen
diffusivity in water vapor and liquid water [16].

The density of mixture gas ρ is a function of mixture components which is given
by Eq. (9.31):

ρ ¼
X
i

xiMi

 !
p

RT
(9:31)

where xi is the mole fraction of species i, R is the universal gas constant
(8.314 J�mol�1 K�1), and T is the cell temperature (K). The subscript i represents
each species of hydrogen and water on the anode side and oxygen, water, and
nitrogen on the cathode side.

On the cathode side, the third species can be derived from the other two solved
species, summarized in Eq. (9.32):

ωN2
¼ 1� ωO2

� ωH2O (9:32)

While on the anode side, the mass fraction of water can be expressed by that of
hydrogen and also summarized in Eq. (9.33):

ωH2O ¼ 1� ωH2
(9:33)

The source term Si comes from the electrochemical kinetics, where consumption
of the reactants of species i on the anode or cathode side produces a current as given
by Eqs. (9.34), (9.35), and (9.36):

SH2
¼ RH2

(9:34)

SO2
¼ RO2

(9:35)
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SH2O ¼ RH2O þ Rv$1 T > TH2O, v
RH2O T < TH2O, v

�
(9:36)

whereTH2O,v is the evaporation temperature of water, the reaction rate of species i Ri,
[7, 17, 18] is given by Eqs. (9.37), (9.38), and (9.39), Rv$1 representing the
condensation and evaporation of the water is given by Eq. (9.40):

RH2
¼ � ja

2F
MH2

(9:37)

RO2
¼ jc

4F
MO2

(9:38)

RH2O ¼ � jc
2F

MH2O (9:39)

Rv$1 ¼ χe
MH2O

RT
xH2Opg � psat


 �
1� Sð Þq

þ Ee
MH2O

RT
S xH2Opg � psat


 �
1� qð Þ (9:40)

where χ is the condensation constant with default value of 100 s�1, E is the
evaporation constant with default value of 100 s�1, and q is the switch function
(Eq. 9.40), which is related to the relative humidity (RH) inside the GDL and CL:

q ¼ 0 if a � 1

1 if a > 1

�
(9:41)

9.2.4 Fluid Flow in Porous Media

Since gas diffusion layers (GDL) and catalyst layers are porous media, the fluid flow
u in the porous media is described by the Darcy equation and the mass conservation
in Eqs. (9.42) and (9.43):

u ¼ � κ

η
∇ p (9:42)

∇ � ρuð Þ ¼ Sm (9:43)

where κ represents the permeability, ρ is the density, η is the dynamic viscosity, and
p is the pressure. The source term Sm (kg m�3 s�1) accounts for the consumption of
hydrogen at the anode CL and the consumption of oxygen, and the net production of
water due to the electrochemical reactions at cathode CL is given in Eq. (9.44):
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Sm ¼ �RH2
at anode CL

�RO2
þ RH2O at cathode CL

�
(9:44)

Sm represents (Eq. 9.45) an extra drag force inversely proportional to the perme-
ability of a porous medium but proportional to fluid viscosity and velocity:

Sm ¼ � η=κð Þug (9:45)

where κ is the permeability (default value used was 5.5� 10�11 m2) and η is the fluid
viscosity (default value used was 2.1 � 10�5 Pa s).

9.2.5 Conservation of Liquid Water

The saturation of liquid water S can be solved by the conservation of mass as defined
by Eq. (9.46) [19]:

∇ � ρ1 �Dc∇ Sþ μgκl
μlκg

ug

� 	� �
¼ Sl (9:46)

where Sl (Eq. 9.47) is the source term for liquid water and is defined according to the
operating temperature T as follows:

Sl ¼ Rv$1 T > TH2O, v
Rv$1 þ RH2O T < TH2O, v

�
(9:47)

whereTH2O,v is the evaporation temperature of water, the source term Rv$l describes
the evaporation or condensation of liquid water due to phase change from liquid to
vapor or vice versa in the gas diffusion and catalyst layers, and the source term RH2O

describes the addition of liquid water created from the electrochemical reaction and it
is only evaluated in the CL and equal to zero in the GDL since no reaction takes
place there.

The capillary diffusion coefficient, Dc, is defined by Eqs. (9.48), (9.49), (9.50),
and (9.51) as

Dc ¼ � κl
μl

dpc
dS

(9:48)

κl ¼ κκrl, κg ¼ κκrg, κrl ¼ S3, κrg ¼ 1� Sð Þ3 (9:49)

pc ¼ σ cos θc
e
κ


 �0:5
g Sð Þ (9:50)
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g Sð Þ ¼ 1:417 1� Sð Þ � 2:12 1� Sð Þ2 þ 1:263 1� Sð Þ3 if 0 � θc < π=2
1:417S� 2:12S2 þ 1:263S3 if π=2 � θc < π

�
(9:51)

where the Leverett function expression of capillary pressure pc is dependent on the
contact angle θc, e is the porosity (0–1) and the porosity of CL eCL has a default value
used of 0.4 dimensionless unit, σ is the surface tension (default value used was
0.062 N/m), and κ is the permeability (default value used was 5.5 � 10�11 m2).

Electroosmotic drag and back-diffusion characterize the water vapor flux between
GDL and CL as defined by Eq. (9.52):

Nw ¼ �Dλ∇ � λþ ndJ

F
(9:52)

where nd is defined by Eq. (9.53) and Dλ is defined by Eq. (9.54):

nd ¼ 2:5λ

22
(9:53)

Dλ ¼ exp 2416
1

303
� 1

T

� �� 	
�

10�6 λ < 2

10�6 1þ 2 λ� 2ð Þ½ � 2 � λ < 3

10�6 3� 1:67 λ� 3ð Þ½ � 3 � λ < 4:5
1:25� 10�6 4:5 � λ

8>><
>>: (9:54)

9.2.6 Heat Transport

Heat is generated due to the electrochemical reaction and resistance to the transport
of protons, electrons, and species. The energy equation governing the transport of
heat can be expressed in Eq. (9.55) as follows:

ρcp
� �eff

umix∇ � T ¼ ∇ � keff∇T
� �þ _Q (9:55)

where the effective heat capacity of each layer (ρcp)
eff exists in three domains:

bipolar plate, backing layer, and catalyst layer, and is weighted by the volume
fraction of each phase in the layer defined by Eq. (9.56):

ρcp
� �eff ¼ eg ρcp

� �
g
þ es ρcp

� �
s
þ el ρcp

� �
l
þ em ρcp

� �
m

(9:56)

The effective thermal conductivity, keff, is evaluated for each layer as defined by
Eq. (9.57):

keff ¼ egkg þ esks þ elkl þ emkm (9:57)
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where el, em, es, and eg represent the volume fraction of liquid water, a membrane
electrolyte, solid matrix, and gas pore, respectively. Hence, the summation of the
e terms equals unity (dimensionless unit).

The mixture velocity umix can be found using Eq. (9.58) for the mixture properties
as

umix ¼
ρlul þ ρgug

ρlSþ ρg 1� Sð Þ (9:58)

where ul and ug are the velocity of phase liquid and gas.
The total heat generation is composed of reversible and irreversible heat releases.

The irreversible heat release can be further divided into activation and Ohmic
heating since in the present formulation the activation polarization actually includes
the overpotential due to the mass transfer as well as defined in Eq. (9.59):

_Q ¼ _Qrev þ _Qact þ _Qohm þ _Qphase

¼ J

nF

����
���� TΔSð Þ|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
rev

þ nJj j|{z}
act

þ J2s
σeffs

þ J2m
σeffm

� �
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

ohm

þ hfgRv$l|fflfflffl{zfflfflffl}
phase

(9:59)

where ΔS represents the entropy change of the overall reaction; η is the activation
overpotential; J is the reaction rate; σs (default value used was 115 S m�1) and σm are
the electronic and protonic conductivities, respectively; Js and Jm are the electronic
and protonic current densities, respectively; and hfg is the enthalpy of vaporization of
water.

9.2.7 Boundary Conditions

The flow inlet is the interface between the inlet channel and GDL. The boundary
conditions of mass fraction mi are defined by Eqs. (9.60) and (9.61):

ωO2
¼ ωO2, in, ωH2O ¼ ωH2O, in, ωH2

¼ ωH2, in on the flow inlet (9:60)

n � ∇ωð Þ ¼ 0 for other boundaries (9:61)

The boundary conditions of p are defined by Eqs. (9.62–9.64):

p ¼ pin ¼ pin, 0 on the flow inlet between GDL and inlet channel (9:62)

p ¼ pref on the flow outlet between GDL and outlet channel (9:63)

n � ∇ pð Þ ¼ 0 for other boundaries (9:64)

262 Z. Wang



where pi,0 represents the initial inlet pressure that is dependent on the stoichiometric
value, the gas pressure p is specified as equal to the inlet pressure, pref is the back
pressure set to the atmospheric pressure

The boundary conditions of S are defined by Eqs. (9.65) and (9.68):

S ¼ 0 between GDL and channel (9:65)

n � Dc∇ Sð Þ ¼ ndiMH2O

FρlSeCL
between CL and membrane (9:66)

n � ∇ Sð Þ ¼ 0 for other boundaries (9:67)

i ¼ 1� Sð Þiref0

cO2

cO2, ref

� �γO2
exp

αF

RT
ϕm � ϕsð Þ

� 	
� exp � αF

RT
ϕm � ϕsð Þ

� 	� �
(9:68)

where α is the symmetric factor (default value used was 0.5 dimensionless unit),
γO2

is the order of reaction (default value used was 1.0 dimensionless unit). The
electroosmotic drag coefficient (H2O/H

+), nd, of water molecules through the elec-
trolyte membrane is dependent on the water activity a, defined by Eq. (9.69).

nd ¼ 1:0 if λ < 9

0:117λ� 0:053 if λ � 9

�
(9:69)

The boundary conditions of ϕm are defined by Eqs. (9.70) and (9.71):

ϕm ¼ 0 between CL and membrane (9:70)

n � ∇ϕmð Þ ¼ 0 for other boundaries (9:71)

The boundary conditions of ϕs determine the electrode potential distribution
between channel and GDL using Eqs. (9.72) and (9.73):

ϕs ¼ Vcell at cathode

0 at anode

�
(9:72)

n � ∇ϕsð Þ ¼ 0 for other boundaries (9:73)

The boundary conditions of T are defined by Eqs. (9.74), (9.75), and (9.76):

T ¼ Tst at cathode (9:74)

n � keff∇T
� �

solid_side
�� ¼ hT Tst channel_side

�� � T solid_side
��� �

around the channels

(9:75)

n � ∇Tð Þ ¼ 0 for other boundaries (9:76)
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where Tst is the cathode temperature maintained by the cooling system and hT is the
convective heat transfer coefficient which can be derived from the Nusselt number
correlation [20]: Nu = hTdh/ki = 3.61 (dimensionless unit).

9.3 Humidity and Pressure Regulation

The lumped-parameter control-oriented model of a PEMFC system involves ten
states [3] defined by Eq. (9.77):

x ¼ mH2, a,mH2O, a,mH2, r,mH2O, r,mH2, sm, a,mO2, ca,mH2O, ca,mN2, ca,msm, ca,mom, ca
� �T

(9:77)

where mi,j denotes the mass of species “i” in manifold “j.” The subscripts “a,” “sm,
a,” “ca,” “om,ca,” “sm, ca,” and “r” represent the anode, anode supply manifold,
cathode, cathode outlet manifold, cathode supply manifold, and return manifold,
respectively. The system dynamics of the fuel cell system, maintained at a constant
temperature, are modeled by utilizing mass conservation to each species in a given
manifold as defined by Eq. (9.78):

dmi, j

dt
¼ Win

i, j �Wout
i, j (9:78)

whereWin
i, j andW

out
i, j , defined by Eqs. (9.79) and (9.80), represent the mass flow rates

of species “i” entering (or generated) and leaving (or consumed) manifold “j,”
respectively:

dmH2O, ca

dt
¼ WH2O, gen �WH2O, in, ca �WH2O, out, ca þWmemb (9:79)

dmH2O, a

dt
¼ WH2O, in, a �WH2O, out, a þWmemb (9:80)

where Wmemb, the water transport through the membrane from the anode to the
cathode, is defined by Eqs. (9.81), (9.82), and (9.83):

Wmemb ¼ MH2OAfcncells Ndrag � Ndiff

� �
(9:81)

Ndrag ¼ Ist
AfcF

nd (9:82)

Ndiff ¼ Dw λc � λað Þ (9:83)
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where Afc denotes the active fuel cell area, nd is the drag coefficient, ncells is the
number of cells in the stack, Dw is the diffusion coefficient, F is the Faraday’s
constant, and λa and λc are the anode and cathode water contents, respectively.

Water activity, aw,j, in an electrode compartment is the ratio of the mass of water
in the compartment to its saturation value, defined in Eq. (9.84):

aw, j ¼ mH2O, v, j

msat
H2O, v, j

(9:84)

where “j” is replaced by “ca” for the cathode and “a” for the anode. msat
H2O, v, j

denotes the maximum mass of water vapor in an electrode compartment “j,” defined
in Eq. (9.85):

msat
H2O, v, j ¼

psat Tj

� �
Vj

RH2OTj
(9:85)

where Vj denotes the lumped volume of the compartment “j,” psat (Tj) represents the
saturation pressure at temperature Tj, and RH2O is the gas constant of water vapor.

The relative humidity of manifold “j” is defined in Eq. (9.86) as

φj ¼ min
mH2O, j

msat
H2O, v, j

, 1

( )
(9:86)

Note that, for subsaturating cases, aw,j = φj. The total pressure in the manifold, pj,
and the partial pressure of species “i” in manifold “j,” pi,j, are given by Eqs. (9.87)
and (9.88):

pi, j ¼
mi, j

RiTj

Vj
for i 6¼ H2O

min mi, j,m
sat
H2O, v, j

n o
for i ¼ H2O

8><
>: (9:87)

pj ¼
X
i

pi, j (9:88)

where Ri is the gas constant for species “i.” Therefore, the states defined by
Eq. (9.89) can be used to describe the system dynamics:

x ¼ pa, aw, a, pr, φr, psm, a, pca, aw, ca, pO2, ca, psm, ca, pom, ca
� �T

(9:89)

The control inputs are defined by Eq. (9.90), where feedback controllers are built
for the actuators on the anode side of fuel cell stack.

u ¼ Wsup, ubpv
� �T

(9:90)
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where the flow rate of dry hydrogen,Wsup, is supplied from the hydrogen fuel source
and ubpv denotes the normalized back pressure valve opening. The exogenous input
w is defined by Eq. (9.91) as

w ¼ Ist,φin, ca,Wcomp

� �T
(9:91)

where Ist is the load, Wcomp is the air flow through the compressor, and φin,c

represents the cathode inlet humidity.
The performance variables are defined by Eq. 9.92) as

z ¼ aw, a � a	w, a, aw, ca � a	w, ca, pa � p	a
h iT

(9:92)

where pa, aw,ca, and aw,a are the anode pressure, the cathode water activity, and the
anode water activity, respectively. The quantities a	w, a and a

	
w, ca represent the desired

water activities for the anode and cathode, respectively, ensuring the two compart-
ments of the fuel cell stack maintain high humidity conditions (barely below
saturation) and yet subsaturation at equilibrium. The anode pressure pa is regulated
to follow the pressure on the cathode side to maintain an acceptable pressure
difference across the membrane throughout the operating range. The desired anode
pressure p	a is obtained from the cathode supply manifold pressure psm,ca by
Eq. (9.93) as

p	a ¼ 0:923psm, ca þ 4850 (9:93)

where both p	a and psm,ca are in Pa.
These performance variables deviate from z= 0 with a load change that (1) shifts

their desired steady-state values and (2) changes the water activities and pressures
inside the electrodes. A proper actuation of u from the control system can minimize
the deviations in z during the load transients and restore z to the desired equilibrium
(z = 0).

In the modularity of control design for the anode recirculation system, the
measured variables for the feedback contain only anode side humidity and pressure
measurements, as defined in Eq. (9.94):

y ¼ pa, pr, psm, a,φa

� �
(9:94)

where psm,a and pr are the pressures in the anode supply manifold and the anode
return manifold. For a full-state feedback controller, y = x.

9.3.1 State Feedback Controller

The feedforward map u	 ¼ W	
sup, u

	
bpv

h i
contributes to the state feedback controller

u as illustrated in Fig. 9.2 and defined by Eq. (9.95):
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u ¼ u	 þ Ksf x� x	ð Þ (9:95)

where x* is the desired steady-state operating condition and Ksf is the state feedback
gain. A linear quadratic regulator approach is used to realize an optimal full-state
feedback controller that meets the desired transient criteria. The performance cost
function J is given by Eq. (9.96):

J ¼
ð1
0

zTQzþ u� u	ð ÞTR u� u	ð Þ

 �

dt (9:96)

where Ksf is obtained by tuning R, a 2 � 2 diagonal matrix, and Q, a 3 � 3 diagonal
matrix, with trial and a marginal change to reduce error in the closed-loop perfor-
mance [3]. The cost function J is minimized by the optimal state feedback controller
gains Ksf given by Eq. (9.97):

Ksf ¼ �R�1BT
uP (9:97)

where P is a solution to the algebraic Riccati Eq. (9.98):

APþ PAþ CT
z QCz � PBuR

�1BT
uP ¼ 0 (9:98)

where the matrices A, Bu, Bw, and Cz are obtained through symbolic linearization
using MATLAB for the dynamic system that is represented by an equilibrium
condition, defined in Eqs. (9.99) and (9.100):

δ _x ¼ Aδxþ Buδuþ Bwδw (9:99)

δz ¼ Czδx (9:100)

Fig. 9.2 The controller for the fuel cell uses the feedforward and feedback control signals. w, y, u,
and z are exogenous inputs, measured variables, control inputs, and performance variables. The
type of controller determines the choice of y (Modified figure from [3])

9 Modeling Analysis for Species, Pressure, and Temperature Regulation in. . . 267



where δ(∙) represents the deviation of the variable from the equilibrium condition and
δx = x�x*.

9.3.2 Static Output Feedback Controller

The control action of the combined static output feedback and feedforward controller
is given by Eq. (9.101):

u ¼ u	 þ Ky y� y	ð Þ (9:101)

Let the linear representation of the measured variables be given by Eq. (9.102):

δy ¼ Cyδx (9:102)

where δy is the deviation of y from its equilibrium condition, y*. The optimal
feedback gain Ky minimizes the cost function J and is then given by Eq. (9.103):

Ky ¼ �R�1BT
uSLC

T
y CyLC

T
y


 ��1

(9:103)

where the matrices S and L are obtained by solving the coupled Riccati Eqs. (9.104),
(9.105), and (9.106) as

AT
clSþ SAcl þ CT

z QCz þ CT
yK

T
y RKyCy ¼ 0 (9:104)

AclLþ LAT
cl þ I ¼ 0 (9:105)

Acl ¼ Aþ BuKyCy ¼ 0 (9:106)

9.4 Gas Flow Rate Regulation

9.4.1 Controller Design Under Gas Flow Rate Constraints

By denoting the state variables including the activation overvoltage, the hydrogen
partial pressure, and the oxygen partial pressure, xT ¼ Vact, pH2

, pO2

� �T
; the control

inputs including the hydrogen and oxygen input flow rate, uT ¼ _mH2, in, _mO2, in
� �T

;
and the varying system parameters including the current and temperature, θT =
[I, T]T, the system nonlinear dynamics [21, 22] can be expressed by Eq. (9.107) as

_x ¼ f x, u, θð Þ (9:107)

When the air is supplied instead of the pure oxygen, the control input of oxygen
input flow rate can be alternatively replaced by the air flow rate or the fan voltage.
The activation overvoltage can be described by Eqs. (9.108), (9.109), (9.110), and
(9.111):
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dVact

dt
¼ VactI

ηactCdl
þ I

Cdl
(9:108)

ηact ¼ �0:984þ 0:00286þ 0:0002ln Acellð Þ þ 4:3 � 10�5ln CH2
ð Þ� �

T

þ7:6 � 10�5Tln CO2
ð Þ � 1:93 � 10�4TlnI

(9:109)

CH2
¼ 9:174 � 10�7pH2

exp
�77

T

� �
(9:110)

CO2
¼ 1:97 � 10�7pO2

exp
498

T

� �
(9:111)

where Acell is the cell active area. The hydrogen partial pressure can be described by
Eqs. (9.112), (9.113), and (9.114):

Van

RT

dpH2

dt
¼ _mH2, in � kan pH2

� pH2, tank
� �� NI

2F
(9:112)

_mH2, out ¼ kan pH2
� pH2, tank

� �
(9:113)

_mH2, used ¼
NI

2F
(9:114)

where pH2 , tank is the hydrogen tank pressure. The oxygen partial pressure can be
described by Eqs. (9.115), (9.116), and (9.117):

Vca

RT

dpO2

dt
¼ _mO2, in � _mO2, out � _mO2, used (9:115)

_mO2, out ¼ kca pO2
� pO2,BP

� �
(9:116)

_mO2, used ¼
NI

2F
(9:117)

where PO2, BP is oxygen back pressure. The equilibrium operating conditions of the
nonlinear dynamics of the PEM fuel cell can be derived from ẋ = 0. Then we have

the equilibrium values of the state variables x	, T ¼ V	
act, p

	
H2
, p	O2

h iT
, defined in

Eqs. (9.118), (9.119), and (9.120):

V	
act ¼ �ηact p	H2

, p	O2
I, T


 �
(9:118)

p	H2
¼ 1

kan
_m	
H2, in �

NI

2F

� �
þ pH2, in (9:119)

p	O2
¼ 1

kca
_m	
O2, in �

NI

4F

� �
þ pO2, out (9:120)
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9.4.2 Predictive Control of Cathode Exhaust Gas Mass Flow

The predictive cathode exhaust gas mass flow control model can describe the
behavior of oxygen depleted air, called ODA-gas, mass flow, and its oxygen content,
defined by Eq. (9.121) as

_xg ¼ f g xg, ug
� �

: (9:121)

In this model, the vector of inputs is ug ¼ Ist, ζO2

� �T
, the state vector is xg ¼

Wmfc, Woda, co2 z½ �T , and the output vector is yg = [Woda, cO2
]T, where Ist is stacked

current, ζO2 is stoichiometry,Wmfc is the feed air mass flow provided by a controlled
valve (mass flow controller) with a time constant τmfc, Woda is the ODA-gas mass
flow through the downstream pipes with a time constant τfc, and z is the disturbance
mass flow. This model is defined by Eqs. (9.122), (9.123), (9.124), and (9.125) [1]:

τmfc
_Wmfc ¼ Wmfc, ref �Wmfc (9:122)

τfc _Woda ¼ Wmfc þ z� Ist
ncells
4F

MO2
�Woda (9:123)

τO2
_cO2

¼ cO2, ca � cO2
(9:124)

_z ¼ 0 (9:125)

where F is the Faraday constant and ncells is the number of cells in the fuel cell stack.
The solutions are provided in Eqs. (9.126), (9.127), (9.128), and (9.129):

Wmfc, ref ¼ IstζO2

ncells
4F

MO2
þ 0:79

0:21
MN2

� �
(9:126)

cO2, ca ¼ NO2, ca= NO2, ca þ NN2, ca
� �

(9:127)

NO2, ca ¼ χO2
=MO2

� �
= Wmfc þ zð Þ � ncells

4F
Ist (9:128)

NN2, ca ¼ χN2
=MN2

� �
= Wmfc þ zð Þ: (9:129)

9.5 Temperature Regulation

9.5.1 Predictive Thermal Model

In the predictive thermal dynamics model Fig 9.1, while the output vector is
yth = [Tst, Ti1, Te1, Tcw, Tcond, Xoda]

T, the state vector xth = [Tst, Ti1, Ti2, Te1, Te2,
Tcw, Tcond]

T includes stack temperature Tst, stack cooling system temperatures
Ti1, Ti2, Te1, Te2, and Tcw, and condenser cooling temperature Tcond, summarized in
Eq. (9.130).
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_xth ¼ f th xg, xth, ug, uth
� �

: (9:130)

where the input vector uth = [Tcond, ref, uv]
T comprises the condenser cooling system

reference temperature Tcond, ref and the stack cooling system cooling valve position
uv. ODA-gas water loading Xoda is determined by the mean pressure of a fully
saturated flow in the condenser, outlined by Eq. (9.131):

Xoda ¼ psatV Tcondð Þ
0:5 p3 þ p4ð Þ � psatV Tcondð Þ

Roda

RV
(9:131)

where water loading X of a humid gas is defined by Eq. (9.132) as

X ¼ mv

mg
¼ mass of vapor

mass of dry gas
(9:132)

The stack and condenser cooling system temperatures are described by a predic-
tive thermal model described in Eqs. (9.133), (9.134), (9.135), (9.136), (9.138), and
(9.139) as follows [1]:

Cst
_Tst ¼ _Qst �Wici Tst � Ti1ð Þ: (9:133)

mi1
_Ti1 ¼ Wi Ti2 �

_Qic

Ci
Þ � Ti1

 ! 
(9:134)

mi2
_Ti2 ¼ Wi Ts2 � Ti2ð Þ (9:135)

me1
_Te1 ¼ We uvTcw þ 1� uvð ÞTe2 � Te1ð Þ (9:136)

me2
_Te2 ¼ We 0:94 Te1 þ

_Qic

Ce
ÞuvTcw þ 0:06Te1 � Te2

 ! 
(9:137)

mcw
_Tcw ¼ uvWe Te2 � Tcwð Þ � UAcw

ce
Te2 � Tcwð Þ (9:138)

τc _Tcond ¼ Tcond, ref � Tcond (9:139)

9.5.2 Lumped Thermal Model

The temperature model can be described by a lumped thermal model [23] summa-
rized in Eq. (9.140):
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dTst

dt
¼

_Qsou �WcCPc
Tst � Tc, in
� �

mstCpst

(9:140)

where mst is the heat mass of the stack, Cpst and Cpc are the specific heat, Wc is the
coolant flow rate considered as a control variable, Tc, in is the coolant temperature at
the stack inlet, and vact is the activation loss at catalyst layer. Q̇sou is the internal
energy source that is calculated as a function of the stack current Ist, temperature T,
electrical resistance of stack layers Rohm, Faraday’s number F, and the entropy
change Δs, as described by Eq. (9.141):

_Qsou ¼ Ist � TΔs
4F

þ vact þ IstRohm

� �
(9:141)

For the observer design of this completely nonlinear model, the state vector is
x= [PO2

,PH2
,PN2

, psm, msm, pv,an, pv,ca, prm, Tst]
T, wherePH2

is the hydrogen pressure
in the anode, msm is the mass of air in supply manifold, pv,a is the vapor partial
pressure in the anode, pv,ca is the vapor partial pressure in the cathode, prm is the
pressure of return manifold, and Tst is the stack temperature.

9.5.3 Energy Balanced Thermal Model

The thermal model can be obtained from an energy balance, taking into account the
energy produced in the chemical reaction of water formation (which is supposed to
be formed as water steam) Ḣreac, the energy supplied in the form of electricity Pelect

and the amount of heat evacuated by radiation Q̇rad,B2amb, and both natural and
forced convection Q̇conv,B2amb. Heat removal is completed through forced convec-
tion by a small fan. In bigger fuel cell stack systems, where the amount of heat is
considerably larger, water cooling is necessary. The energy balance is summarized in
Eq. (9.142) [24]:

mstCst

dTst

dt
¼ _Hreac � Pelect � _Qrad, B2amb (9:142)

where mst is the mass of fuel cell (default value used was 5 kg) and Cst is heat
capacity of the fuel cell (default value used was 1100 JK�1 kg�1). The enthalpy flow
rate described in Eqs. (9.143), (9.144), (9.145), and (9.146) will be

_Hreac ¼ _mH2, reacΔhH2
þ _mO2, reacΔhO2

�WH2O, gen gð Þ h0f , H2O gð ÞΔhH2O gð Þ

 �

(9:143)

ΔhH2
¼ cp, H2

Tanch, in � T0
� �

(9:144)
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ΔhO2
¼ cp, O2

Tcach, in � T0
� �

(9:145)

ΔhH2O ¼ cp, H2O gð Þ Tst � T0
� �

(9:146)

whereh0f , H2O(g) is the mass-specific enthalpy of formation of water steam; cp, H2
, cp, O2

,
andcp, H2O gð Þ are the specific heats of hydrogen, oxygen, and water stream respectively;
and T0 is the reference temperature for the enthalpy. Energy yielded in the form of
electricity is calculated using Eq. (9.147):

Pelect ¼ VstIst (9:147)

Heat exchanged as radiation is modeled by Eq. (9.148) as

_Qrad, B2amb ¼ eσAB2amb, rad T4
st � T4

amb

� �
(9:148)

where e is the emissivity (default value used was 0.9 dimensionless unit), σ is the
Stefan-Boltzmann constant (default value used was 5.678 � 10�8 Wm�2 K�4), and
AB2amb, rad is the radiation exchange area (default value used was 0.141 m2). The
convective term is composed by the natural convection Q̇conv, B2amb, nat and the
forced convection Q̇conv, B2amb,forc as defined in Eqs. (9.149–9.151):

_Qconv, B2amb ¼ _Qconv, B2amb, nat þ _Qconv,B2amb, forc (9:149)

_Qconv, B2amb, nat ¼ hB2amb, natAB2amb, conv Tst � Tambð Þ (9:150)

_Qconv,B2amb, forc ¼ hB2amb, forcAB2cool, conv Tst � Tcoolð Þ (9:151)

where hB2amb, nat (default value used was 14 W kg�1) and hB2amb,forc are the
convective heat transfer coefficients and they are different, just as the exchange
areas (AB2amb,conv and AB2cool,conv) are, because natural convection takes place in the
fuel cell lateral walls, and forced convection occurs across the internal walls of the
cells, which are constructed as a radiator in Eq. (9.152):

hB2amb, forc ¼ Kh1 Wcoolð ÞKh2 (9:152)

where Kh1 has default value used was 0.0156 dimensionless unit and Kh2 has a
default value of unity (also dimensionless unit).

9.5.4 Active Disturbance Rejection Temperature Control System

In the active disturbance rejection temperature control system, the PEMFC temper-
ature system is described in Eq. (9.153) as [25]
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dTst

dt
¼ f total þ bWcl (9:153)

where Wcl is the coolant water flow as a control variable to control the stack
temperature, ftotal is defined in Eq. (9.154) and b is the gain of the control variable
as defined in Eq. (9.155):

f total ¼ Qin � Qout þ Qrea � Qamb � Pð Þ= mscp, s
� �

(9:154)

b ¼ �cp, H2O Tst � Tin
wc

� �
= mscp, s
� �

(9:155)

where cp,s is the specific heat of the PEMFC (default value used was 4000
JK�1 kg�1), cp,H2O is the specific heat of water (default value used was 75.37 J
mol�1 kg�1), and Tinwc is the inlet chilling water temperature (default value used was
333 K). In the temperature control system, the state variables are x = [x1, x2], where
x1= Tst and x2= ftotal; output is y= x1= Ts; control variable is u=Wcl; the observed
value of states is z = [z1, z2], where z1 = ŷ 
 x1 = Tst = y, z1=f̂ total 
 x2 = ftotal, and
f̂ total is the estimate of ftotal. This control system is described in Eq. (9.156) as follows
[25]:

e kð Þ ¼ z1 kð Þ � x1 kð Þ
z1 k þ 1ð Þ ¼ z1 kð Þ þ h z2 kð Þ � β01g1 e kð Þð Þ þ bWcl kð Þð Þ
z2 k þ 1ð Þ ¼ z2 kð Þ � hβ02g2 e kð Þð Þ

8<
: (9:156)

where β01 (default value used was 28 dimensionless unit) and β02 (default value used
was unity, a dimensionless unit) are adjustable parameters. The objective is to keep
e0= (vset-z1)= (vset-ŷ) around zero (also a dimensionless unit). The g term is defined
by Eqs. (9.157), (9.158), and (9.159):

g1 eð Þ ¼ fal e, 0:5, δð Þ (9:157)

g2 eð Þ ¼ fal e, 0:25, δð Þ (9:158)

fal e, α, δð Þ ¼ e=δα�1 ej j � δ
ej jαsign eð Þ ej j > δ

�
(9:159)

The final control law u can be obtained using Eq. (9.160):

u kð Þ ¼ Wcl kð Þ ¼ u0 kð Þ � 1

b
f̂ total kð Þ (9:160)

where u0 and its s terms are defined in Eqs. (9.161) and (9.162):

u0 kð Þ ¼ ucon
s kð Þ

s kð Þj j þ σ

� �
þ ς (9:161)
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s kð Þ ¼ α vset � z1 kð Þð Þ ¼ α vset � T̂ st kð Þ� �
(9:162)

where ucon is a constant (default value used was 25 dimensionless unit), σ > 0 is
rejection chattering factor, and ς > 0 provides that s(k) _s(k) < 0 satisfies the
Lyapunov stability principle.

9.6 Discussion

9.6.1 Cathode Relative Humidity

More liquid water is created in the cathode GDL while the cathodic relative humidity
(RHc) increases. When the anodic RH is at 100%, a lower RHc improves cathodic
local current densities and lowers liquid water buildup, thus decreasing possible
water flooding and enhancing cell performance. The mass transport limitation
caused by cathodic flooding is the major factor that determines cell performance at
higher operating currents, as liquid water saturations at the lower operating voltage
are far higher than those at the higher operating voltage. Though the RHa is 100%,
the mass flow rate of water from the cathode to the anode by back-diffusion
decreases at a higher operating voltage due to lower cathodic water saturation.
Therefore, membrane hydration gradually turns into the key factor that affects cell
performance.

The higher water saturation improves the back-diffusion of water and effectively
ensures membrane hydration, thus improving PEMFC performance. The minimum
current density occurs at the outlet channel, while the maximum current density
exists near the inlet channel. More liquid water is produced with increasing RHc,
while the local current density decreases. The increase of instantaneous resistance at
the GDL-CL interface leads to the decrease of local current density. However, the
increase in local current may build up more water created by more active electro-
chemical reactions. Excessively produced liquid water clogs the gas pores in the CL
and GDL, potentially leading to cathodic flooding.

9.6.2 Anode Relative Humidity

When RHc = 100%, a lower RHa supplies more hydrogen into the CL to join the
electrochemical reaction and enlarges the difference between the water concentra-
tions at the cathode and anode. The enhanced back-diffusion of water from the
cathode to the anode reduces possible cathodic flooding. Therefore, a lower RHa
provides better performance than a higher RHa. An increase of the RHa increases
the water fraction as well, leading to a decrease in the hydrogen molar fraction.

The operating currents do not have significant effects on the distributions of the
molar fraction, that is, the molar ratio between anodic water and hydrogen. The
decrease of RHa significantly results into the increase of hydrogen mass flow rates,
so that more hydrogen can be transported into the CL to join the electrochemical
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reactions, improving fuel cell performance. Membrane resistance along with Ohmic
voltage losses in the membrane is usually increased by lower anodic relative
humidities, where cathodic relative humidities were kept at values far less than
100%.

When RHc is maintained at 100%, high cathodic RH provides sufficient water to
maintain membrane hydration by water back-diffusion. It is also found that a lower
RHa reduces the local resistance of the cathodic GDL-CL interface, leading to better
fuel cell performance.

9.6.3 Stoichiometry

Under the assumption of equal cathodic and anodic stoichiometries, the critical
condition of the stoichiometries ζ ensures that the amount of water delivered out in
the vapor phase is greater than the rate of water generation in the cell. If flow rates are
faster than this stoichiometry, the accumulated liquid water evaporates. If flow rates
are slower than this stoichiometry, the liquid water generated in the cell will
accumulate and lead to flooding defined in Eq. (9.163) [26] as

ζ ¼ 0:29
p

psat Tð Þ � 1

� �
þ 0:44 (9:163)

When RHa= 100% and RHc= 100%, liquid water delivered from the cathode to
the anode GDL by back-diffusion can be consumed by higher anode stoichiometries.
As excess anodic stoichiometry decreases anode water concentration, more water is
produced from the cathode to anode, leading to less liquid water accumulated at the
cathodic GDL-CL interface. The local current density variation due to anodic
stoichiometry variations is different from that of cathodic stoichiometry variations.
Higher anodic stoichiometries can transfer more current densities to the cathodic
GDL-CL interface, showing better PEM fuel cell performance.

9.6.4 Operation Temperature

The PEM fuel cell has several critical issues in the performance and longevity, such
as relatively low operation temperature, flexible size, quick start-up, system robust-
ness, and pollution-free operation. Its operating temperature is typically less than
100 �C, and the product water usually remains in liquid form in the cell. Water
transport inside the fuel cell determines the temperature distribution that will further
affect the water and oxygen diffusivity and reaction kinetics [27]. Inadequate ther-
mal and water management may cause the creation of local hotspots in the cell,
degrading the cell components and shorting the lifetime of the cell [28].

The highest temperature change occurs in the GDL, both in the in-plane and
across-the-plane directions, while the highest temperature is reached in the CL
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[13]. The high thermal conductivity of the plate leads to a relatively uniform
distribution of temperature in the bipolar plate. The absorption of heat during the
evaporation of liquid water in the GDL and CL decreases the maximum temperature,
causing a decrease in the inlet relative humidity of the air stream. The increase in
permeability of the cathode shows a nonuniformity of the temperature distribution,
especially in the CL. The decrease of the channel shoulder to channel width ratio
causes a nonuniform distribution of temperature, especially in the channel areas.

9.6.5 Flow Distribution

The objective of water management is to reach a delicate balance between achieving
membrane hydration and avoiding electrode flooding. Proper water management is
determined by the two-phase flow of water and reactant gases in the gas distribution
channels of PEM fuel cells. Externally humidified air and hydrogen gas streams can
control sufficient water within the fuel cell to maintain the proton conductivity of the
polymer electrolyte membrane, removing excess water from the cell to avoid
flooding. The condensed liquid water may flood inside a fuel cell and block gas
transport pathways in the catalyst layers, gas diffusion layers (GDLs), and the gas
channels, inducing large mass-transport losses.

The hydration of the membrane is crucial to minimize Ohmic losses and
resistivity in the fuel cell. Because insufficient reacting water can’t achieve full
hydration of the membrane, especially in the cathode inlet regions, external
humidification is often used but leads to excess water buildup further into the
cell. The flooding in the catalyst layer leads to a reduction of the active reaction
area, along with a drop in cell performance. The water accumulated in gas
channels eventually results in an increase of parasitic pumping power and even
channel clogging [6].

9.6.6 Pressure Drop

The pressure difference inside the PEMFC arises due to load variations, causing the
pressure difference between anode and cathode. This problem can be resolved by
equalizing anode and cathode pressures, to protect the fuel cell from permanent
damage.

Low superficial air velocities (air stoichiometry below 5) make the two-phase
flow dominated by slugs or semi-slugs and cause severe flow maldistribution and
large fluctuations in the pressure drop. Higher air velocities form a water film on the
channel walls that are hydrophilic [29].

The smaller but frequent fluctuations in the pressure drop for the film flow come
from the water buildup at the channel-exit manifold interface. The water film
formation along the channel is dictated by the Concus-Finn condition [30], defined
in Eq. (9.164):
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θc þ α <
π

2
(9:164)

where θc is the contact angle of water on the channel wall and α is the half interior
angle formed by the channel corner. The two-phase friction multiplier, defined as the
ratio of the two-phase pressure drop to the single gas phase pressure drop, can
describe the water buildup in the gas channels at the two-phase flow [31], defined in
Eq. (9.165):

ϕ2
g ¼

ΔPTP

ΔPg
(9:165)

where ΔPTP and ΔPg are the pressure drop in two-phase flow and with only single-
phase gas flow in the channel, respectively. The two-phase friction multiplier
increases with the increasing water flow rate.

9.6.7 Compression Pressure

A certain compression pressure must be exerted on the assembled fuel cell to achieve
adequate contact between the components and to ensure proper gas sealing, while
excessive compression decreases GDL porosity and impedes reactant transport and
may also destroy typical paper-type GDLs and other components [32]. Usually,
increasing compression enhances the electric conductivity of GDL, reduces the
contact resistance at the interfaces, and further forms the preferential pathway for
liquid water transport in the compressed part of the GDL. One pressure-sensitive
film was inserted between two membranes and used to measure the internal pressure
after all parts are assembled together [33]. This film was removed during the
operation.

The effect of compression pressure on the mechanical and thermal properties of
gas diffusion layers (GDL) was investigated by Nitta et al. [34]. The stress-strain
curve of the GDL shows one nonlinear and two piecewise linear regions within the
compression pressure range of 0–5.5 MPa [34]. In an actual fuel cell assembly, the
rib/channel structure of the neighboring bipolar plate leads to inhomogeneous
compression pressure over the GDL. The compression force is exerted practically
only on the GDL under the rib of the bipolar plate but not under the channel.
Therefore, the GDL under the rib is deformed and becomes thinner, while the
GDL under the channel partially intrudes into the channel.

The thermal conductivity of the compressed gas diffusion layers (GDL) is
approximated to be 1.18 � 0.11 Wm�1 K�1 at room temperature and is independent
of the compression pressure. The computer modeling shows that the thermal contact
resistance between the GDL and graphite is comparable to the thermal bulk resis-
tance of the GDL and decreased nonlinearly with increasing compression pressure.
A temperature drop of 1.7–4.4 �C was also predicted across the GDL and catalyst
layer depending on compression pressures.
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9.7 Summary

Mathematical modeling used conservation equations for momentum, mass, species,
charge, and energy, to investigate the heat transfer and temperature distribution in the
cathode along with the multiphase and multi-species transport under the steady-state
condition. This model shows that (1) the water saturation is under the influence of
stoichiometry of reactants and relative humidity and (2) the possible flooding can be
reduced by the back-diffusion of water from the cathode to the anode. Multiple
feedback control schemes are used to address the transient water, pressure, and
temperature management problem of a PEMFC system. The pressure regulation
requirement stems from membrane safety consideration. The resultant nonlinear
controller is robust and is proved to be insensitive to parametric uncertainty,
maintaining performance around any equilibrium point.

Acknowledgment The author thanks Dr. Jingbo Liu and Dr. Bashir for their support and encour-
agement to finish this review chapter.
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Abstract
The fundamentals of solid oxide fuel cell (SOFC) and computational thermody-
namics, using the CALPHAD (CALculation of PHAse Diagrams) approach, are
reviewed in this chapter. The thermodynamic database development for perov-
skites and fluorites is especially discussed. In addition, the application of com-
putational thermodynamics to the cathode and electrolyte of SOFC is also
discussed in detail including the defect chemistry and quantitative Brouwer dia-
grams, electronic and ionic conductivity, cathode-electrolyte triple phase bound-
ary (TPB) stability, thermomechanical properties of perovskite cathode, the effect
of gas impurities like CO2 to the phase stability of cathode, and phase diagram
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10.1 Introduction

10.1.1 Solid Oxide Fuel Cell

A state-of-the-art fuel cell is considered an electrochemical conversion device,
which is able to produce electricity directly from oxidizing a fuel. Fuel cells are
mainly classified by their electrolyte material. Solid oxide fuel cells (SOFCs) have a
solid oxide or ceramic electrolyte to conduct oxygen ions from the cathode side to
the anode side. High efficiency, long-term stability, fuel flexibility, low emission, and
relatively low cost are all included as advantages of this class of fuel cells. However,
besides all these advantages, high operating temperature (500–1000 �C), which
results in longer start-up times and mechanical and chemical compatibility issues,
is the most significant disadvantage of this device. Figure 10.1 shows a scheme of a
SOFC and its parts. A SOFC is mainly made up of three layers of cathode,
electrolyte, and anode. There is also a layer of interconnections between them.

A single SOFC, consisting of these three layers stacked together, has dimensions
of a few millimeters in thickness and connects hundreds of these cells in a series
forming an SOFC stack. The electrical and ionic activation of cell parts occurs when
high temperature is reached, and as a consequence, the stacks have to run at
temperatures ranging from 500 �C to 1000 �C. The oxygen reduction reaction
(ORR) in order to form oxygen ions occurs at the cathode compartment as illustrated
in Eq. 10.1. These ions diffuse through the electrolyte to the anode, where they
electrochemically oxidize the fuel. In the anode reaction, a water by-product is given
off as well as two electrons as shown in Eq. 10.2. These electrons then flow through
an external circuit, where they can do useful work. The cycle then repeats as those
electrons enter the cathode material again. The SOFCs have a wide variety of
applications, such as its use as auxiliary power units in hybrid or electronic vehicles
or stationary power generation with outputs from 100 W to 2 MW. The higher
operating temperatures make SOFCs suitable candidates for application with heat

Syngas
(hydrogen & carbon monoxide)

Electron Flow

Oxygen lons

Carbon dioxide & water
Anode Electrolyte Cathode

Excess oxygen

Oxygen

Fig. 10.1 Solid oxide fuel cell parts and reaction scheme [1]
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engine energy recovery devices or combined heat and power, which further increase
overall fuel efficiency [2] and Eqs. 10.1 and 10.2:

O2 þ 4e� ! 2O2� (10:1)

H2 þ O2� ! 2e� þ H2O (10:2)

10.1.2 Cathode

The cathode is a thin porous ceramic layer on the electrolyte where oxygen reduction
reaction (ORR) takes place. The overall ORR is written in Kroger-Vink notation
(Eq. 10.3):

1

2
O2 gð Þ þ 2e0 þ V ••

O ! O�
O (10:3)

where e0 represents an electron, V ••
O vacancy of oxygen site with double positive

charge, and Ox
O an oxygen ion sitting on an oxygen lattice site with neutral

charge.
Cathode ceramic must be electronically conductive. Currently, lanthanum stron-

tium manganite (LSM) is the choice of cathode material especially for commercial
use due to their compatibility with doped zirconia electrolytes. Thermomechanically,
LSM has a similar coefficient of thermal expansion (CTE) to yttria-doped zirconia
(YSZ) and thus limits stress buildup due to mismatch in the CTE. Additionally, the
LSM has low level of chemical reactivity with YSZ electrolyte, which avoids
degradation of the cathode and electrolyte materials and extends their lifetime. On
the other hand, LSM is considered a poor ionic conductor, and this property results in
an electrochemically active reaction which is limited only to the triple phase
boundaries (TPBs), where the electrolyte, air, and electrode interact. The LSM
works well as a cathode at high temperatures (800–1200 �C). However, its perfor-
mance quickly drops as the operating temperature is lowered below 800 �C. A
potential cathode material must be able to conduct both electrons and oxygen ions
in order to increase the reaction zone beyond the TPBs. To address these issues,
composite cathode composed of LSM-YSZ has been used to increase the reaction
length. Mixed ionic and electronic conducting (MIEC) ceramics, such as perovskite
lanthanum strontium cobalt ferrite (LSCF), are also being researched for use in
intermediate temperature SOFCs as they are more active and can make up for the
increase in activation energy of the reaction [3].

10.1.3 Electrolyte

Electrolyte in SOFCs is a dense ceramic, which can conduct oxygen anions.
The electronic conductivity of electrolyte has to be as low as possible to
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prevent energy losses. The high operating temperatures of SOFCs allow the
kinetics of oxygen ion transport to ensure good performance. However, as the
operating temperature approaches the lower limit for SOFCs, the electrolyte
begins to have large ionic transport resistances and affect performance. Popular
electrolyte materials are YSZ (often 8 mol% yttria-8YSZ), scandia-stabilized
zirconia (ScSZ) (usually 9 mol% Sc2O3-9ScSZ), and gadolinium-doped ceria
(GDC) [4]. The electrolyte material has a critical influence on the cell perfor-
mance [5]. Therefore, it is important to select a material for the electrolyte,
which does not chemically interact with cathode or anode materials. The current
target in the related research areas is to reduce the SOFCs’ functional temper-
ature without reducing the ionic conductivity. This can broaden material choices
for SOFC, and many existing problems such as degradation of the cell at high
temperature can be potentially solved.

10.1.4 Anode

The ceramic anode layer must be very porous to allow the fuel to flow toward the
electrolyte. Similar to the cathode, the anode must conduct electrons, with ionic
conductivity, which is considered a positive attribute. The most common anode
material used and commercially utilized is a cermet made up of nickel mixed with
the ceramic material that is used for the electrolyte in that particular cell, typically
YSZ nanomaterial-based catalysts. The anode is commonly the thickest and stron-
gest layer in each individual cell and is often the layer that provides the mechanical
support. One of the functions of the anode allows for the oxygen ions to diffuse
through the electrolyte to oxidize the hydrogen fuel. The redox reaction between the
oxygen ions and the hydrogen produces heat as well as water and electricity as
shown in Eq. 10.2 [3].

10.1.5 Current Status of SOFC Development

All the research efforts are going now in the direction of lower-temperature SOFCs
(600 �C). Low-temperature systems can reduce the overall costs by reducing insu-
lation, material design, start-up time, and degradation-related costs. Higher operating
temperatures result in temperature gradient increase and the severity of thermal
stresses [2]. Another possibility for intermediate temperature (650–800 �C) systems
is the use of cheaper metallic materials with better mechanical properties and thermal
conductivity.

There are a lot of fundamental works, which have been undertaken on the cathode
improvement in order to accelerate the ORR and increase the total efficiency of the
cell. This extensive research on defect chemistries of the cathode, electrolyte, and
anode has been carried out for almost a century as it is closely linked with the
thermodynamic equilibria, thermomechanical properties, electrical conductivity,
electromechanical properties, superconductivity, catalytic activity, and
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thermoelectric properties in metal oxides [6]. Even though those efforts were proven
successful for certain binary and ternary compounds [7], there is still lack of
approach to effectively understand the accurate defect chemistry, especially for
multicomponent metal oxides [8, 9].

The other issue on the cathode side, which is widely being studied, is formation of
new secondary phases on the surface (solid-gas interface) and at the TPBs due to the
chemical reactivity of the cathode constituents with the gas species in the air, such as
CO2. The CO2 is considered the main gas-phase impurity on the cathodic side in
SOFCs. Any leakage of exhaust gas from the anode side as a result of anode reaction,
which may contain up to 30 vol.% CO2, can lead to exposing the cell components,
especially the cathode, to high concentrations of CO2 [10, 11]. The cathode degra-
dation, due to the formation of unwanted secondary phases as a result of reactions
among cathode, electrolyte, and certain gas-phase species, would impact the long-
term stability of the device and lower its efficiency. Studies have shown that the
formation of Sr-containing phases, especially below the operating temperatures, is
the main reason for lowering the electronic conductivity and blocking oxygen-
transferring path for ORR [12–14].

Most commonly, solid electrolyte materials which are used in SOFCs are YSZ,
doped ceria (e.g., gadolinium-doped, GDC, and samaria-doped ceria, SDC),
stabilized Bi2O3, and strontium/magnesium-doped lanthanum gallate (SMLG).
A typical SOFC has an electrolyte with YSZ; since YSZ-based SOFCs are required
to operate at high temperature of 800–1000 �C, researches are underway to replace
YSZ with another material, which can operate at lower temperatures, with at least
the same efficiency as YSZ [15]. In the following section, the most prominent
experimental and simulation efforts to address the SOFCs’ current issues have
been summarized.

10.2 Previous Efforts on Improvement of Cathode-Electrolyte
Properties

As it was discussed previously, the electrical conductivity, thermomechanical prop-
erties, and phase stability of cathode-electrolyte are considered the main issues of
current SOFCs that need to be solved for their efficiency enhancement. In this
regard, outcomes from the different research groups have been reviewed, and
limitations of these works have been discussed.

10.2.1 Electrical Conductivity of LSM

The dominant conduction mechanism, which is widely used for perovskite, is shown
in Eq. 10.4:

σtot ¼ σion þ σe þ σh (10:4)
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where σtot, σion, σe, and σh illustrate the total electrical conductivity, ionic conduc-
tivity, and the electronic conductivities due to electrons and electron-holes, respec-
tively. In LSM, σion is extremely low, and the dominant electronic conductivity is
determined by the electron-hole mechanism, i.e., σe can be neglected [16–18].

Several different conduction mechanisms have been proposed for LSM from
various groups [16–20]. They all agreed that conductivity is closely related to the
defect chemistry inside LSM. The σion is proportional to the V ••

O

� �
, while σe and σh

are proportional to Mn0Mn

� �
(0, single negative charge) and Mn •

Mn

� �
(•, single positive

charge) due to the electron jump between Mn2+ and Mn3+ states as well as Mn4+ and
Mn3+ states, respectively. It was also reached an agreement that the concentration of
Mn2+ should be much less than that of Mn4+ [16–18]. However, the quantitative
concentration of critical species, such as Mn2+, Mn3+, and Mn4+, is still not clear.

The Brouwer diagram developed in 1954 [21] is still considered as the most
classical method for quickly capturing the involved defect chemistries. In previous
approaches, the defect equilibria in the Brouwer diagrams were divided into several
regimes; in each regime, only the dominant equilibria are considered, which show
the trends of point-defect concentrations, but the quantitative relationships between
species concentrations with various parameters are not typically available. In order
to address this issue, some critical assumptions were considered to calculate the
species concentrations quantitatively [16–18]. There were mainly two different
models, which are summarized as the random-defect model and the cluster-defect
model. Both of these models assume various species inside, contributing to the
defects. In the cluster-defect model, it was assumed that certain clusters may form
due to the strong local species interactions. In the cluster-defect model proposed by
Van Roosmalen and Cordfunke [22], charge disproportionation was also considered.
However, it was assumed that the neutral defect cluster is Mn0Mn � V ••

O

� ��Mn0Mn

� �
based on the consideration of the MnO6 octahedron local structure. In the random-
defect model, Sr0La,Mn •

Mn, and V
••
O were initially considered as the main defects [23]

based on the previous effort in the modeling of LaCrO3 [24–26]. It was assumed that
the addition of Sr introduced charge imbalance into the system, which was balanced
electronically by the formation of Mn4+ from oxidation of Mn3+ ions and ionically
forming oxygen vacancies. This model was later improved by considering the
critical charge disproportionation reaction, i.e., a pair of Mn3+ ions decomposed
into a pair of Mn2+ and Mn4+ ions, proposed by Kuo et al. [27] to interpret the defect
chemistry reactions for oxygen nonstoichiometry (δ) modeling, as well as electrical
conductivity calculation of (La,Sr)MnO3, which was similar to the one proposed for
La1�xSrxFeO3�δ [28].

Based on the comparison and also the study of defects of mole fraction for the two
models by Yasuda and Hishinuma [23], the cluster-defect model was chosen, as it
was assumed that electrons would be trapped in the cluster and not contribute to the
electronic conductivity. The only contribution would come from the electron-hole
mechanism, which was associated with the free Mn4+ ions. The main argument was
the model had better agreement with the thermogravimetric experimental data in
comparison with that from the random-defect model. However, the later
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comparisons of these two models were carried out in other studies, which proved the
random-defect model was able to better reproduce the thermogravimetric data
[28]. All of the following researchers preferred the random-defect model to predict
defect sides. For example, Nowotny and Rekas [18] assumed the dominant conduc-
tion mechanism was from the Mn4+ ions and carefully compared the random-defect
model and the cluster-defect model for (La,Sr)MnO3�δ with experimental data from
Kuo et al. [29]. It was concluded that the random-defect model matched better with
experimental data [18]. Willy Poulsen [16] and Zhou and Anderson [17] also
investigated the defect chemistry to calculate the electrical conductivity of perov-
skites. Their model is essentially close to Nowotny and Rekas’ [18] proposed model,
with the assumptionMn0Mn can be neglected. As a result,Mn •

Mn can be considered as
the only charge carrier.

One recent defect chemistry analysis was carried out by Lee and Morgan
[30]. The relationships of defect formation enthalpies with defect concentration
were obtained from the calculated ab initio defect energies and oxygen non-
stoichiometry of LaMnO3, which also adopted the random-defect model. It is in
general agreed that the dominant defect reactions for LSM based on the random-
defect model [16–18, 30] are listed in Eqs. 10.5, 10.6, 10.7, 10.8, 10.9, and 10.10:

Mn •
Mn þ O�

O ¼ Mn�B þ V ••
O

� �þ 1

2
O2 gasð Þ Reduction, redð Þ (10:5)

Kred ¼
Mn�B
� �

V ••
O

� �
PO2
½ �12

Mn •
B½ � O�

O

� � (10:6)

6Mn�B þ 3

2
O2 gasð Þ ¼ 6Mn •

Mn þ V
000
A þ V

000
B þ 3O�

O Oxidation, oxð Þ (10:7)

Kox ¼
Mn •

B½ �6 V
000
A

� �
V

000
B

� �
O�

O

� �3
Mn�B
� �6

PO2
½ �32

000
, triple negative charge

� �
(10:8)

2Mn�B ¼ Mn •
Mn þMn0B Charge Disproportionation, ch:dispð Þ (10:9)

Kch:disp ¼
Mn0B
� �

Mn •
B½ �

Mn�B
� �2 (10:10)

which is the same as the dominant defect reactions in LaMnO3; the addition of Sr
will only change the reaction constants.

However, the above defect chemistry analyses and the proposed conduction
models on LSM share the following common problems:

1. They were all developed based on certain assumptions on the concentration
relationship of different elements or ions, which might be valid only in certain
composition ranges.

288 S. Darvish et al.



2. Their models did not consider phases other than the LSM perovskite inside the
La-Sr-Mn-O system.

3. The Gibbs free energy of LSM perovskite was not considered in their model.
Thus, the quantitative concentration of species could be significantly different
from the real concentrations.

4. None of the nonstoichiometric compositions, i.e., the composition ratio in A site
and B site away from 1:1, was not considered.

10.2.2 Gas Species Impact on Cathode

Despite the potential of the LSM and LSCF as a cathode, chemical instability on the
surface (solid-gas interface) and at the triple phase boundaries (TPBs) was reported
as a result of impurities, such as CO2, in the atmosphere. The formation of SrCO3 on
the surface of LSM has been reported experimentally by Hu et al. [31, 32] as a result
of the introduction of CO2 to the system. In their work, it was claimed that the
segregated particles might be SrCO3 due to the high atomic percentage of Sr, C, and
O on the surface according to Auger electron spectroscopy (AES) data. Similar
researches have been carried out for La0.6Sr0.4Co0.2Fe0.8O3�δ (LSCF-6428) by Oh
et al. [33], Zhao et al. [34], Yu et al. [10], and Simner et al. [35]. In Oh et al.’s work
[33], it was observed that submicron particles are formed on the surface after heat
treatment in the air, and a higher area density of secondary phases was formed with
increasing temperature. Some unidentified Sr-O compounds were reported with the
observed increase of Sr peak intensity and the decrease of La, Co, and Fe peak
intensities. However, the exact phase and composition of these particles were not
clearly reported. In addition, it was observed that no secondary phases were formed
on the surface of the samples, which were heat treated in an N2 atmosphere
containing 0.1 vol.% O2, even at higher temperatures.

In another study by Zhao et al., pressed LSCF-6428 powders were sintered
at 1350 �C for 5 h in the air [34]. These samples were heat treated at 800 �C in
the air for 96 h. The formation of micron-sized particles on the grain boundaries
and submicron particles on the grain surface of heat-treated samples was
observed. The EDS mapping revealed that submicron particles are Co-rich
(corresponded with Co3O4), while the fine particles are Sr-rich. Due to the
majority of segregated particles on the grain boundaries (Co-rich), it was
suggested that migration and segregation of Co species are more favorable as
compared to Sr-rich segregated particles. Such observation was also mentioned
in several other works [36, 37].

In Yu et al.’s work [10], LSCF-6428 thin films deposited by pulsed laser deposition
(PLD) were exposed to two different atmospheres containing 30% CO2-21% O2-49%
N2 (referred to as high CO2 atmosphere) and 21% O2-79% N2 (referred to as CO2-free
atmosphere). It is worth noting that ~400 ppm CO2 existed in their “CO2-free atmo-
sphere.” Real-time total reflection X-ray fluorescence (TXRF) spectroscopy results
showed Sr segregation on the surface of LSCF during annealing in both high CO2 and
CO2-free atmospheres. The results obtained from ex situ hard X-ray photoelectron
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spectroscopy (HAXPES) were fitted, and the formation of the surface oxide and
carbonate was reported, which corresponded with SrO and SrCO3. Additionally, it
was reported that the precipitates formed in the high CO2 atmosphere are significantly
larger than those in the CO2-free atmosphere. Two different mechanisms were pro-
posed: (1) two-step mechanism, i.e., Sr reacts with O to form SrO, and then SrCO3

forms as a result of the reaction between SrO and CO2, and (2) one-step mechanism,
i.e., LSCF reacts with CO2, directly, to form SrCO3. These mechanisms were analyzed
using density functional theory (DFT) to calculate the Gibbs free energy changes as a
function of PCO2

and temperature for La0.75Sr0.25Co0.25Fe0.75O3 at fixed oxygen
vacancy concentrations to obtain stability diagrams. These stability diagrams provided
SrCO3 stability thresholds that can be discerned from the computed ΔG values as
shown in Fig. 10.2. IncreasingPCO2

and decreasing temperature result in the formation
of more SrCO3. Overall, it was predicted that the secondary phase formed on the
surface of heat-treated sample in 30 vol.% CO2, which was claimed as SrCO3, acted as
a diffusion barrier and enhanced the segregation kinetics. Similar phenomenon was
claimed in the follow-up article [38].

In Simner’s work [35], the LSCF-6428 cathode was screen printed on an anode-
supported YSZ electrolyte and sintered at 1050 �C for 2 h. The atmosphere
containing 48.5% H2-48.5% N2-3% H2O was flowed to the anode and air to the
cathode. Electrochemical impedance spectroscopy (EIS) revealed a decline in the
cell performance, while X-ray photoelectron spectroscopy (XPS) data revealed Sr
segregation from the cathode. Field-assisted kinetic demixing was suggested as a
possible mechanism for the Sr segregation, which led to cell degradation.

10.2.3 Phase Stability at Cathode-Electrolyte Interface

It has been reported that two zirconated phases, i.e., La2Zr2O7 (LZO) and SrZrO3

(SZO), would be formed at the TPB under different conditions, and their formation is
influenced by different factors like the stoichiometry of LSM and YSZ, the
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LSM/YSZ ratio, the microstructure of the interface, and the temperature
[39–44]. The electrical conductivity of these two zirconated phases is of several
magnitudes lower than those of LSM and YSZ [45–47], both zirconate phases
formed at the interface lead to an increase in both the resistance and the overpotential
of the LSM cathode. Even inclusion of very low amounts of zirconate will greatly
damage the performance of the whole cell. Understanding the factors influencing the
zirconate formation is obviously advantageous not only to improve the initial
performance of SOFCs but also to reduce the long-term degradation of SOFCs
operated at intermediate temperatures (800–900 �C).

10.2.4 Thermomechanical Properties of Perovskites

Thermomechanical property of alkaline earth (AE) metal-doped lanthanum manga-
nite La1�xAExMnO3+δ (LMO) is one of the most important reasons to be
considered as the promising materials to be used as a cathode in solid oxide fuel
cell (SOFC) [48]. However, it has been shown that the interface stability may
become a problem in the long-term application, and the thermomechanical property
may be one of the most important failure mechanisms [49].

It is well known that the thermomechanical property and weight loss mechanism
of perovskites are linked with each other. A study by Mori [50] showed that sintered
La1�xSrxMnO3+δ perovskites with Sr content of x ~ 0–0.4 shrink during thermal
cycling between 600 and 1100 �C under an oxidizing atmosphere, which generates
stress in the SOFC stack. This volume change is attributed to the change in the
oxygen vacancy by absorbing and releasing oxygen in high temperatures [51]. In
addition to the generated stress in cathode under current load, cation vacancies in
LSM could also cause the diffusion of cations from the interface to an outside
environment. Due to an increase in the number of TPBs, this phenomenon might
look helpful at first, but its continuation increases the interface resistance and
deteriorates adhesion at the interface. Mori et al. [50] have also reported a permanent
change in sample dimensions with thermal cycle experiments. The A site metal in
lanthanum manganite and oxygen create a cubic close packed structure, in which
oxygen content is 3 and excessive oxygen is attributed to cation vacancies rather
than interstitial oxygen atoms. Mori [52, 53] hypothesized that the release of oxygen
at high temperature and formation of vacancies are due to charge compensation.
Since ionic radius of Mn3+ (978.5 pm) and Mn2+ (81 pm) is larger than Mn4+

(67 pm), by reducing the Mn4+ to Mn3+, the crystal lattice expands with charge
compensation. However, in the case of alkaline earth (AE) metal-doped LMO
compound, the structure is more complex at high temperatures. Under oxidizing
atmosphere at high temperatures, various perovskite compounds are present in the
structure that complicates the behavior of the material in that condition.

Despite the various investigations that show the thermomechanical behavior of
LSM at high temperatures, the exact mechanism of this phenomenon has not
established yet, and most of the research is focused on suppressing the effect by
changing the composition of the compound [54, 55]. It has been shown [56] that
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replacing Mn in LSM structure by Mg, Cr, Co, Al, and especially Ni could prevent
the thermal cycling shrinkage. Changing the concentration of lanthanum and par-
tially replacing it by another lanthanide could also enhance the volume stability in
high-temperature cycles.

10.2.5 The YSZ Electrolyte

The yttria-stabilized zirconia (YSZ) is of particular importance due to its critical
application. Tetragonal polymorph is applied as an advanced structural ceramic-like
tooth crowns and jet engines due to its high toughness [57–59]. Cubic polymorph is
capable of conducting oxygen ions due to the highoxygenvacancy concentration,which
increases with temperature increase [58]. This special characteristic has made cubic
polymorph as a perfect choice for oxygen sensors and electrolyte in SOFCs [60–62].

Pure zirconia (ZrO2) undergoes a phase transformation from monoclinic, which is
stable at room temperature, to tetragonal at about 1000 �C and then to cubic phases at
about 2370 �C, with ZrO2 melting at about 2690 �C [58, 63]. Obtaining stable sintered
zirconia ceramic product is difficult because of the large volume change in the transfor-
mation between tetragonal andmonoclinic [64]. On the other hand, cubic phase needs to
be stable in the wider range of temperature to be applicable in desired applications.

Ruff and Ebert [65] found that stabilizing tetragonal (t-) or cubic (c-) phases can
be achieved by doping, and one of the appropriate dopants for zirconia is yttria
(Y2O3). By adjusting the molar percentage of yttria, tetragonal or cubic phases can
be stabilized. Therefore, the problem of large volume change in tetragonal to
monoclinic transition will be removed since there is no tetragonal to monoclinic
transformation anymore. Also, the cubic phase will be stable at lower temperatures
and can be applied in various applications. When the tetragonal phase is stable, it is
called partially stabilized zirconia (PSZ), and when the cubic phase is stable, it is
called fully stabilized zirconia (FSZ). The Y2O3 makes cubic or tetragonal phases
stable by the substitution of some of the Zr+4 ions (with small ionic radii) with Y+3

ions (which are larger ionic radii) [66]. This produces oxygen vacancies, as three
O�2 ions replace four O�2 ions.

Several research groups have tried to evaluate the changes in the transformation
temperatures as a function of grain size for the (nano) n-YSZ system [57, 58, 67,
68]. The total surface energy is consisting of specific surface energy and surface area.
Thus, to defineGibbs energy of the n-YSZ system, the specific surface energy has to be
measured. According to the capability of microcalorimetry method to measure the
specific surface energy of nanoparticles, Drazin and Castro applied water adsorption
microcalorimetry theory to measure multiple specific surface energies in the n-YSZ
system for yttria mole fraction of 0–0.2 (dimensionless unit) at room temperature [69,
70]. The experiments were done for m-ZrO2, t-ZrO2, c-ZrO2, and amorphous phases
with the particle size of 32.4–39.8 nm, 14.2–17.7 nm, 4–6.3 nm, and 1–1.1 nm,
respectively. The stability range of each crystal structure is determined by the particle
size, temperature, and composition [71]. The electrical conductivity of n-YSZ can be
significantly different in different crystal structures, temperatures, and compositions.
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10.3 Background of Computational Thermodynamics
and Modeling

The CALPHAD (calculation of phase diagram) approach models complex phase
equilibria in multicomponent systems through computer coupling of phase diagrams
and thermochemistry [72, 73]. Its theoretical basis is the thermodynamic description
of individual phases. The model used here is with respect to the compound energy
formalism [74] based on the CALPHAD approach proposed by Grundy [28]. The
compound energy formalism is determined to model the thermodynamic features of
phases with more than one sublattice.

10.3.1 The CALPHAD Approach

The thermodynamic description of perovskites and fluorites has been developed with
the CALPHAD approach through computer coupling of phase diagrams and ther-
mochemistry [72, 73]. Its theoretical basis is thermodynamic modeling of individual
phases. This approach was initially introduced by Kaufman [72] to model the
complex phase equilibria in multicomponent alloys.

10.3.2 Gibbs Energy Description for Individual Phases

10.3.2.1 Pure Elements and Stoichiometric Compounds
For pure elements, the most commonly used model is suggested by the Scientific
Group Thermodata Europe (SGTE) [75] and has the following form (Eq. 10.11):

Gm � HSER
m ¼ aþ bT þ cTlnT þ dT2 þ . . . (10:11)

The left-hand side of Eq. 10.11 is defined as the Gibbs energy relative to a standard
element reference state (SER), where HSER

m is the enthalpy of the element in its stable
state at 298.15 K. Coefficients a, b, c, and d are the model parameters. This model is
also preferable for stoichiometric compounds when heat capacity information is
available. For those stoichiometric compounds that heat capacity information is not
available, Neumann-Kopp’s rule is assumed, which is ΔCp = 0. The Gibbs energy of
the binary stoichiometric compound A1�xBx can be expressed in Eq. 10.12:

∘GA1�xBx
m ¼ 1� xð Þ∘GΦ

A þ x∘GΦ
B þ aþ bT (10:12)

where ∘GΦ
i is the molar Gibbs energy of the pure element i with the structure Φ from

Dinsdale [76].

10.3.2.2 Multicomponent Solution Phases
For multicomponent solution phases, the Gibbs energy is expressed by the following
general formula in Eq. 10.13:
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Gm ¼ ∘Gm þ ΔidealGm þ ΔxsGm (10:13)

where ∘Gm is the Gibbs energy of a mechanical mixture of pure components,
ΔidealGm denotes the contribution from the configurational entropy of mixing, and
ΔxsGm is the excess Gibbs energy due to interactions between the components.
Sublattice models have been used to describe solution phases [77, 78]. For example,
intermetallic phases in an A-B-binary system can be described by a two-sublattice
model, written as (A, B)an(A, B)b, where subscripts a and b denote the number of
sites of each sublattice, respectively. The three terms are expressed in Eqs. 10.14,
10.15, and 10.16:

∘GΦ
m ¼ yIAy

II
A∘G

Φ
A:A þ yIAy

II
B
∘GΦ

A:B þ yIBy
II
A
∘GΦ

B:A þ yIBy
II
B
∘GΦ

B:B (10:14)

ΔidealGΦ
m ¼ aRT yIA ln y

I
A þ yIB ln y

I
B

� 	þ bRT yIIA ln y
II
A þ yIIB ln y

II
B

� 	
(10:15)

ΔxsGΦ
m ¼ yIAy

I
B yIIA

Xk

k¼0
LΦA,B:A yIA � yIB

� 	k þ yIIB
Xk

k¼0
LΦA,B:B yIA � yIB

� 	k� �
þ yIIAy

II
B yIA

Xk

k¼0
LΦA:A,B yIIA � yIIB

� 	k þ yIB
Xk

k¼0
LΦB:A,B yIIA � yIIB

� 	k� �
(10:16)

where yI and yII are the site fractions of A and B in the first and second sublattices,
respectively. The ∘GΦ

I:J is the Gibbs energy of the end-member of IaJb; kL
Φ
A,B:� (

kLΦ�:A,B)
are the interaction parameters between componentA andB in thefirst (second) sublattice.
In this notation, a colon (:) separates components occupying different sublattices, and a
comma (,) separates interacting components in the same sublattice. These equations can
be generalized for phases with multicomponents and multisublattices [78], and they
reduce to a random substitutional model when there is only one sublattice.

10.3.2.3 Ionic Solid Solution Phases
Different from the typical description of solution phases as mentioned above, the
ionic solid solutions are described in this work for perovskites and fluorites by the
compound energy model (CEM) [78], in which ionic species are assumed to mix
independently on a series of separate sublattices.

The description of a solution phase in terms of sublattices defines a volume in
composition space in which the phase is contained. The CEM is based on the Gibbs
energy of the corner points of this volume, which are regarded as “compounds.” For
ionic solutions, some corner points may correspond to charged compounds which
are then used purely in a formal way. Only neutral compounds can have a physical
meaning. Furthermore, the neutral corner points may represent stable and metastable
compounds as well as unstable hypothetic ones. For example, in the ionic solid phase
(Ax+,By+)a(C

z�,Va)b, the four end-members are (Ax+)a(C
z�)b, (Ax+)a(Va)b,

(By+)a(C
z�)b, and (By+)a(Va)b, and its Gibbs energy is described in Eq. 10.17:
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G Axþ,Byþð Þa Cz�,Vað Þb
m ¼yAxþyCz�0GAxþ:Cz� þ yAxþyVa

0GAxþ:Va

þ yByþyCz�0GByþ:Cz� þ yByþyVa
0GByþ:Va

þ RT a yAxþ lnyAxþ þ yByþ lnyByþð Þ þ b yCz� lnyCz� þ yValnyVað Þ½ �
þ xsG Axþ,Byþð Þa Cz�,Vað Þb

m

(10:17)

10.3.3 Thermodynamic Database Development for Perovskites

The most significant advantage of the CALPHAD approach is that all the possible
defect reactions have been already considered by the modeling choice, which was
initiated by Grundy for LaMnO3 perovskite [79], which is different from alloys. The
successful thermodynamic database development for perovskites relies on three
important inputs as shown in Fig. 10.3: first, the experimental data on phase
equilibria; second, the experimental data with the TGA test; and third, analysis of
the dominant defect reactions. With the Gibbs energy description of the perovskites
by using the ionic model, it was proven that only the thermodynamic model, which
correctly captured the defect chemistry involved in perovskites, was able to fit the
experimental data, as shown in similar works such as those described for La-Co-O
[80], La-Ca-Fe-O [81], La-Sr-Co-O [82–84], and La-Sr-Cr-Mn-O [85] systems. In
the following subsections, the details of how the thermodynamic database was
constructed will be elaborated by using the example of LaCoO3�δ.

10.3.3.1 Defect Analysis
Defect analysis was carried out to study appropriate thermodynamic models for
LaCoO3�δ. Conventionally, Co

2+ and Co3+ were assumed in LaCoO3�δ, to take into
account the oxygen deficiency, and a simple three sublattice model, (La3+)1(Co

2+,

TGA Exp.
Data

Gibbs
Energy

Min.

Phase
Stability

Defect
Chemistry

Fig. 10.3 Inputs for
thermodynamic database
development in the
CALPHAD approach
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Co3+)1(O
2�, Va)3, was initially used to describe LaCoO3�δ with Va representing

vacancies. The reaction of charge transfer is described in Eq. 10.18:

La3þ
� 	

Co3þ
� 	

O2�� 	
3
$ La3þ

� 	
Co2þ
� 	

O2�
5=6,Va1=6

� �
3
þ 1=4O2 gasð Þ (10:18)

Casting the Kroger-Vink notation [86] to the current sublattice model, the defect
reaction can be written as described in Eq. 10.19:

3=6O2� þ Co3þ $ 3=6Vaþ Co2þ þ 1=4O2 gð Þ (10:19)

The equilibrium constant of this reaction in terms of compositions is described in
Eq. 10.20:

K2 ¼
Va½ �1=2 Co2þ

� �
P
1=4
O2

O2�� �1=2
Co3þ
� � (10:20)

where P
1=4
O2

is the oxygen partial pressure. For small defect concentrations,

[O2�]1/2[Co3+] is approximately equal to 1. [Co2+] = 1/2[Va] can be obtained from
Eq. 10.18 for electroneutrality. Therefore, the relationship can be expressed as that
described in Eq. 10.21:

P
�1=4
O2

/ Va½ �3=2 i:e log Va½ � / � 1

6
logPO2

(10:21)

That means when log[Va] is plotted as a function of logPO2
, the slope would be

about�1=6. However, the slopes from experimental data are close to�1=2 as shown in
Fig. 10.4. Therefore, (La3+)1(Co

2+, Co3+)1(O
2�, Va)3 is not a proper model to

describe the oxygen defects of LaCoO3�δ.
The charge disproportionation defect reaction can be expressed as the following

Eq. 10.22:

2Co3þ $ Co2þ þ Co4þ (10:22)

The equilibrium constant of this reaction is described in Eq. 10.23:

K5 ¼
Co2þ
� �

Co4þ
� �

Co3þ
� �2 (10:23)

The oxygen deficiency can be generated when Co4+ transfers into Co3+ or Co3+

transfers into Co2+, which would give similar results. The former can be expressed as
described in Eq. 10.24:

O2� þ 2Co4þ $ Vaþ 2Co3þ þ 1

2
O2 gð Þ (10:24)

296 S. Darvish et al.



Its equilibrium constant is described in Eq. 10.25:

K7 ¼
Co3þ
� �2

Va½ �P1=2
O2

Co4þ
� �2

O2�� � (10:25)

At low oxygen deficiencies, the charge disproportionation reaction is dominant,
and [Co2+ = [Co4+] can be assumed from Eq. 10.22, and then Eq. 10.26 is derived:

K5 � K7 ¼ Va½ �P1=2
O2

(10:26)

which gives Eq. 10.27:

log Va½ � / �1=2logPO2
(10:27)

This slope is in agreement with the experimental data in the literature shown in
Fig. 10.4 as mentioned above.

10.3.3.2 Perovskite Gibbs Energy Construction
Based on the above discussions, LaCoO3�δ was modeled using the compound-energy
model [88] to describe the mixing of ions and vacancies on the three sublattices, (La3+,
Va)1(Co

2+, Co3+, Co4+, Va)1(O
2�,Va)3, where Va stands for the vacancy.
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Fig. 10.4 The oxygen
deficiency of LaCoO3�δ as a
function of oxygen partial
pressure compared with the
experimental data by
Seppanen et al. [87] at
different temperatures. The
deviation of calculated log
(PO2) relative to experimental
data is 4.0% [80]
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The Gibbs energy of this phase is represented by the weighted sum of
16 end-members plus the entropy of mixing in each sublattice and the excess
Gibbs energy as shown in Eq. 10.28:

GLaCoO3�δ
m ¼ yLa3þyCo2þyO2�∘GLa3þ:Co2þ:O2�

þ yLa3þyCo3þyO2�∘GLa3þ:Co3þ:O2� þ yLa3þyCo4þyO2�∘GLa3þ:Co4þ:O2�

þ yLa3þyCo2þy
III
Va

∘GLa3þ:Co2þ:Va þ yLa3þyCo3þy
III
Va

∘GLa3þ:Co3þ:Va

þ yLa3þyCo4þy
III
Va

∘GLa3þ:Co4þ:Va þ yLa3þy
II
Va

∘yO2�∘GLa3þ:Va:O2�

þ yLa3þy
II
Vay

III
Va

∘GLa3þ:Va:Va þ yIVa yCo2þyO2�∘GVa:Co2þ:O2�

þ yIVayCo3þyO�2
∘GVa:Co3þ:O2� þ yIVayCo4þyO2�∘GVa:Co4þ:O2�

þ yIVayCo2þy
III
Va

∘GVa:Co2þ:Va þ yIVayCo3þy
III
Va

∘GVa:Co3þ:Va

þ yIVayCo4þy
III
Va

∘GVa:Co4þ:Va þ yIVay
II
VayO2�∘GVa:Va:O2�

þ yIVay
II
Vay

III
Va

∘GVa:Va:Va þ RT yLa3þ lnyLa3þ þ yIValny
I
Va

� 	�
þ yCo2þ lnyCo2þ þ yCo3þ lnyCo3þ þ yCo4þ lnyCo4þ þ yIIValny

II
Va

� 	
þ 3 yO2� lnyO2� þ yIIIValny

III
Va

� 	�þ xsGm

(10:28)

where yji is the site fraction of i in the sublattice j, ∘Gi:j:k the Gibbs energy of the
end-member i)( j)(k)3 with the superscript LaCoO3 � δ omitted, and xsGm the excess
Gibbs energy due to non-ideal mixing.

Since most end-members are not electroneutral, there are no experimental data
available to evaluate their Gibbs energy functions. On the other hand, there are five
independent neutral compounds in the system with the first and second sublattices
containing only one cation and vacancy, respectively, i.e., (La3+)(Co3+)(O2�)3,
La3þ
� 	

Co2þ
� 	

O2�
5=6,Va1=6

� �
3
, La3þ

� 	
Co4þ

3=4,Va1=4

� �
O2�� 	

3
, La3þ

2=3,Va1=3

� �
Co4þ
� 	

O2�� 	
3
, and (Va)(Va)(Va)3. Their Gibbs energies can be represented in

terms of formation energy from La, Co, and O2 as shown in Eqs. 10.29, 10.30,
10.31, 10.32, and 10.33:

G La3þð Þ Co3þð Þ O2�ð Þ
3 ¼ GL3O¼ ∘GLa þ ∘GCo þ 3

2
oGO2

þ ΔG La3þð Þ Co3þð Þ O2�ð Þ
3 (10:29)

G La3þð Þ Co3þð Þ O2�
5=6,Va1=6ð Þ

3 ¼ GL2OV¼ ∘GLa þ ∘GCo þ 5

4
oGO2

þ ΔG La3þð Þ Co3þð Þ O2�
5=6,Va1=6ð Þ

3 (10:30)
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G
La3þð Þ Co4þ

3=4
,Va1=4

� �
O2�ð Þ

3 ¼ GL4O¼ ∘GLa þ 3

4
oGCoþ 3

4
oGO2

þ ΔG
La3þð Þ Co4þ

3=4
,Va1=4

� �
O2�ð Þ

3 (10:31)

G
La3þ

2=3
,Va13

� �
Co4þð Þ O2�ð Þ

3 ¼ GV4O ¼ 2

3
∘GLa þ ∘GCo

þ 3

2
oGO2 þ ΔG

La3þ
2=3
,Va1=3

� �
Co4þð Þ O2�ð Þ

3

(10:32)

G Vað Þ Vað Þ Vað Þ3 ¼ GVVV ¼ 3∘GVa ¼ 0 (10:33)

where ΔG0
La, ΔG

0
Co, and ΔG0

O2
are the Gibbs energies of hexagonally close packet

(hcp)-La, hcp-Co, and oxygen gas taken from Dinsdale [89] and ΔG is the Gibbs
energy of formation represented by using ΔH – TΔS, with ΔH and ΔS to be
evaluated.

Following the same approach described in Ref. [90] and assuming ideal mixing,
the above Gibbs energies can be related to the Gibbs energies of corresponding
end-members as described in Eqs. 10.34, 10.35, 10.36, 10.37, and 10.38:

GL3O¼ ∘GLa3þ:Co3þ:O2� (10:34)

GL2OV ¼ 5

6
oGLa3þ:Co2þ:O2� þ 1

6
oGLa3þ:Co2þ:Va

þ 3RT
5

6
ln
5

6
þ 1

6
ln
1

6


 �
(10:35)

GLV4O ¼ 2

3
oGLa3þ:Co4þ:O2� þ 1

3
oGVa:Co4þ:O2�

þ RT
2

3
ln
2

3
þ 1

3
ln
1

3


 �
(10:36)

GL4VO ¼ 3

4
oGLa3þ:Co4þ:O2� þ 1

4
oGLa3þ:Va:O2�

þ RT
3

4
ln
3

4
þ 1

4
ln
1

4


 �
(10:37)

GVVV ¼ 3∘GVa ¼ 0 (10:38)

For other end-members, we assume ∘GVa:Va:O2� ¼ GVVV þ 3=2oGO2
Gas plus the

following reciprocal relations [90] described in Eqs. 10.39, 10.40, 10.41, 10.42,
10.43, 10.44, 10.45, 10.46, 10.47, and 10.48:
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ΔGr1 ¼ ∘GLa3þ:Co3þ:O2� þ ∘GVa:Co3þ:Va � ∘GLa3þ:Co3þ:Va � ∘GVa:Co3þ:O2� (10:39)

ΔGr2 ¼ ∘GLa3þ:Va:O2� þ ∘GVa:Va:Va � ∘GLa3þ:Va:Va � ∘GVa:Va:O2� (10:40)

ΔGr3 ¼ ∘GLa3þ:Co2þ:O2� þ ∘GVa:Co3þ:O2� � ∘GLa3þ:Co3þ:O2� � ∘GVa:Co2þ:O2� (10:41)

ΔGr4 ¼ ∘GLa3þ:Co3þ:O2� þ ∘GVa:Co4þ:O2� � ∘GLa3þ:Co4þ:O2� � ∘GVa:Co3þ:O2� (10:42)

ΔGr5 ¼ ∘GLa3þ:Co4þ:O2� þ ∘GVa:Va:O2� � ∘GLa3þ:Va:O2� � ∘GVa:Co4þ:O2� (10:43)

ΔGr6 ¼ ∘GLa3þ:Co2þ:Va þ ∘GVa:Co3þ:Va � ∘GLa3þ:Co3þ:Va � ∘GVa:Co3þ:Va (10:44)

ΔGr7 ¼ ∘GLa3þ:Co3þ:Va þ ∘GVa:Co4þ:Va � ∘GLa3þ:Co4þ:Va � ∘GVa:Co3þ:Va (10:45)

ΔGr8 ¼ ∘GLa3þ:Co2þ:O2� þ ∘GLa3þ:Co3þ:Va � ∘GLa3þ:Co2þ:Va � ∘GLa3þ:Co3þ:O2� (10:46)

ΔGr9 ¼ ∘GLa3þ:Co3þ:O2� þ ∘GLa3þ:Co4þ:Va � ∘GLa3þ:Co3þ:Va � ∘GLa3þ:Co4þ:O2� (10:47)

ΔGr10 ¼ ∘GVa:Co3þ:O2� þ ∘GVa:Va:Va � ∘GVa:Co3þ:Va � ∘GVa:Va:O2� (10:48)

where ΔGr is the change of Gibbs energy for each reaction representing derivations
from ideality. With these 16 equations, the Gibbs energies of 16 end-members can be
calculated as shown in Ref. [90]. Since the nonstoichiometry is rather small, all
10 ΔGr values are set to 0.

The excess Gibbs energy described in Eq. 10.11, xsGm, is expressed in terms of
Redlich-Kister polynomial [91] shown in Eq. 10.49:

xsGm ¼
X
s

X
t6¼s

X
i

X
j

ysi y
t
j

X
p 6¼t

X
m

X
n>m

ypmy
p
n

Xk

k¼0
L ypm � ypn
� 	k

(10:49)

where kL is the kth interaction parameter betweenm and n in sublattice and pwith i and
j in sublattice s and t, respectively, and can be temperature dependent. Due to the lack
of data, the only interaction parameters considered are an interaction between O2� and

Va in the third sublattice, 0L La3þð Þ
1
ið Þ1 O2, Vað Þ

3 with i being the Co2+, Co3+, and Co4+
in the second sublattice, all of which were assumed to be the same.

10.3.3.3 Evaluation of Model Parameters and Discussions
The model parameters of LaCoO3�δ to be evaluated include enthalpy and entropy of
formation of the five chosen neutral endpoints. The GL3O function, the Gibbs
energy of (La3+)(Co3+)(O2�)3, is modified from the Gibbs energy of LaCoO3,
GLaCoO3

m , in the Scientific Group Thermodata Europe substance (SSUB) database
[75] which represents the compound (La3+)(Co2+, Co3+, Co4+)(O2�)3 with Co2+,
Co3+, and Co4+ in the second sublattice defined in Eq. 10.50:

GLaCoO3
m ¼ yCo2þ

∘GLa3þ:Co2þ:O2� þ yCo3þ
∘GLa3þ:Co3þ:O2� þ yCo4þ

∘GLa3þ:Co4þ:O2�

þRT yCo2þ lnyCo2þ þ yCo3þ lnyCo3þ þ yCo4þ lnyCo4þ
� 	þxsGLaCoO3

m

(10:50)
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Assuming the ideal reciprocal relation and using yCo2þ ¼ yCo4þ , one obtains the
expression defined in Eq. 10.51:

GLaCoO3
m ¼ ∘GLa3þ:Co3þ:O2� þ yCo2þ

∘GVa:Co2þ:Va þ ∘GVa:Co4þ:Va � 2∘GVa:Co3þ:Va

� �
þRT

P
yilnyi þ xsGLaCoO3

m

(10:51)

The second term on the right-hand side represents the Gibbs energy of reaction
2Co3+ = Co2+ + Co4+, which can be represented by ΔG = ΔH � TΔS. The third
term represents the ideal mixing of three Co species in the second sublattice. The
fourth term is the excess Gibbs energy of Co2+, Co3+, and Co4+, which can be
expressed as exG=exH � T exS. As the first order of approximation, Eq. 10.51 can
thus be written in the form described by Eq. 10.52:

GLaCoO3

m ¼ ∘GLa3þ:Co3þ:O2� þ Aþ BT (10:52)

The GL3O function is thus modeled as described in Eq. 10.53:

GL3O¼ ∘GLa3þ:Co3þ:O2� ¼ GLaCoO3

m þ AGL3O þ BGL3OT (10:53)

The enthalpy and entropy of formation for La3þ
� 	

Co2þ
� 	

O2�
5=6,Va1=6

� �
3
are

evaluated as model parameters. The calculated oxygen deficiency for the composi-

tions of La3þ
2=3,Va1=3

� �
Co4þ
� 	

O2�� 	
3
, La3þ
� 	

Co4þ3=4,Va1=4
� �

O2�� 	
3
, and (Va)(Va)

(Va)3 is significantly different from the observed oxygen deficiency, and their Gibbs
energies have limited contributions to the stability of LaCoO3�δ. Their enthalpy and
entropy of formation are thus assumed to be zero. The Gibbs energies of other phases
in the La-Co-O system were taken from the SSUB database [75].

With the Gibbs energy of LaCoO3�δ, thus obtained, a wide range of stable and
metastable equilibria can be calculated for all ranges of oxygen partial pressures. No
cation vacancy can be found in the first and second sublattice under the assumption
of ideal mixing. The charge disproportionation, 2Co3+ $ Co2+ + Co4+, can be seen
when log PO2

ð Þ is high, with yCe2þ and yCe4þ around 20%. This charge dispropor-
tionation contributes to the good electrical conduction of LaCoO3�δ, as Co

4+ and
Co2+ can be represented by Co3+ + ē and Co3+ +hwith ē and h representing electrons
and holes, respectively. With the decrease of the oxygen partial pressure, the contents
of Co4+ and Co3+ decrease, and those of Co2+ increase. That means at low oxygen
partial pressures, the oxygen vacancy defect reaction 2O2� + 2Co3+ + Co4+

$ Va + 3Co2+ + 3Co2+ + O2(g) becomes dominant.
The site fraction of different species in LaCoO3�δ at 1123 K versus oxygen partial

pressure is shown in Fig. 10.5.

10.3.3.4 The Merged Perovskite Database
In order to examine the stability of perovskite (LSM and LSCF) in the CO2-air
atmosphere, the assessed La-Sr-Mn-O and La-Sr-Co-Fe-O databases were merged
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separately with the SSUB-5 database [75]. The Gibbs energies of stoichiometric
solid phases and the gas phase from SSUB-5 were added to perovskite databases.
As a result, the assessed La-Sr-Mn-O-C and La-Sr-Co-Fe-O-C databases are developed
with the following major assumptions:

1. Perovskite does not have or only has very limited solubility of C in its lattice.
2. The impact of humidity in the air is negligible on the reaction between perovskite

and CO2.

It is worth mentioning that the merged databases are able to provide practical
predictions under SOFC operating conditions based on the minimization of the
Gibbs energy for all the species, phases, and constituents. Therefore, it is able to
provide valid guidance on the secondary phase formation in LSM/YSZ/CO2 and
LSCF/CO2 system in different operating conditions.

10.3.4 Thermodynamic Database for Bulk YSZ

An assessed thermodynamic database can be applied in various applications
[92–96]. The thermodynamic database for the ZrO2-Y2O3 system, developed by
Chen et al. [97], was applied to calculate the Gibbs energy of each phase for the bulk
YSZ at different temperatures. The Gibbs free energy of bulk materials is defined by
Eq. 10.54:

ΔGbulk ¼ ΔH þ TΔS (10:54)

in which H is the enthalpy, T is the absolute temperature, and S is the entropy.
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Figure 10.6 shows the calculated ZrO2-YO1.5 phase diagram. Each polymorph of
YSZ has been clearly labeled in this diagram.

The model to definem-ZrO2 (monoclinic YSZ phase) and t-ZrO2 (tetragonal YSZ
phase) in the database by Chen et al. is (Y3+,Zr4+)1(O

2�,Va)2 [97]. The first sub-
lattice of this model is occupied by Y3+ and Zr4+ ions, and the second one is occupied
by O2� ion and vacancy. The model used for c-ZrO2 (cubic YSZ phase) is (Y,Y3+,Zr,
Zr4+)1(O

2�,Va)2. Therefore, the Gibbs energy of the m-ZrO2 and t-ZrO2 phases is
given by Eq. 10.55:

Gm ¼ yY
3þyO

2�˚GY
3þ

:O
2� þ yZr

4þyO
2�˚GZr

4þ
:O

2�

þ yY
3þyVa˚GY

3þ
:Va þ yZr

4þyVa˚GZr
4þ

:Va

þRT yY
3þlnyY

3þ þ yZr
4þlnyZr

4þ þ 2 yO
2�lnyO

2� þ yValnyVa
� 	� � þEGm

(10:55)

And the Gibbs energy of the c-ZrO2 phase is given by Eq. 10.56:

G0
m ¼ yY

3þyO2�˚GY
3þ

:O
2� þ yZr

4þyO2�˚GZr
4þ

:O
2�

þ yY
3þyVa˚GY

3þ
:Va þ yZr

4þyVa˚GZr
4þ

:Va þ yYyO
2�˚GY:O

2�

þ yZryO
2�˚GZr:O

2� þ yYyVa˚GY:Va þ yZryVa˚GZr:Va

þ RT yYlnyY þ yY
3þlnyY

3þ þ yZrlnyZr þ yZr
4þlnyZr

4þ�
þ 2 yO

2�lnyO
2� þ yValnyVa

� 	�þEG0
m

(10:56)

Fig. 10.6 Calculated ZrO2-YO1.5 phase diagram by Ming Chen et al. (2004) [97]
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where yj is site fraction of species j in a particular sublattice. The excess Gibbs
energy, EGm, is defined by Eq. 10.57:

EGm ¼ yY
3þyZr

4þyO
2� Xn

i¼0

iL Y
3þ
, Zr

4þ
:O

2�
yY

3þ � yZr
4þ� 	i

þ yY
3þyZr

4þyVa
Xn

i¼0

iL Y
3þ
, Zr

4þ
:Va yY

3þ � yZr
4þ� 	i

(10:57)

And the excess Gibbs energy, EG0
m, is defined by Eq. 10.58:

EG0
m ¼ yY

3þyZr4þyO2� Pn
i¼0

iL Y
3þ

, Zr
4þ

:O

2�
yY

3þ � yZr
4þ� 	i

þ yY
3þyZr

4þyVa
Xn

i¼0

iL Y
3þ
, Zr

4þ
:Va yY

3þ � yZr
4þ� 	i

þ yZryZr
4þyO

2� Xn

i¼0

iL Zr, Zr
4þ

:O
2�

yZr � yZr
4þ� 	i

þ yZryZr
4þyVa

Xn

i¼0

iL Zr, Zr
4þ

:Va yZr � yZr
4þ� 	i

(10:58)

where iL is the interaction parameter with the form of A + BT. When i = 0, the
solution is regular; if i= 1, the solution is sub-regular; and when i= 2, the solution is
sub-sub-regular.

The m-ZrO2 phase was considered as an ideal solution since yttria concen-
tration in m-ZrO2 is extremely low. The t-ZrO2 phase was treated as a regular
solution, and c-ZrO2 was considered as a sub-regular solution in the database
by Chen et al. [97].

10.3.5 Phase Diagram for YSZ Nanoparticles

In the Gibbs energy of nanoparticles, the surface area plays an effective role.
Therefore, the Gibbs energy definition for nanoparticles is as Eq. 10.59:

ΔGtotal ¼ ΔGbuk þ γA ¼ ΔHbulk � TΔSbulk þ γA (10:59)

in which γ is specific surface energy and A is surface area of the nanoparticles. The
particles were considered spherical to enhance surface area calculations. The specific
surface energy of (nano) n-YSZ polymorphs at room temperature by Drazin and
Castro [70] was applied to calculate surface energy.

To determine the phase boundaries of monoclinic, tetragonal, and cubic ZrO2, the
T-zero temperature method was adopted. In addition, the amorphous phase was
modeled by using the ionic liquid description in the n-YSZ system.
(a) T-zero temperature method to determine phase boundaries:

The T0 boundary is plotted as a metastable phase boundary, and it is assumed to
be a line on which the Gibbs energy of two adjacent phases is equal in a
determined composition. The T0 temperature method is a partial equilibria
simulation suggested by Kaufman and Cohen [98], which is applied in the
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systems like YSZ since the kinetics is very slow in them. In order to capture the
T0 temperature for the monoclinic-tetragonal phase transformation, the starting
transition temperature of tetragonal to monoclinic phases during cooling and also
the starting transition temperature of monoclinic to tetragonal phases during
heating are recorded, and the average of these two temperatures is considered as
the T0 temperature point. The T0 temperature is located in the two-phase region,
and it is a theoretical limit for a diffusionless transformation as illustrated in
Fig. 10.7. In this figure, uj is defined as the site fraction of element j with
reference to the substitutional sublattices only.

(b) Amorphous phase modeling:
To model an amorphous phase in the CALPHAD approach, one method is to
extrapolate the liquid model to lower temperatures as a supercooling liquid.
Some minor errors are expected in this simulation since the structure and
physical state of a supercooling liquid are different from amorphous phase;
however, they are still very similar, and the results are close to reality. In
the thermodynamic database by Chen et al., the liquid phase was modeled as
(Y3+, Zr4+)p(O

2�)q, in which p= 2yO
2� and q= 3yY

3+ + 4yZr
4+ [97]. The Gibbs

energy description of liquid is given by Eq. 10.60:

GL
m ¼ yY

3þyO
2�˚GL

Y
3þ

:O
2� þ yZr

4þyO
2�˚GL

Zr
4þ

:O
2�

þ pRT yY
3þlnyY

3þ þ yZr
4þlnyZr

4þ� � þEGL
m (10:60)

The excess Gibbs energy, EGL
m, is defined by Eq. 10.61:

EGL
m ¼ yY

3þyZr
4þyO

2� Xn

i¼0

iL Y
3þ
, Zr

4þ
:O

2�
yY

3þ � yZr
4þ� 	i

(10:61)

The ionic liquid was considered as sub-sub-regular solution (i = 2) in the
database by Chen et al. [97].

Fig. 10.7 T-zero temperature method. (a) T0 temperature as a point at a defined composition,
(b) T0 temperature as a line when the composition changes [71]
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10.3.6 Database Development for Perovskite-Fluorite Reactions

The original La-Mn-O-Y-Zr database was developed by Chen et al. [99] based on the
CALPHAD approach. In their work, the thermodynamic descriptions of quaternary
sub-systems of LaO1.5-YO1.5-ZrO2, LaO1.5-MnOx-YO1.5, LaO1.5-MnOx-ZrO2, and
LaO1.5-MnOx-YO1.5-ZrO2 were obtained by ideal extrapolation of the ternary sys-
tems such as La-Y-O or Y-Zr-O due to the limitation of experimental data for the
quaternary systems. Subsequently, the description of La-Mn-O-Y-Zr was obtained
based on quaternary sub-systems. With the same approach, the La-Mn-O-Y-Zr
database was expanded to La-Sr-Mn-O-Y-Zr by Chen [99].

10.4 Recent SOFC-Related Results from the CALPHAD Approach

10.4.1 Defect Chemistry and Quantitative Brouwer Diagram

With the correct choice of the thermodynamic model and also the Gibbs energy
description, the first quantitative Brouwer diagram for LSM perovskite, based on the
CALPHAD approach, was developed. This approach maps out the quantitative
concentration of all the species at different conditions as shown in Fig. 10.8 for
LSM-20 (La0.8Sr0.2MnO3�δ). All the defect reactions including the dominant reac-
tions listed in Eqs. 10.5, 10.7, and 10.9 are considered. As a result of quantitative
calculation of the concentration of each species, especially the ones considered in
dominant reactions, the system behavior such as the electrical conductivity could be
predicted and tuned based on the application requirements. Considering the reduction
reaction (Eq. 10.5) with the increase of oxygen partial pressure, i.e., O2 (gas) concen-
tration, the reaction is pushed to the reverse direction (reactant), which caused a
decrease of V ••

O

� �
and Mn�B

� �
, as well as the increase of Mn •

Mn

� �
and O�

O

� �
, as

shown in Fig. 10.8. It also can be seen that the increase ofPO2
in Eq. 10.6 will push the

reaction to the forward direction (products), which will cause the increase of V
000
A

� �
,

V
000
B

� �
, and Mn •

Mn

� �
and the decrease of Mn�B

� �
. Considering all the parameters affect the

electrical conductivity, it is noteworthy that V ••
O

� �
decreases with the increase of PO2

.
The concentration is very low, which is 6.48� 10�7 per formula at PO2

¼ 105 Pa and
2.7 � 10�5 per formula at PO2

¼ 1 Pa. Therefore, its oxygen ionic conductivity is
substantially low in typical operation conditions and can be neglected. Thus,
La0.8Sr0.2MnO3�δ is not considered as an oxygen ionic conductor in general.

10.4.2 Electrical Conductivities

10.4.2.1 Electronic Conductivities
The charge disproportionation among the three states of Mn ions, i.e., Mn2+, Mn3+,
and Mn4+, in manganite perovskite plays the main role in electronic conduction
mechanism. Figure 10.9a illustrates the charge disproportionation (Eq. 10.9) in
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La0.8Sr0.2MnO3�δ perovskite. It can be seen that, with the increase of temperature,
more Mn2+ ions form in the whole oxygen partial pressure range as a result of Mn3+

disproportionation. Increasing oxygen partial pressure will cause the decrease of M
n0Mn and the increase of Mn •

Mn

� �
. In the random-defect model proposed by Nowotny

and Rekas [18], Mn4+ ions are considered as the only charge carriers in LSM
perovskites. However, based on the compound energy formalism model, which is
close to the random-defect model [18], both Mn2+ and Mn4+ (charge disproportion-
ation effect) should be considered as carriers in the electrical conductivity calcula-
tion. However, Mn2+ is not considered based on the following two reasons:

1. Based on the typical operating condition of LSM-20 (PO2
> 1 Pa), the Mn4+ ions,

which have higher concentration than Mn2+, are considered as the main carriers in
our calculation. In LSM perovskites by substitution of Sr2+ in the A site, the total
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Fig. 10.8 Quantitative Brouwer diagrams of La0.8Sr0.2MnO3�δ including all the species in
LSM-20 at (a) 1000 �C, (b) 1100 �C, and (c) 1200 �C [8]
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A site valence becomes less than +3; thus, the B site valence increases by the
increase of Mn4+ ion concentrations.

2. The Seebeck coefficient of LSM was positive in the whole PO2
range, which

indicated that LSM was p-type oxides, i.e., the electronic conductivity was
mainly contributed by Mn4+ ions [29].

Another significant result achieved from Fig. 10.9a is that Mn3+ never reaches
100%. It suggests that in the considered temperatures and oxygen partial pressure
range, Mn3+ partially disproportionates into Mn4+ and Mn2+, as the same reported
for LaMnO3 [79].

At a constant oxygen partial pressure, oxygen deficiency (δ) decreases with the
increase of temperature as exhibited in Fig. 10.9b. Consequently, the oxygen site
valence state andMn0Mn will increase. It is shown that in PO2

< 10�15 Pa, the oxygen
stoichiometry (3 � δ) in La0.8Sr0.2MnO3�δ, which is too low, causes high concen-
tration ofMn0Mn in this range. The most important outcome comparing Fig. 10.9a, b is
a plateau starting atPO2

	 10�5 Pa in δ versus logPO2
, which explains the plateau for

all Mn ion state curves in the same oxygen partial pressure range. Thus, it is worth
noting that the charge disproportionation behavior is affected directly by oxygen
nonstoichiometry and temperature.

One significant thermodynamic parameter discussed [16–18] for the defect
chemistry analysis was the equilibrium constant of the dominant defect reactions.
Calculation of this parameter leads to the calculation of further involved thermody-
namic parameters as a result of the calculation of the oxygen partial pressure inside
the system [27]. Comparison of the calculated equilibrium constant from electrical
conductivity with thermogravimetric data was carried out by Kuo et al. [29]. Dis-
crepancies between these two sets of data were mentioned due to the assumption of
constant mobility used in conductivity calculation for each oxygen partial pressure,

Fig. 10.9 (a) Charge disproportionation diagrams of La0.8Sr0.2MnO3�δ at 1000, 1100, and
1200 �C and (b) oxygen stoichiometry as a function of oxygen partial pressure of La0.8Sr0.2MnO3�δ
at 1000, 1100, and 1200 �C [8]
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which was actually due to the assumption of the defect model and the summarized
relationship among species. One recent effort to calculate the defect reaction equi-
librium constants was carried out by Lee and Morgan for lanthanum manganite
(LMO) [30]. Based on their assumption, the independence of equilibrium constant to
PO2

Pað Þ in intermediate region (10�15 
 PO2

 10�10), which has small amount of

oxygen and cation vacancies, results to the consideration of system as an ideal
solution. They concluded that with the change of the oxygen nonstoichiometry (δ),
the equilibrium constants will change accordingly. Significant error may occur
especially in the intermediate region where δ is close to zero and hard to measure,
which may cause the errors in the further calculations on the defect reaction
enthalpies and entropies. In most of the previous works [16–18], the calculation of
species concentration was carried out as a function of one or two specific species
concentration, which can be determined from thermogravimetric experimental data.
To predict the equilibrium constants, not only δ and cation vacancy concentrations
will affect the equilibrium constant of the dominant reactions; the other species
concentration in dominant reactions, e.g., Mn •

Mn

� �
and V ••

O

� �
, should be calculated

accurately as well.
The prediction of conductivity for LSM-20 perovskite is carried out using the

quantitative Brower diagrams presented previously based on Eq. 10.4; the oxygen
vacancy is the carrier for ionic conductivity, while the B site defect concentrations
are responsible for electronic conductivity as shown in Eq. 10.62:

σ ¼ eμh Mn •
Mn

� �þ eμe Mn0Mn

� �
S:cm�1
� 	

(10:62)

where ē is the electron charge, Mn •
Mn

� �
and Mn0Mn

� �
are the carrier concentrations, and

μh and μe define electron-hole mobility and electron mobility, respectively.
The Mn •

Mn is considered as the dominant carrier for the electronic conduc-
tivity, considering the LSM operation conditions. Thus, the electron-hole mech-
anism {the first part of Eq. 10.62} proposed by Nowotny and Rekas [18] for
electronic conductivity prediction is used in this work as well. The electron
mobility is not discussed in this work due to the neglecting of Mn0Mn

� �
in this

p-type oxide.
The μh (electron-hole mobility) in Eq. 10.62, which is a measure of electron-hole

scattering in a system, is presented in following Eq. 10.63:

μh ¼ 2:3exp
�0:27� 0:04 eV

kT


 �
cm2:s�1
� 	

(10:63)

As illustrated in Eq. 10.63, two constants are considered in the electron-hole
mobility calculation from Nowotny and Rekas’s work [18]. The energy barrier value
from [18] was adopted as the start value and slightly shifted to (�0.27 � 0.04 eV).
Figure 10.10a demonstrates the electronic conductivity (σ) as a function of oxygen
partial pressure in the temperature range of 1000–1200 �C for La0.8Sr0.2MnO3 � δ.
The model matches the experimental data provided by Kuo et al. [29] very well for
this perovskite, especially at PO2

� 10�6 Pa. The charge disproportionation reaction
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is considered as the main factor affecting the electronic conductivity. With the
increase of Mn •

Mn

� �
, the increase of the electronic conductivity in LSM is observed.

Since the standard ion in the B site has a valence of +3, if the Mn4+ ion existed in this
site, an electron-hole in the B site will be created. Thus, the created electron-hole is
directly proportional to the Mn4+ concentration, i.e., Mn •

Mn

� �
. There are some differ-

ences observed in PO2
< 10�6 Pa, which might be due to the contribution of Mn0B

� �
which is increased in this region as shown in Fig. 10.9a. The 2-D projection of
electronic conductivity as a function of temperature and PO2

is plotted in Fig. 10.10b.
In the case of ionic conductivity, the oxygen vacancies in the third sublattice are

determined as the carrier. Since the oxygen vacancy (V ••
O ) has substantially low

concentration, especially in oxygen-deficient region, the ionic conductivity is neg-
ligible, and the LSM can be considered as pure electronic conductor. Similar
investigation was carried out for La1 � xCaxFeO3�δ, and the thermodynamic
model using the CALPHAD approach was presented [100].

10.4.2.2 Ionic Conductivity of YSZ
It is known that the conductivity can be determined by Eq. 10.64 [101, 102]:

σ ¼ znμ (10:64)

According to Eq. 10.64, the ionic conductivity of YSZ is related to the
charge of oxygen ions as carriers (z), oxygen vacancy concentration (n), and
the mobility of oxygen vacancies (μ). The charge of oxygen ions is �2;
therefore, by knowing the oxygen vacancy concentration and mobility, it is
possible to calculate the ionic conductivity. The mobility also can be deter-
mined by Eq. 10.65 [61, 103]:

Fig. 10.10 (a) Electronic conductivity (σ) experimental and calculated data of La0.8Sr0.2MnO3�δ
at 1000, 1100, and 1200 �C versusPO2

(b) 2-D projection of electronic conductivity as a function of
oxygen partial pressure and temperature [8]
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μ ¼ Ae� Ea

kT
(10:65)

in which Ea is the activation energy and A is a pre-exponential factor.
Quantum simulations complemented with kinetic Monte Carlo (KMC) simulations

using density functional theory (DFT)-derived probabilities have been used to predict
ionic conductivity in 6–15 mol% YSZ [104]. This approach provides results with
qualitative agreement relative to the experimental observations. The quantum simula-
tions suggest that the decrease in conductivity at high doping concentrations mostly
arises from the higher migration energy required to traverse across the two adjacent
tetrahedra containing theY-Zr or Y-Y common edge during the diffusion process [104].

The calculated optimum ionic conductivity at 7–8 mol% YSZ agrees well with
the experimental observations [104]. The KMC results reveal that the increase in
the overall migration energy at higher yttria concentration is due to the higher
probability that oxygen vacancies encounter the Zr-Y and Y-Y pairs. The binding
energy of V ••

O Y0
Zr and Y0

ZrY
0
Zr was extracted to the fourth nearest-neighbor

interactions. The strongest binding energy was found when V ••
O was the second

nearest neighbor to Y0
Zr which is in a good agreement with the experimental

observations [104].
It was suggested that this technique can be used to predict ionic conductivity in

different types of electrolytes to find optimum dopant concentrations [104]. Further-
more, by considering the effect of all cations in both adjacent tetrahedra, this
technique could improve the ability to predict the effect of the dopant concentration
on the ionic conductivity [104]. In Fig. 10.11, the compatibility of KMC simulations
and experimental results are compared.
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10.4.3 Cathode-Electrolyte Triple Phase Boundary Stabilities

The thermodynamic calculations were done with the La-Sr-Mn-Y-Zr-O thermody-
namic database based on Chen’s dissertation [15] and reports by Grundy [16]. It is to
understand the effects of temperature, A site deficiency, Sr content in the A site of
LSM, and LSM/YSZ ratio to the zirconate phase stabilities at TPB at the sintering
and operation conditions. For the calculation results, the weight percentages of LZO
and SZO were plotted out, while the other phases, i.e., LSM, YSZ, and MnO, were
not plotted.

In the current investigation, to simulate the sintering conditions in the air,
P(O2) = 0.21 atm was adopted, while to simulate the operation conditions,
P(O2) = 10�5 atm was used to simulate the low oxygen partial pressure at TPB
due to the polarization.

10.4.3.1 Predictions from Computational Thermodynamics
The calculations of the phase stabilities of zirconate at different temperatures were
done for the 50 wt.%, 2% A-LSM-20, and 50 wt.% 8-YSZ mixture. 2% A-LSM-20
was used because it is the most common cathode composition in SOFC, in which,
there is a 2% A site deficiency. Figure 10.12a shows the calculated results of phase
equilibria for the sintering condition. With the sintering temperatures varying
from 1200 to 1400 �C, less than 6.73 wt.% LZO may form, while SZO will
essentially not form. The lesser LZO phase will form by decreasing the sintering
temperature.

However, much more zirconate (about 10 wt.% SZO and 48 wt.% LZO will form
at 1400 �C) will form in the operating condition as shown in Fig. 10.12b. There are
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three stages for the both zirconates. In stage I, a very large amount of LZO and SZO
will be formed at high temperatures, which is around 1300 to 1400 �C; in stage II, a
very sharp drop of LZO and SZO happens around 1200 �C; and in stage III, limited
LZO and SZO will form, which happens lower than 1200 �C. Overall, fewer
zirconates will form with the decrease of temperature. Furthermore, SZO will not
form at temperatures lower than 900 �C, and LZO will not form below 800 �C. The
common operation temperature, which is around 800 ~ 900 �C, lies in the sensitive
region. A small change of powder compositions or operating conditions can greatly
affect the stabilities of the two zirconates at TPB. By comparing Fig. 10.12a, b, it
shows that the formation of the two zirconates at operation conditions is far more
critical than at sintering conditions.

10.4.3.2 Experimental Results
(a) Thermodynamic stabilities of zirconates:

Thermodynamic calculations can only provide a trend of the stabilities of the two
zirconate phases at various conditions. Experimental verifications in the air and
N2 are needed to show the reliability of the calculation results.

Having a good understanding of the zirconate stabilities at the operating
temperatures is very critical to reduce the long-term degradation of the
SOFC performance. However, it is difficult to have the direct understanding of
the zirconate formation at operation conditions, i.e., 800–900 �C, which lies in
the sensitive region, as shown in Fig. 10.12b. Instead, investigations at high
temperatures, i.e., 1200–1400 �C, are adopted based on the following two
reasons:

1. The formation of zirconates is very limited at the typical operation temper-
atures, while much more zirconates will be formed at temperatures greater
than 1200 �C based on the thermodynamic calculation results, as shown in
Fig. 10.12b.

2. It is practically impossible to reach equilibrium at the normal operating
temperatures due to the slow reaction rates. It would be desired to get such
information in much shorter time. The phase equilibria between 1200 and
1400 �C are much easier to reach as the reaction rate at those temperatures is
much higher than the real operation temperatures.

(b) Zirconates stabilities in N2:
The mixture of the 50 wt.% LSM-20 and 50 wt.% 8-YSZ heat treated in N2 at
1200 �C, 1300 �C, and 1400 �C and the weight percentages of both zirconates
are summarized in Fig. 10.12b. The formation of both zirconates shows pretty
good agreement with the thermodynamic calculation results: A lot of LZO and
SZO form at 1300 �C and 1400 �C (stage I); the results from 1200 �C show the
drop of the zirconates (stage II) as predicted by the thermodynamic calculation
results in Fig. 10.12b. Formation of SZO was reported in the other works as
well [106].
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10.4.4 Thermomechanical Properties of Perovskites

10.4.4.1 Experimental Results
The weight loss behavior along with the thermomechanical properties is pretty
complicated as it is a combination of thermodynamics and kinetics. In this section,
a preliminary experimental investigation on the weight loss behavior of LSM is
presented.

The as received LSM powder was heated up to 1400 �C and was maintained at
1400 �C for 8 h. The heated sample was then quickly cooled to room temperature to
keep the oxygen concentration close to the equilibrium condition at 1400 �C. The
heat-treated powder was heated to 1400 �C with 10 �C/min ramp. The powder was
kept at 1400 �C for 30 min and then cooled down with the same rate, i.e., 10 �C/min.
The cycle was repeated for another three times to study the effect of temperature on
the performance of the LSM powder. The results are shown in Fig. 10.13. During the
first cycle, close constant weight was observed during the heating up process, which
is not shown here. The sample was cooled down at a relatively slow rate, i.e., 10 �C/
min. Starting from the second run, it shows very clearly that the weight is losing
during the heating up process and keep dropping at 1400 �C during the 30-min
holding time, and when the sample was cooled down, the weight of the sample starts
to increase again. Furthermore, the more the cycle, the more weight loss it shows.
The maximum weight loss at the end of holding time at 1400 �C in the fourth cycle is
1.2 wt.%. Only four cycles were chosen because of the limitation of the SDT Q660
instrumentation.

Even though the weight change behavior of LSM-20 powder was mainly due to
the thermodynamic equilibrium especially at a slow heating rate, the diffusion
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process of oxygen into and out of the LSM crystal is a kinetically controlled process,
which will also play an important role. As a consequence, the holding time,
especially at 1400 �C, could affect the weight loss behavior of the LSM powder.
The results clearly show that the sample hasn’t reached the final equilibrium within
the four cycle’s procedure. If low enough holding time could be achieved, much
more weight loss was expected.

10.4.4.2 Simulation Results
It is well known that the weight change of LSM is due to the absorption and release
of the oxygen from the LSM. It was believed that the weight loss is due to the oxygen
site vacancy concentration change. However, the accurate defect chemistry indicated
a totally different mechanism regarding weight loss. The model used in this work is
in accordance with the precepts of the compound energy formalism based on
the CALPHAD approach proposed by Grundy [109]. The generated data set was
carefully compared with the associate model proposed by Yokokawa et al. [110].
In the latter model, a nonstoichiometric perovskite was considered as a mixture of
molecule-like associates. At the end, both models were compared with standard
established classical defect chemistry model, and the accuracy of the compound
energy formalism was demonstrated to capture the defect chemistry inside LaMnO3

more realistically than the classical model.
The breakthrough in thermodynamic modeling is the correct model choice for

LSM and the accurate Gibbs energy description; the quantitative Brouwer diagram at
various conditions can be plotted out for the first time with the support of the
CALPHAD approach with Thermo-Calc [111]. The quantitative Brouwer diagram
indicated that the concentration of each species can be quantitatively plotted out.
Specifically, the concentration of V ••

O was plotted in Fig. 10.14. It shows the
concentration of V ••

O sites increases with temperature; however, it is less than
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0.03% at 1400 �C. The weight loss due to V ••
O also increases and was also plotted in

Fig. 10.14, which is 0.004% and lesser than what we observed and is in contradictory
with older literature publications. The current observations rule out the possibility
that the weight loss is mainly due to V ••

O sites.
However, at the same time, the thermodynamic calculation on the weight change

of the LSM from room temperature to 1400 �C was predicted. It was predicted that
the maximum weight change of LSM-20 can be as large as 2.5 wt.%, assuming the
thermodynamic equilibrium is reached at each temperature. It is also found out that
the molar change of LSM-20 can be as large as 8%. That is, for every 1 mole
LSM-20 at 1400 �C, when the sample is cooled down to room temperature, LSM-20
will increase to 1.08 moles.

The detail defect chemistry analysis shows the concentration of cation vacancies,
i.e., V

000
A and V

000
B are almost decreasing in pairs with the increase of temperature

(Fig. 10.15). It clearly indicated the weight loss and molar change are due to the
Schottky defects described in Eq.10.66:

V
000
B þ V

000
A þ 1:5O�

O þ 6h • ¼ 1:5 O2 gasð Þ (10:66)

At the same time, it can be observed that there is concentration difference
between the two cation vacancies, which is mainly due to the A site deficiency. It
shows with the increase of temperature that the difference will drop, which is due to
the formation of antisite Mn ions Mn�A

� 	
. Further analysis with the combined

approach with quantitative defect chemistry analysis and experimental investiga-
tions will yield insight into the problem.
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10.4.5 Stability of the Perovskite in Atmosphere Containing CO2

In the present work, we apply computational thermodynamics and electrochemistry
to understand the effect of operating parameters, such as temperature, gas composi-
tion, as well as cathode characteristics, like material composition and thickness, on
the formation of secondary phases using the CALPHAD approach.

The concentration of CO2 in the atmosphere is considered as the other significant
impact of the atmosphere on the cells. Typical CO2 concentration in the air is
assumed to be 360 ppm; however, in order to predict the system behavior in extreme
condition, and to compare with existing experimental observations, PCO2

up to
0.3 atm is considered in this simulation in addition to comparisons with many
other experimental conditions. When water vapor pressure is neglected in all the
considered atmosphere conditions, CO2-free air contains 21% O2–79% N2 (C#1);
nitrogen gas has PO2

¼ 10�5 atm with no CO2 (C#2); and air is considered with
PCO2

¼ 360 ppm and PO2
¼ 0:21 atm (C#3). The most extreme case (30 vol.%

CO2-air (C#4)) comprised 30 vol.% CO2 and 21 vol.% O2. The C#5 represents the
reducing atmosphere (PO2

¼ 10�5 atm ) with the typical CO2 partial pressure that
exists in the air (PCO2

¼ 360ppm). In the above conditions, it is worth noting that the
CO2-free air (C#1) in our simulation is totally CO2-free, which was different from the
experimental CO2-free atmosphere in Yu et al.’s work, which contained CO2

[10]. The experimental CO2-free atmosphere in Yu et al.’s work [10] is actually
corresponding to the C#3 condition in our simulation. Also the nitrogen gas (C#2)
is adopted to simulate the phase stability in reducing condition (PO2

¼ 10�5 atm )
and also the default PO2

at the TPBs as indicated in Eq. 10.67:

pO2
ið Þ ¼ p� p� p0O2

� �
exp

jRTlC

4FDO2�N2

eff p

" #
(10:67)

The default oxygen partial pressure drop at the TPBs, due to the cathodic polariza-
tion, is assumed as PO2

¼ 10�5 atm in our thermodynamic simulation. In the
following sections, predictions are presented in special atmospheric conditions,
which are listed in Table 10.1.

Table 10.1 Atmospheric assumption representation

Condition # Experimental condition Prediction condition

C#1 CO2-free air PO2
¼ 0:21atm

C#2 Nitrogen PO2
¼ 10�5 atm

C#3 Air PCO2
¼ 360ppm, PO2

¼ 0:21atm

C#4 30 vol.% CO2-air PCO2
¼ 0:3atm, PO2

¼ 0:21atm

C#5 360 ppm CO2 in reducing atmosphere PCO2
¼ 360ppm, PO2

¼ 10�5 atm
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In the following, thermodynamic predictions are discussed on the formation of
secondary phases in a broad range of temperature,PCO2

,PO2
, and material composition

for LSCF using the CALPHAD approach.

10.4.5.1 Secondary Phase Stability at Different Temperatures
It has been observed that secondary phases will form on the surface of LSCF.
However, various phases were identified ex situ in different works [10,
33–35]. The basis for the current simulation is 1 mole of atoms occupying the
A site, 1 mole of atoms on the B site, and 3 moles of atoms on the oxygen site, for
a total of 5 moles of atoms for LSCF-6428. However, the total moles are slightly
lower than 5 due to the existence of A site, B site, and oxygen site deficiencies.
Results from calculation at C#1 and C#2 illustrate that no secondary phases form
except a very small amount of Sr6Co5O15 at very low temperatures, which may not
be experimentally observed due to slow kinetics. Changing the atmosphere to N2
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causes the formation of (La, Sr)3Fe2O7 and (Co, Fe)O (halite), which was also
predicted by Zhang [84], at temperatures higher than ~1450 K, which was the typical
sintering temperature range for LSCF-6428. It is worth mentioning that in the typical
operating temperature range for SOFCs (1023–1223 K), LSCF-6428, the system is
stable, and no secondary phase forms at PO2

¼ 0:21atm and PO2
¼ 10�5 atm.

Figure 10.16 shows the thermodynamic equilibria in condition (a) C#3, (b) C#4,
and (c) C#5 for 1 mole per formula unit of LSCF-6428 and plots the stability regions
under different conditions, i.e., (a) air (C#3), (b) 30 vol.% CO2-air (C#4), and
(c) reducing atmosphere (C#5). It was observed from Fig. 10.16a that at tempera-
tures higher than 780 K, no secondary phase forms and that the LSCF-6428 is stable
in condition C#3. At temperatures lower than 780 K, secondary phases including
SrCO3, Fe2O3 (corundum), and (Co, Fe)3O4 (spinel) become stable. The CO2

exposure (PCO2
¼ 0:3atm) results in considerable increase in the concentration of

low-temperature secondary phases and also a significant increase in the threshold
temperature of the SrCO3 precipitation (996 K) as shown in Fig. 10.16b.

Figure 10.16c applies to conditions that can be established in two different ways:
(i) holding the LSCF sample in a reducing atmosphere and (ii) a reduction in the
cathode surface oxygen partial pressure due to the cathode polarization under cell
operating conditions. The data showed that the LSCF-6428 was stable in the
operating temperature range of SOFCs. In addition, holding the LSCF-6428 sample
under reducing conditions at a temperature higher than 1475 K leads to the formation
of (La, Sr)3Fe2O7 and (Co, Fe)O. Furthermore, the reducing atmospherewill slightly
increase the stability temperature range of SrCO3, Fe2O3 (corundum), and (Co,
Fe)3O4 (spinel) phases to 800 K. It is worth noting that two (Co, Fe)3O4 spinels
were considered in the thermodynamic database as shown in Fig. 10.16b, c. One of
them is the Co-rich spinel, which is close to Co3O4, and the other one is the Fe-rich
spinel, which is close to Fe3O4. The Fe-rich spinel is stable at elevated temperature,
while Co-rich spinel is the only stable spinel at room temperature. Overall, SrCO3

will be the dominant secondary phase at low temperatures. The high CO2 partial
pressure and low O2 partial pressure will increase the stability of SrCO3. However,
SrCO3 is predicted not to form under typical operating conditions.

10.4.5.2 SrCO3 Stability
a) SrCO3 threshold diagram:

According to the predictions from Fig. 10.16, SrCO3, (Co, Fe)3O4, and Fe2O3 may
precipitate from LSCF with the CO2 exposure especially at low temperatures. The
products of the reactions can be slightly different at various conditions; however, the
dominant reaction under most conditions is summarized in Eq. 10.68:

LSCF reactantð Þ þ CO2 gasð Þ ! LSCF productð Þ þ SrCO3 þ Co,Feð Þ3O4

þ Fe2O3 (10:68)

where LSCF (reactant) is in the LSCF sample before the CO2 exposure and LSCF
(product) is the sample after the CO2 exposure. The resulting material may have a
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different composition than the LSCF (reactant) because of the formation of new
phases, such as SrCO3. The threshold prediction for the precipitation of SrCO3 is one
critical information that needs to be taken into account for the re-optimization of
LSCF cathode compositions and the cathode gas impurity control if CO2 plays a
significant role in the long-term degradation of SOFC.

The threshold diagram for the SrCO3 stability in the LSCF system is plotted in
Fig. 10.17 for the first time proposed in this chapter. The threshold diagram repre-
sents a mapping of the Gibbs free energy for the dominant reactions (ΔGrxn(2)) as a
function of temperature,PCO2

, and Sr concentration. In accordance with this diagram,
each line is a locus of temperature andPCO2

whereΔGrxn(2)= 0 (curves in Fig. 10.17)
for SrCO3 formation. If ΔGrxn(2) is negative, at the lower right corner of the diagram,
SrCO3 is stable (SrCO3 stable region), and if ΔGrxn(2) is positive, as defined in upper
left quadrant of Fig. 10.17, the system is free of SrCO3 (SrCO3 free region). This is a
useful aid for complicated multicomponent systems, such as SOFC cathodes, and
can be only developed by the CALPHAD approach. During the simulations, the
threshold that was defined as SrCO3 is a stable phase; however, its concentration was
zero. The advantage of the CALPHAD approach is that it does not a priori assume
specific SrCO3 formation reactions as a basis for equilibrium simulations. It auto-
matically considers the correct reactions given a set of temperatures and gas-phase
and solid-phase compositions. This relieves the material designer from the burden of
accounting for correct reaction schemes.

Overall, it is also seen in the threshold diagrams that by decreasing the temperature,
as well as by increasing the PCO2

and Sr concentration, the propensity to form SrCO3

increases. For example, at a fixed PCO2
(0.1 atm, the red dash line in Fig. 10.17a),

LSCFs with lower Sr concentration have lower SrCO3 formation temperatures; at
fixed temperature (700 K, the blue dash line in Fig. 10.17a), the LSCFs with higher Sr
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concentration have lower SrCO3 formation PCO2
. Additionally, the impact of PO2

on
the SrCO3 stability threshold has also been examined by considering two cases: (i)
PO2

¼ 0:21 atm and (ii) PO2
¼ 10�5 atm as shown in Fig. 10.17a, b.

The threshold trends for both oxygen partial pressures are the same. However,
the difference is that in a more reducing atmosphere, i.e., lower PO2

, SrCO3 is stable
down to lower CO2 partial pressures at a fixed temperature in comparison with
higher PO2

.
The thermodynamic predictions regarding the phase formation in LSCF-6428

system in a wide range of temperature, PCO2
, PO2

, and LSCF composition have been
conducted based on the CALPHAD approach and compared with the previous
investigations [13].

It is anticipated thatPO2
at the TPBs will be significantly lower than thePO2

in the
air just outside the cathode surface during operation. The PO2

at the TPBs is
dependent on the temperature, LSCF layer thickness, and the current density. At
the same current density, the higher the operating temperature, the higher the PO2

at
TPBs; the thicker the LSCF layer, the lower the PO2

at the TPBs. In agreement with
this model, accordingly thePO2

at the TPBs will be significantly lower thanPO2
in the

air and is in the range of 10�3 to 10�5 atm.
In the current thermodynamic simulations, the default PO2

at the TPBs was
assumed to be 10�5 atm based on the cathode polarization conditions. Overall, the
predictions regarding CO2 exposure to the LSCF system are in agreement with the
previous experimental and modeling investigations [10, 33, 34, 36, 37]. The model-
ing confirms that the Sr-O compounds observed by Oh et al. [33] are most likely
SrCO3. It also confirms the formation of spinel phases in the air from LSCF [34, 36,
37], and it confirms the conclusion that SrCO3 will become much more stable in high
CO2 concentration as indicated by Yu et al. [10]. The SrCO3 threshold diagrams
predicted with CALPHAD approach, as demonstrated in Fig. 10.17, also show good
agreement with the conclusion from the threshold diagrams predicted by first-
principle calculation carried out by Yu et al. [10].

However, some of the current predictions are significantly different from the
previous experimental investigations.

1. It was claimed that LSCF-6428 segregation occurs during the heat treatment of
the samples in the air at operating temperature, i.e., 1023–1223 K. The simulation
on LSCF-6428 stability without the CO2 exposure shows LSCF-6428 is stable in
operating condition in the air or in reducing condition due to the cathode
polarization. However, it is found that by the exposure of CO2 to the system,
secondary phases, including SrCO3 and Co- and/or Fe-rich spinels in the form of
(Co, Fe)3O4, will form at low temperature. It is predicted the experimental-
observed LSCF phase separation in the air is not due to the solubility limit of
LSCF itself. Instead, it may due to the existence of CO2 in the air.

2. The formation condition of SrCO3 from the thermodynamic simulation results
conflicts with the experimental observations. It was claimed that SrCO3 will
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form at the operating condition [10], while the thermodynamic simulation
prediction shows SrCO3 only form at low temperature. The predicted SrCO3

precipitation temperature for LSCF-6428 is lower than the typical operating
temperature (1023–1223 K) in both gas with low CO2 concentration
(air with 360 ppm CO2) and gas with high CO2 concentration (30 vol.%
CO2). Figure 10.18 shows the schematic demonstration of the formation of
secondary phases in a typical thermal-cycle based on the prediction from our
thermodynamic simulations. It shows secondary phases, including SrCO3,
might form during the heating up and cooling down of the system, and, due
to the kinetics of reactions, they do not completely dissolve back, and they may
remain on the surface or at the TPBs.

The disparities between prior experiments [10] and the current thermodynamic
simulations of the SrCO3 formation may due to the difference between the real
experimental condition and our three simulation conditions:

(i) The experiments from Yu et al. [10] were performed on thin films deposited on
single crystal substrates. Depending on the lattice mismatch, these could result in
highly strained layers, which could shift the stability boundaries for SrCO3

formation in LSCF. By contrast, the present simulations are applicable to nom-
inally strain-free LSCF, which is a more realistic condition for porous electrodes.

(ii) The composition of the surface of the LSCF layer is very different from the
nominal composition; the real-time TXRF experiments show 8%–32% Sr on the
surface of LSCF.However, the nominal Sr composition of LSCF-6428 is 40%. It is
reasonable to believe that the concentration of the other elements La, Co, and Fe is
also very different from the nominal composition. The composition differencemay
significantly affect the SrCO3 formation, which cannot be used for direct compar-
ison with the thermodynamic prediction of LSCF-6428 from the current work.

(iii) Because of the local geometry in the cathode layer, it is possible that PO2
at

certain TPB locations is very different from the value calculated from Eq. 10.67
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and the default value we adopted in our thermodynamic simulations, for
example, the thermodynamic simulation from PO2

¼ 10�15atm to PO2
¼ 0:21

atm. Figure 10.19 shows that SrCO3 formation threshold temperature can be
significantly low at lowPCO2

conditions. WithPO2
< 10�15 atm, the SrCO3 may

become stable at the typical operating temperature (1073 K). The current
densities in Eq. 10.67 are averages normalized to the geometrical projected
contact area between the cathode and the electrolyte. The asperities in the
cathode combined with local low-porosity regions could significantly increase
the local current density and such that very low PO2

(~10�15 atm) becomes
possible within the cathode.

In addition, it compares LSM-20 and LSCF-6428 cathodes from the long-term
degradation point of view. It is concluded that a mole of secondary phases, especially
SrCO3 that forms on the LSM-20 surface, were much lower than that on LSCF-6428.
It was concluded that CO2 was not deleterious for LSM-20 under typical operating
PCO2

, but for LSCF-6428, it was a critical parameter to consider for the SOFC long-
term degradation.

Overall, our predictions show that the propensity to form SrCO3 is thermody-
namically more favorable at higher PCO2

, lower PO2
, and lower temperatures. Thus,

thermal-cycle is considered as the main reason for SrCO3 formation, which may
block the oxygen reduction reaction (ORR) sites. In SOFC industrial applications, it
is suggested to include two considerations: (1) the SrCO3 stability into the LSCF
compositional optimization and (2) avoidance of unnecessary thermal cycles and
reducing the holding time in the SrCO3 stable regions.
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The CALPHAD approach has a unique advantage for the prediction of CO2 effect on
the SrCO3 formation: The composition effect of A and B sites of LSCF was simulated
for the first time in the current chapter. It shows that the stability of SrCO3 decreases at
fixed temperature and PCO2

by decreasing the Sr concentration in A site or Co
concentration in B site. This provide prudent guidance on how to design the composition
of LSCF, as CO2 is an important factor for long-term degradation, which was not
previously considered during the compositional optimization of LSCF. On the other
hand, comparing with the first-principle calculations [10], which were limited to the
specific LSCF composition (La0.75Sr0.25Co0.25Fe0.75O3), its prediction accuracy drops
significantly with the increase of temperature, not to mention the uncertainties of the
potentials used in DFT calculations. The current work provides crucial guidance on the
design of the next generation of LSCF and on other possible cathode candidates using
the CALPHAD approach. It is planned to apply this approach to obtain stability maps
for other material systems to be used in solid-state ionic devices.

10.4.5.3 Effect of CO2 on LSM and LSCF
The LSM-20 and LSCF-6428 are two leading competitors for the SOFC cathode. The
LSCF-6428 is considered as a candidate because of its excellent mixed ionic and
electronic conductivity [33], and also its thermal expansion coefficient (TEC) matches
with the rare earth (RE)-doped ceria (RE2O3-CeO2, where RE = Gd, Sm, Y etc.)
[112]. While its TEC is higher than that of yttria-stabilized zirconia (YSZ), it reacts
with YSZ to form insulating phases. The results indicate that LSCF can be employed as
the cathode material in combination with YSZ electrolytes through the application of a
barrier layer of RE2O3-CeO2. On the other hand, LSM-20 has significantly high
electronic conductivity, excellent electrocatalytic activity, and an excellent TEC match
with the electrolyte, key parameters for a functional SOFC cathode [31]. Despite these
advantages, both systems suffer from long-term stability issues such as surface segre-
gation and secondary phase formation. According to Hu et al. [31], SrCO3 formation
causes initial degradation at the LSM surface. However, it was observed that the effect
of CO2 in the air on the electrochemical performance of the cell is negligible. For LSCF-
6428, it was reported by Yu et al. [10] that formation of SrCO3 drives the segregation
kinetics of Sr at the surface until a steady state is reached. The steady state occurs due to
the blocking of the surface by secondary phases. In the current work, thermodynamic
predictions are carried out to compare the stability of both cathodes under the same
conditions. The predictions for LSM-20 were comprehensively discussed in our previ-
ous report [12]. As illustrated in Fig. 10.20a, b, the mole of phases as a function of
temperature was predicted for LSM-20 in the (a) air (PO2

¼ 0:21atm ) containing
30 vol.% CO2 and (b) N2 (PO2

¼ 10�5atm) containing 30 vol.% CO2, respectively. It
is worth noting that 1 mole per formula of LSM-20, i.e., (La0.8Sr0.2)0.98MnO3 � δ, is
adopted in the current simulation. The perovskite phase is slightly different from 5moles
in total due to the A site, B site, and oxygen site deficiencies as well as secondary phase
formation. Surprisingly, the concentration of secondary phases in LSM-20 is much lower
than that predicted for LSCF-6428 in Fig. 10.16. At low temperatures (< 1000 K),
MnO2, Mn2O3, and SrCO3 are predicted as secondary phases in the LSM-20
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system. For both systems, secondary phases form below 1000 K in 30 vol.% CO2-air,
while no secondary phase is stable in the operating temperature range, i.e.,
1023–1223 K. The Mn3O4 is predicted to form on LSM-20 surface at temperatures
higher than ~1273 K in Fig. 10.20a. However, no secondary phase was predicted to
form in LSCF-6428 system at high temperatures. By comparing the amount of second-
ary phases in both systems shows the significant differences between them. The total
amount of segregated phases, especially SrCO3, is much higher in LSCF-6428 than
LSM-20 due to the higher reactivity of LSCF-6428 with CO2 in the air (PO2

¼ 0:21
atm) containing 30 vol.% CO2.

Although no secondary phase is predicted to form in the LSM-20 system within the
operating temperature range in the air (PO2

¼ 0:21atm ) containing 30 vol.% CO2,
conditions in experiments could be different due to the limitation of reaction kinetics.
Because of the heating up and cooling down of the cell, secondary phases form on the
surface, and at the TPBs, and they may remain or dissolve by changes in the experi-
mental conditions. For instance, Mn3O4 forms during sintering (1473 K) and may not
completely dissolved back into LSM by cooling down the sample, and a tiny amount of
this phase might remain on the surface. Thus, the more precipitates form, the more
remain on the surface and may cause more and faster degradation of the cathode. In
conclusion, LSM-20 is more stable than LSCF-6428 for long-term operation due to the
slower rate of degradation at different temperature and atmospheres.

10.4.6 Phase Diagrams for Nanoparticles

In this section, it is shown how to develop the n-YSZ phase diagram, by applying the
CALPHAD approach. Due to important applications of the zirconia-rich YSZ, the
calculations are focused on the yttria mole fraction between 0 and 0.2.

Fig. 10.20 Moles of secondary phases of 1 mol of LSM-20 within a wide range of temperature in
condition (a) air (PO2

¼ 0:21 atm) containing 30 vol.% CO2 and (b) N2 (PO2
¼ 10�5atm) containing

30 vol.% CO2 [13]
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Drazin and Castro derived four equations to explain the specific surface energy of
each n-YSZ polymorph [70] described in Eqs. 10.69, 10.70, 10.71, and 10.72:

γm ¼ 1:9278ð Þ � 9:68ð Þx (10:69)

γt ¼ 1:565ð Þ � 4:61ð Þx (10:70)

γc ¼ 1:1756ð Þ � 3:36ð Þxþ 7:77ð Þx2 (10:71)

γa ¼ 0:8174ð Þ � 0:11ð Þx (10:72)

where x is the yttria mole fraction and ɤm, ɤt, ɤc, and ɤa are specific surface energies of
monoclinic, tetragonal, cubic, and amorphous phases, respectively.

Combining the Gibbs energy of bulk YSZ and the surface energy of each
polymorph at room temperature, the total Gibbs energy of the n-YSZ system is
predicted as shown in Fig. 10.21.

The intersection of different phases of Gibbs energies is changing with particle
size as shown in Fig. 10.21. The amorphous phase is not stable when the particle size
is 10 or 100 nm, while for the particle size as small as 1 nm, the amorphous phase is
stable in low yttria concentrations (Fig. 10.21). The Gibbs energy minimization is a
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key factor to make a phase stable. By decreasing the particle size, the effect of
surface energy increases, which causes the change of all involved phases of Gibbs
energies and leads to stability of amorphous phase.

The intersections represent T0 temperature points at which the Gibbs energies of
the two involved phases are equal at a certain composition. By combining the Gibbs
energy diagrams and yttria concentration for various particle sizes, the n-YSZ phase
diagram at room temperature was plotted as shown in Fig. 10.22. In this figure, each
curve indicates the boundary between phases, by which the stability range of each
polymorph versus particle size and composition (mole fraction of Y2O3) is deter-
mined at room temperature.

Fig. 10.22 The phase diagram for the n-YSZ system at room temperature in comparison with the
experimental data which represent experimentally measured crystal structure by Drazin and Castro
[70].« sign indicates the largest tetragonal pure zirconia particle size experimentally observed [70]
(M, monoclinic; T, tetragonal; C, cubic; A, amorphous) [71]
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The errors are expected for the amorphous phase because of the simplifications
explained in Sect. 10.3.5; however, the results clearly show the ability of CALPHAD
approach to predict the amorphous stability range. According to Fig. 10.22, the
tetragonal phase region and the related superimposed experimental data show some
discrepancy, which is related to the bulk YSZ thermodynamic database provided by
Chen et al. [97]. This shows an improvement is needed in tetragonal + cubic/cubic
phase boundary of the database.

The Gibbs energy calculation of bulk YSZ can be extended to higher tempera-
tures since the CALPHAD approach has been applied. Considering the effect of
surface energy, the n-YSZ phase diagram at various temperatures is plotted as shown
in Fig. 10.23. The specific surface energy changes by temperature [113]; however, it
was assumed to be small and negligible.

According to the diagrams in Fig. 10.23, the c-ZrO2 region is enlarged and the
stability range of m-ZrO2 shrinks with the increase of temperature. In addition, the
T/C curve shifts toward the left and also moves up by increasing temperature.

Based on Fig. 10.23, the C/A curve is almost invariant by increasing temperature.
This is related to the dominant effect of surface energy in comparison with the bulk
Gibbs energy since the particle size of the amorphous region is extremely small.
Moreover, as the surface energy was assumed to be invariant with temperature
changes, the C/A curve is approximately fixed versus temperature.
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By combining the n-YSZ phase diagrams at different temperatures, a 3-D contour
phase diagram was developed, in which the phase regions are predicted based on the
mole fraction of yttria, particle size, and temperature. Different angles of the 3-D
phase diagram for the n-YSZ system are shown in Fig. 10.24.

10.5 Summary

There have been extensive experimental investigations on the cathode-
electrolyte of SOFC, especially the cathode and electrolyte conductivity opti-
mization, thermomechanical property control, and the long-term degradation on
the cathode side. However, most of the research was based on the traditional
trial-and-error approach; the comprehensive thermodynamic understanding was
missing due to the complicated nature of the system. Fortunately, computa-
tional thermodynamics has made significant progress in the past decade espe-
cially on the most popular systems in SOFC. This book chapter has mainly
covered the recent critical progress on the application of computational ther-
modynamics in SOFCs. Here four critical considerations are described in this
book chapter:

1. The detail defect chemistry analysis has been carried out for the most popular
LSM cathode. The quantitative Brouwer diagram was developed with the
CALPHAD approach.

2. Coupling the quantitative Brouwer diagram and the electron mobility, the elec-
tronic conductivity has been predicted for LSM for the first time. The modeling
covers the effect of temperature, oxygen partial pressure, and A site deficiency.
The ionic conductivity of YSZ electrolyte can be also predicted using the above
methodological approach.

3. The cathode side plays a critical role in the long-term degradation of SOFC. It
may due to the chemical reactions between cathode and electrolyte and the
impurities from the air. The phase stabilities at TPBs have been simulated to
provide guidance on the cathode composition optimization to prevent/reduce the
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formation of harmful zirconates (LZO and SZO). The effect of gas impurities like
CO2 to the phase stability at the cathode side has been investigated. Formation of
Sr-containing secondary phases was predicted to be the main reason for blocking
ORR path and lowering the conductivity.

4. YSZ has been adopted as the most common electrolyte material. It was shown
how to develop a (nano) n-YSZ phase diagram by applying the CALPHAD
approach. It has provided the guidance on the phase transformation and coarsen-
ing for nanoparticles.

There are still a lot of areas to explore the application of computational thermo-
dynamics in SOFC in the future, for example, how to optimize the mixed ionic-
electronic conductivities (MIEC) for the cathode materials, reduce the cathode-
electrolyte CTE mismatch, improve the chemical compatibility between the new
cathode-electrolyte during sintering and operation conditions, and control the cath-
ode stoichiometry and phase stability under various gas impurities including CO2,
SO2, and H2O. With the help of computational thermodynamics, it is possible to
systematically design the cathode-electrolyte of SOFC to meet all these requirements
for the first time.
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Abstract
Proton exchange membrane fuel cells (PEMFCs) are considered one of the most
promising energy conversion devices due to their high-energy yield and low
environmental impact of hydrogen oxidation. The oxygen reduction reaction
(ORR) at cathode plays a crucial role during operation of the PEMFCs. However,
for various classes of ORR catalysts, the detailed mechanism and the origin of
activities require an in-depth understanding. This chapter focuses on the application
of density functional theory (DFT) methods in investigating the activity and stability
of ORR electrocatalysts to advance the PEMFC performance. The authors system-
atically reviewed the descriptors to evaluate the catalyst activity, such as adsorption
properties of ORR intermediates, potential energy surfaces, reversible potentials,
reaction barriers, and catalyst electronic structures. They also discussed various
methods implemented to evaluate the ORR stabilities, such as metal dissolution
potentials, metal cohesive energies, and binding energies of metal in the active sites.

11.1 Introduction

The fuel cells are electrochemical devices that spontaneously convert the chemical
energy of a fuel into electrical energy by electrochemical reactions. One family of the
fuel cells, known as proton exchange membrane fuel cells (PEMFCs), is considered
a potential future power source due to their ability to generate electrical energy using
flexible fuel supplies with negligible harmful emissions. Currently, a key obstacle in
the wide commercialization of the PEMFC platform is the high cost of component
materials, specifically the platinum (Pt)-based electrocatalysts to mediate the oxygen
reduction reaction (ORR) at the cathode. The ORR is a very complex process under
the electrochemical conditions. This ORR involves multi-electrons, various inter-
mediates, and many possible reaction pathways [1, 2]. Although many different
experimental characterization technologies such as X-ray photoemission spectros-
copy (XPS) [3], ultraviolet photoemission spectroscopy (UPS) [4], and electron
energy loss spectroscopy (EELS) [5] have been employed to study the ORR process,
the nature of mechanism still requires an in-depth investigation. The density func-
tional theory (DFT) method is a valid tool complementing state-of-the-art experi-
mental techniques. The DFT can provide important insights to understand the
adsorption properties, reaction thermodynamics and kinetics, and electronic struc-
ture at catalyst/gas interfaces. Theoretical modeling is becoming an indispensable
tool in the electrochemical area.

In the current field of catalyst study, the researchers implement the theoretical
modeling not only to explain some experimental results but also to design new
efficient ORR catalysts. This requires researchers to find out the nature of the ORR
catalysis process. There are two key perspectives, including what determines the
performance of a catalyst and what indicators could be used to evaluate an unknown
ORRcatalyst. Through extensive theoretical research onmany catalystmaterials,which
have been well-defined structures, such as face-centered cubic ( fcc) Pt, transition metal
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macrocyclic complexes, and graphene. One could obtain some useful parameters to
evaluate whether a material has potential to serve as an ORR catalyst or not.

This chapter focuses on the application of DFT methods to investigate the activities
and stabilities of the ORR electrocatalysts with an aim to improve PEMFC perfor-
mance. As mentioned previously, some descriptors to evaluate the catalyst activity will
be reviewed. To restate, these descriptions consist of adsorption properties of ORR
intermediates, potential energy surfaces, reversible potentials, reaction barriers, and
catalyst electronic structures. In addition, various methods to evaluate the ORR stabil-
ities will be also illustrated. These methods are mainly metal dissolution potentials,
metal cohesive energies, and binding energies of metal in the active sites.

11.2 Density Functional Theory Methods

The DFTapproach has become increasingly the method of the choice for the solution
of large systems, not only because of its sufficiently high accuracy but also its
computational simplicity. Figure 11.1 shows the number of publications using
DFT methods from 1990. The publications are based on the search from Web of
Science database using “density functional theory” or “DFT” as the keywords. It can
be clearly seen that the number of publications is increasing every year and a
dramatic increase is observed starting from the year 2008. The DFT methods are
no doubt becoming widely used by computational chemists.

In the DFT methods, the total energy of a many-electron system is considered as a
function of its density only. By using the variation principle, a one-particle
Schrödinger-like equation, i.e., the Kohn-Sham equation with an effective potential,
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Fig. 11.1 A number of publications that employ DFT each year
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is obtained [6]. Since the exact form of the exchange-correlation function for an
inhomogeneous electron gas is still unknown, several different types of approximate
functions such as local-density approximation (LDA) and generalized gradient
approximation (GGA) are used. The LDA is very successful for many systems,
but LDA fails in systems where weak molecular bonds exist. To account for the
inhomogeneity of the electron density, a nonlocal correlation is often added to the
exchange energy; this is the so-called GGA [7]. There are many exchange-correla-
tion functionals such as Perdew 86 (P86, LDA); Perdew and Wang 91 (PW91,
GGA); Becke-Perdew-Wang 91 (BPW91, exchange functionals); Lee-Yang-Parr
(LYP, GGA); Becke-Lee-Yang-Parr (BLYP, hybrid functionals); Perdew-Burke-
Ernzerhof (PBE, GGA); and Becke, three-parameter, Lee-Yang-Parr (B3LYP,
hybrid functionals) correlation or exchange functionals. In general, as the
exchange-correlation functionals contain both exchange and Coulomb correlation
terms, the DFT methods could provide better results for most reaction systems.

11.3 Methods to Evaluate ORR Activity

11.3.1 Binding Energy of ORR Intermediates

As is well known that Pt is the best catalyst material for the ORR, its catalytic
process has been extensively studied both by experiment and by computational
modeling. Yeager proposed two mechanistic pathways for the ORR in acidic
medium [8]: (1) a “direct” four-electron pathway where O2 is reduced directly to
water without involvement of hydrogen peroxide (H2O2), which was summarized as
O2 + 4H+ + 4e� ! 2H2O, and (2) a “series” pathway in which O2 is reduced to
H2O2, which was also summarized as O2 + 2H+ + 2e� ! H2O2 followed by its
further reduction to H2O, proceeded by the following reaction,
H2O2 + 2H+ + 2e� ! 2H2O. The above two pathways can be processed via the
intermediate OOH, O, and OH. Since there is no simple adequate spectroscopic
method for identifying the adsorbed intermediates, computational studies can be
used to investigate the structures and adsorption properties of reduction intermediates.
Nørskov et al. found that the binding energy of O is a good parameter to describe ORR
activity of Pt and other transition metal catalysts [9]. An activity volcano plot with an
excellent coefficient of correlation appears, as shown in Fig. 11.2.

The volcano plot in Fig. 11.2 shows that Pt is indeed the best catalyst among all
the pure metals; other metals have either stronger or weaker bonding to atomic O
than Pt and as a result are poorer ORR catalysts. For example, Ni binds to atomic O
so strongly on the surface that the bonding will lead to a slow proton-transfer step. In
contrast, the weak bonding of atomic O on Au indicates that the barrier for molecular
O2 dissociation is large, due to the fact that there is a linear dependence between the
atomic O binding energy and the barrier for molecular O2 dissociation [10]. It can
also be seen from Fig. 11.2 that pure Pt is not a perfect catalyst due to its higher than
optimum binding energy. Metals with a somewhat lower atomic O binding energy
than Pt should have a higher rate of oxygen reduction. This has already been
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confirmed by experiment. For example, DFT calculations have shown that Pt alloys
with Ni, Co, Fe, and Cr have smaller O binding energies than pure Pt [11, 12], and
these alloys indeed have a higher ORR rate than pure Pt [13–15]. Nørskov also pointed
out that the O binding energy is not the sole factor in determining the activity of a
surface for ORR; the OH binding energy is another important consideration. Stephens
et al. demonstrated that the OH binding energy can be used as an experimental
descriptor for the surface activity of a catalytic reaction [16]. They confirmed that
only a slight weakening of the OH binding energy, by ~0.1 eV, relative to Pt{111}, will
lead to approximately eightfold enhancement in ORR activity over Pt{111}. Lee et al.
combined theoretical and experimental approaches to study the ORR activities of Pd
alloys [17]. They implemented a simple trimer cluster model to calculate the binding
energy of atomic O on these Pd-alloy catalysts. It was found that the Pd-Co alloy
possesses the closest O binding energy to Pt in simple theoretical model calculations,
suggesting the highest ORR activity. This prediction was further confirmed experi-
mentally, suggesting that the single parameter of O binding energy can be a useful
guide to developing non-Pt ORR catalysts. The obtained results have been confirmed
on other families of catalysts, such as Fe-phthalocyanine and Co-phthalocyanine [18].

By using the atomic O binding energy as an activity descriptor, the candidacy of
potential ORR catalysts can be evaluated. Recently, we investigated the catalytic
ORR activity of various metal chelates by DFT methods [19]. Six chelating ligands,
namely, hexafluoro-acetylacetone (HFAA), acetylacetone (AA), bis-acetylacetone-
ethylene-diimine (BAAEDI), bis-salicyl-aldehyde-ethylene-diimine (BSAEDI),
tetraphenyl-porphine (TPP), and phthalocyanine (PC), were studied. The optimized
structures of the cobalt chelates are shown in Fig. 11.3. The DFT results indicated
that the ORR activity is determined by both the identity of the central metal ions and
chelating ligands, whose unique combination influences the ORR. For the same
ligand, the central metal ions Fe, Co, or Mn demonstrated high ORR activity, while
the other combinations exhibited negligible catalytic activity. This trend may be
explained by virtue of the molecular O2 and oxygen-containing species, which are
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either excessively adsorbed (on central Cr) or difficult to be adsorbed on the active
sites (for central Zn, Cu, or Ni).

As discussed above, a single atomic O binding energy provides a facile method to
evaluate ORR catalysts. The ability to port this DFT functional to an arbitrary
catalyst was investigated by using metal-doped graphene as a model catalyst and
using DFT to compute the ORR [20]. Ten different metal atoms, namely, Al (main
block); Si (semiconductor); Mn, Fe, Co, and Ni (3d block); Pd and Ag (4d block);
and Pt and Au (5d block) elements, respectively, were incorporated into surface
vacancies on graphene to generate as yet unsynthesized metal-doped graphene
constructs. The results indicated that the binding energies of atomic O and OH do
not exhibit a linear dependence, relative to each other, which is different to the linear
dependence found on metal surfaces. Furthermore, for Ni-doped graphene, the linear
relationship is not possible, as shown in Fig. 11.4. These findings suggested that the
value of O or OH binding energy alone is not sufficient to evaluate the catalytic
activity of a catalyst, especially of nonmetal materials. This requires us to find other
parameters and/or methods, such as the calculation of the potential energy surface.

11.3.2 Potential Energy Surface

To analyze the potential energy surface, the relative energies of reaction intermedi-
ates in the ORR processes must be calculated. Generally, the electrochemical ORR
from O2 to H2O in an acid solution is proceeded as:

Fig. 11.3 Optimized structures of cobalt chelates. The purple circles are cobalt atoms, the blue
circles are nitrogen atoms, the black circles are carbon atoms, the red circles are oxygen atoms, the
yellow circles are fluorine atoms, and the white circles are hydrogen atoms
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O2 þ 4Hþ þ 4e� ! �OOHþ 3Hþ þ 3e�

! �Oþ H2Oþ 2Hþ þ 2e�

! �OHþ H2Oþ Hþ þ e�

! 2H2O

(11:1)

In an alkaline solution, the same processes can be expressed as:

O2 þ 2H2Oþ 4e� ! �OOHþ H2Oþ OH� þ 3e�

! �Oþ H2Oþ 2OH� þ 2e�

! �OHþ 3OH� þ e�

! 4OH�
(11:2)

From the above equations, it was hypothesized that the adsorbed intermediates
along the reaction coordinate are independent of the concentration of protons.
The only change is the chemical potential of the protons and that the proton donor
changes from being H+ in an acid solution to being H2O in an alkaline solution.
Based on the theoretical electrochemistry method [9, 21, 22], the potential energy
of the intermediates on the Pt{111} can be obtained at a given potential, as shown
in Fig. 11.5. A perfect catalyst should be characterized by all steps having the
same height at zero potential, i.e., by a flat potential energy landscape at the
equilibrium potential. As can be seen, some steps have larger free energy changes
than others, meaning that Pt is not a perfect catalyst for the ORR.
Another application of potential energy surface profile is for estimating the
highest ORR potential Urev. We can define the Urev at which all steps are just

Fig. 11.4 Binding energy variation of OOH and OH with O [20]
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downhill in the potential energy landscape. The higher the Urev is, the better the
catalyst.

In addition to the application to Pt, this method has also been successfully applied
to other materials, such as transition metal-doped conductive polymer [23, 24],
M-Nx (M = Fe, Co, Ni; x = 1�4) embedded graphene [25, 26], and metal oxide
catalysts [27, 28]. For example, we investigated the ORR catalyzed by cobalt-
polypyrrole catalysts, demonstrating the active site structure and the origin of the
catalytic activity [23]. We constructed two cobalt-polypyrrole models, one contains
ten pyrrole rings with only one Co atom (mono-Co-PPy), and the other contains ten
pyrrole rings with two Co atoms (di-Co-PPy). The potential energy surface of ORR
on the two catalysts is shown in Fig. 11.6. It can be clearly seen that the relative total
energy of each ORR step of mono-Co-PPy is higher than that for di-Co-PPy. The
largest energy difference between these two systems is in the third reduction step
(�O + H+ + e� ! �OH). Therefore, the ORR steps catalyzed by di-Co-PPy are
energy favored compared with those catalyzed by mono-Co-PPy. Further structural
analysis showed that the dihedral angles between the pyrrole units have no regular
pattern for mono-Co-PPy. But for di-Co-PPy, the angles show a perfect arrangement.
This kind of structure of di-Co-PPy is helpful in electron transfer in its chain and
makes the nitrogen atoms become active and the donation site of electrons to the
ORR process. Therefore, a Co-PPy catalyst containing many cobalt atoms between
two long PPy chains with periodic structure should show the good catalytic ability
for ORR.

11.3.3 Linear Gibbs Energy Relationship to Determine Reversible
Potentials

As discussed above, potential energy surface can provide much useful information
regarding the reaction details, such as the free energy and the highest ORR potential.
Anderson’s group has developed a simple theoretical approach for calculating
the reversible potentials [29–39]. From the calculated bond strengths of ORR
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intermediates, reversible potentials can be determined using a linear Gibbs energy
relationship. Consider an electrochemical reaction at equilibrium described in
Eq. 11.3:

Oxþ e� U
�� � $ Red (11:3)

The linear Gibbs energy relationship for this reaction has the form described in
Eqs. 11.4 and 11.5:

ΔGrev ¼ ΔG
� � ΔE adsorptionð Þ (11:4)

and

Urev ¼ U
� þ ΔE adsorptionð Þ=nF (11:5)

where ΔG� is the standard Gibbs energy change of reaction, ΔE (adsorption) is the
total adsorption bond strength of the products minus the total adsorption bond
strength of the reactants, n is the number of the electrons transferred, F is the Faraday
constant, and U� is the standard solution-phase potential. Based on this approximate
Eq. 11.5, the adsorption bond strengths can be used to make predictions of reversible
potentials. On the basis of comparisons of predictions using this model with exper-
imental measurements, the reversible potentials made using the model have errors of
~0.2 V.

The above linear Gibbs energy relationship has been successfully applied to many
ORR catalysts. For example, Sidik and Anderson investigated the ORR reversible
potentials on Co9S8 catalyst [33]. They predicted the steps of the ORR cycle on the
partially OH-covered surface. The results are shown in Fig. 11.7. They found that after
the first reduction at 0.83 V, the O on sulfur is reduced spontaneously to adsorbed OH

Fig. 11.6 Potential energy surface for the ORR of the two reaction systems [23]
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because its reversible potential is higher, 1.03 V. The sequential reduction of the
adsorbed OH to H2O occurs at relatively favorable potentials of 0.89 and 0.74 V,
respectively. The 0.74 V step determines the overpotential for the overall four-electron
ORR, suggesting that partially OH-covered surface is active toward ORR and should
have overpotential behavior similar to that observed for Pt catalysts. Based on the above
results, they concluded that an even better catalyst will be one to which O2 bonds and
dissociates with less released heat.

Very recently we investigated the ORR catalyzed by B and N-doped α- and
γ-graphyne catalysts and predicted their ORR reversible potentials based on linear
Gibbs energy relationship; some results are shown in Table 11.1 [40]. Our results
indicated that the B and N single-doped α-graphynes showed relatively low catalytic
activities, owing to some unfavorable reversible potential in their ORR steps, while
doped γ-graphyne could display ORR performance. We also found that co-doping with
separated B and N could convert low active α-graphyne to the active form. However, the
activity of bonded B and N co-doped α-graphyne (α-B1N2G) was still low due to an
unfavorable reduction potential in the last step, which was similar to that observed on
doped carbon nanotubes (CNTs). We further determined that increasing the nitrogen
contents in separated B and N co-doped constructs could effectively improve the onset
potential as well as the electrocatalyst efficiency.

11.3.4 Reaction Barrier of ORR

Generally, to investigate the detailed reaction mechanism and to predict the catalytic
performance of an ORR catalyst, the reaction barrier of each elementary step should
be calculated and be analyzed. But unfortunately, only a few literature reports have
been published in this direction. Anderson and Albu [41] carried out theoretical
studies of activation energies for uncatalyzed ORR. The electrode was modeled by a
non-interacting electron donor molecule with a chosen ionization potential. To locate

Fig. 11.7 The reduction cycle for O2 on the partially OH-covered surface of Co9S8 [33]
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the transition state, the potential surface scan was deployed. Once the transition state
was located, the energy difference between the transition state structure and reactant
energy was taken as the activation energy. They calculated the activation energy of
the four-electron transfer steps. The electron transfer was assumed to occur when the
electron affinity of the reaction complex equaled the ionization potential of the
electrode. They studied activation energies for the four-electron transfer steps at
potentials ranging between 0 and 2 V (vs. standard hydrogen electrode, SHE). The
results in Fig. 11.8 showed that as the electrode potential increases, the activation
barriers also increased. The third electron and proton-transfer step has the highest
activation energy. From their calculation results, it was evident that an efficient four-
electron ORR electrocatalyst must not liberate hydrogen peroxide but activate the
first and third reduction steps without deactivating the other two steps. The complete
dissociation of HOOH on the electrode surface should lead to good activity, based on
the low activation energy calculated for adsorbed OH reduction.

The Anderson group employed a similar method to study the catalytic effect of
Pt on ORR. A single Pt atom was used to model the system. The results suggested
that the Pt atom had a significant catalytic effect on the most difficult step of the
ORR, i.e.,

H2O2 ! OH + H2O. Activation energies dropped about 1 eV over the 0–2 V
potential range. The activation energies for the other reduction steps are also
substantially reduced. In all cases, the activation energies are predicted to increase
with increasing potential. In order to simplify the calculations, the neutral H atom
instead of H+ proton was used to investigate the proton-transfer activation energy
because the whole reaction system was charged neutral [42–46]. For example, Kattel
and Wang studied the reaction pathway for ORR on FeN4 embedded graphene
[46]. The adsorption sites of intermediates and the possible reaction pathways are
shown in Fig. 11.9. Their DFT results indicated that the rate-determining step is the
molecular O2 dissociation reaction with an activation energy of 1.19 eV in the
molecular O2 dissociation pathway, the OOH dissociation reaction with an activation
energy of 0.56 eV in the OOH dissociation pathway, and the OH diffusion step with
an activation energy of 1.15 eV in the HOOH dissociation pathway. Therefore, the
OOH dissociation pathway is the kinetically most favorable one to follow on the
FeN4 embedded graphene. Compared with the activation energy of the rate-

Table 11.1 Standard reversible potential and reversible potential for each ORR step on the studied
models [40]

Urev (V/SHE)

Reaction
step

U�

(V/SHE) α-B1G
α-
N2G

α-
B1N2G

α-
B1N3G

α-
B1N4G

α-
B1(N4)3G γ-BG γ-NG

1 �0.125 0.565 0.96 0.985 0.898 0.699 0.78 0.858 0.498

2 0.21 4.052 2.932 3.038 3.044 3.091 1.658 3.058 0.324

3 2.12 �0.234 0.966 1.039 0.957 0.829 2.074 0.793 3.534

4 2.72 0.542 0.067 �0.137 0.026 0.306 0.413 0.216 0.569

Overall 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23
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determining step on the Pt{111} (0.79 eV) and Pt{100} surfaces (0.80 eV), they
concluded that the FeN4 embedded graphene possesses the catalytic activity for
ORR comparable to (or greater than) that of precious Pt catalysts.

11.3.5 Catalyst Electronic Structure

As discussed above, some parameters, such as atomic O binding energy is a good
descriptor of the ORR activity of a given surface in many cases, the question arises
as to which property of the catalyst determines the ORR the most accurately. For
metal-based catalysts, it was well-established that surface bond energies correlate
with the average energy of the d states on the surface atoms to which the adsorbate
binds (the d-band center) [47–51]. For example, Stamenkovic et al. investigated the
ORR on polycrystalline alloy films of the type Pt3M (M = Ni, Co, Fe, and Ti)
[51]. They measured the d-band center for all of the alloys by using synchrotron-
based high-resolution photoemission spectroscopy (PES) and compared results with
DFT-based calculations. They found that the ORR activity versus d-band center
position at 0.9 V exhibited a classical volcano-shaped dependence, which agrees
well with the activity predicted from DFT calculations. For the catalysts which bind
to oxygen too strongly, the rate was limited by the removal of surface oxide, while
for catalysts that bind oxygen too weakly, the rate was limited by the transfer of
electrons and protons to adsorbed molecular O2.

Fig. 11.8 Energies as functions of electrode potential for the reaction system from beginning to
end of the ORR [41]
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For nonmetal catalysts, it was demonstrated that the energy gap between the
highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular
orbital (LUMO) can be used to evaluate the chemical reactivity of a catalyst. A small
HOMO-LUMO gap (HLG) implies low kinetic stability and high chemical reactivity
[52]. In addition, for an ORR electrocatalyst, the energy level of the HOMO is also
important because the electrons would be transferred to the O2 molecule to weaken
the O-O bond. The above point of view has been illustrated in some of our works
[53–55]. For example, we studied the ORR activity and the mechanism on doped

Fig. 11.9 Various adsorption sites and possible reaction pathways on the FeN4 embedded
graphene [46]
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single-walled γ-graphyne nanotubes (GNTs) [55]. Four of the most commonly used
doping elements, N, B, P, and S atoms, were used to investigate the doping effects.
The electronic structure analysis showed that the N-GNT had the highest ORR
catalytic activity among the studied catalysts, but its HLG (energy gap between
LUMO and HOMO levels) is still relatively too small (or the HOMO level is too
high), which leads to a relatively strong binding energy of ORR species. However,
too large HLG would lead to too weak adsorption, just like the case of the S-GNT.
Therefore, we concluded that if the GNT-based ORR catalysts will possess the
catalytic activity comparable to that of Pt, their HLG and/or HOMO levels should
be in the range between that of N- and S-GNTs. Similarly, Zhang and Xia studied the
origin of the ORR activity catalyzed by N-doped graphene [56]; the results of charge
distribution and spin density distribution on this catalyst are shown in Fig. 11.10.
Their results suggested that both the atomic charge densities and spin densities can
play roles in determining the catalytic activity. Substituting N atoms in N-graphene
can lead to the asymmetry in spin densities and atomic charge densities, thus making
it possible for N-graphene to show high electrocatalytic activities for the ORR.

11.4 Methods to Evaluate ORR Stability

11.4.1 Metal Dissolution Potential

An efficient ORR catalyst should not only have the high activity but also high
catalytic stability under electrochemical conditions. The ORR stability of Pt-based
materials has been extensively studied. It was demonstrated by Shao et al. that the Pt
nanoparticle with a particle size of ~2.2 nm would exhibit the maximum mass
activity [57]. But unlike bulk Pt, the structural and electrochemical integrities of Pt
nanoparticles are not fixed when they are exposed to acid solutions and high
electrode potentials. It was reported that the Pt nanoparticles of less than 3 nm
sizes can dissolve in acid media [58]. Since the electrochemical dissolution of
catalyst atoms is directly related to the catalytic stability, an accurate understanding
of the electrochemical degradation process at the atomic scale is an important step
toward the development of high-stability catalysts. Han and co-workers investigated
the electrochemical stability of Pt and Pt-based nanoparticle catalysts [59–61]. For
pure Pt particles, they used Eq. 11.6 to calculate the dissolution potential:

Udiss ¼ Ubulk þ 1

2me
Ef Ptn�mð Þ þmE Ptbulkð Þ � E Ptnð Þg (11:6)

where Udiss is the dissolution potential of the nanoparticle; Ubulk is the dissolution
potential of bulk Pt; E(Ptn) and E(Ptn�m) are the total energies of nanoparticles
consisting of n and n�m Pt atoms, respectively; and E(Ptbulk) is the energy per atom
of bulk Pt. The calculated dissolution potentials of Pt nanoparticles were plotted as a
function of the size of the initial model system, as shown in Fig. 11.11 [59]. The
candidate with the lowest dissolution potential was selected for simultaneous
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removal of the atomic sites marked in yellow in Fig. 11.11. The nanocluster thus
obtained served as the initial model system for the next dissolution step. The
procedure was continued until a single atom remained. Their results indicated that
for model systems Pt561 and Pt309, the nanoparticle obtained after the first step is
more durable than the model system itself, but the dissolution potential subsequently
decreases rapidly as the nanoparticle size also decreases. Therefore, it seems that in
addition to the surface energy, the thermodynamics of the dissolution mechanism
also influenced by the size of the nanoparticle. In general, the Pt nanoclusters with
sizes smaller than approximately 3 nm have electrochemical stabilities weaker than
that of bulk Pt (1.01 V relative to SHE).

11.4.2 Metal Cohesive Energies

During the electrochemical dissolution process, the metal atoms could migrate
from the surface of the material into the solution and thus create surface vacan-
cies. This degradation process is thought to be addressed by studying the surface
cohesive energy of Pt atoms [62]. The surface cohesive energy can be directly
related to the dissolution energy, and the change in dissolution energy can be
further related to the change in dissolution potential. Matanovic et al. used
surface cohesive energy to investigate the stability of PtNi alloy, Pt nanotubes,
and nanowires [63–65]. Their results indicated that the Pt nanotubes with a
smaller diameter of ~0.5 nm have a much lower surface cohesive energies than
the bulk Pt and thus will dissolve at much lower potentials. Most of the larger
tubes with the diameter of ~1 nm have higher surface cohesive energies than the
smaller tubes, but their stability is still lower than the bulk Pt. In contrast, both
Pt3Ni and PtNi alloys were demonstrated to have higher surface cohesive ener-
gies than Pt, and it can thus be expected that the alloy will have a lower
thermodynamic predisposition to electrochemical dissolution relative to Pt. For
small metal clusters, the cluster cohesive energy is also a commonly used
descriptor of stability. It is usually calculated as the difference between the
energy of the cluster and the sum of the energies for each component atom within
the cluster, calculated with the same functional and basis set [66, 67] based on
correlation, exchange, or hybrid functionals. Zanti and Peeters investigated the
stability of Pdn clusters [68]. They found that the cohesive energy increased with
the cluster size. However, the increase was not constant and was attenuated with
the cluster size, tending at the limit to an asymptotic behavior. It may be
explained by noting the sphere of coordination of palladium atoms tends to a
limit as the cluster nuclearity increases.

11.4.3 Binding Energies of Metal in the Active Sites

The methods to evaluate the catalyst stability are usually applied to metal-based
materials. For nonmetal catalysts such as M-Nx/C, the commonly used methods are
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calculating the binding energies of metal in the active sites or the energies for
removal of the metal from the active sites. Also, using metal-doped graphene as an
example [20], we determined the binding energy. Our calculated binding energy of
the metal atoms incorporated into the vacancy and then comparison of these values
with the corresponding cohesive energy of bulk metals are summarized in Fig. 11.12.
The results show that the binding energy of a metal incorporated into the vacancy is
higher than the corresponding bulk metal cohesive energy. Interestingly, the varia-
tion of the calculated binding energy is very similar to that of bulk metal cohesive
energy, namely, if a metal possesses a larger cohesive energy, then the corresponding
M-G will generally possess a higher binding energy. These results indicated that a
strong metal-carbon hybridization could be formed in M-G structures, making them
very thermodynamically stable and thus avoiding metal dissolution from the active
site. In other words, the stability of the screened M-G structures is even higher than
that of the bulk metal surfaces. Note that electrochemical ORR is a complex process;
the stability of a catalyst can be affected by many factors. For example, the stability
of a catalyst depends not only on its electronic nature but also on the practical
catalytic conditions and processes. The binding energy is only one of the parameters
to simply evaluate the stability of M-G catalysts.

In addition to calculating the binding energy of the metal in the active sites, Lu
et al. performed first-principle molecular dynamics calculations to investigate the
stability of MnN4 embedded graphene [69]. In a time period of 1000 fs (1 ps)
calculations at the temperature of 300 K, 500 K, 800 K, and 1000 K, the Mn, N,
and C atoms are almost in the same plane with slight distortion. The MnN4

embedded graphene can be even stable to a period of 2 ps at 1000 K with only
very slight distortion over time. These results indicated that the structure of the
MnN4 embedded graphene was highly stable and can play roles in efficient ORR
process.

Fig. 11.12 The binding
energy of metal incorporated
into graphene and the
corresponding cohesive
energy of bulk metals [20]
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11.5 Conclusions

In summary, we reviewed the application of DFT methods in investigating the
activity and stability of ORR electrocatalysts for PEMFC. Some descriptors and
methods to evaluate the catalyst performance (activity and stability) are discussed.
These related research provide a better understanding of the catalytic mechanism to
assist in the design of proposed novel ORR electrocatalysts. Furthermore, unlike the
experimental methods that usually tend to become more expensive with time, the
computational methods will become cheaper as computational power increases.
Therefore, with the rapid progress of new electronic structure theory and computa-
tional methods, the computational approaches for the discovery and development of
efficient catalysts hold great promise in the future.
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Abstract
The transformation of mobility is now beginning through the introduction of
hydrogen (H2) as an energy carrier, coupled with fuel cell electric vehicles that
can utilize H2 without greenhouse gas emissions. A current disadvantage of these
vehicles lies in the limited infrastructure in terms of H2 refill or electric recharge
stations, which has hindered their widespread applicability. There is a sense of
déjà vu in the current development in automobile design between battery electric
and fuel cell vehicle. This race is similar to a competition when the internal
combustion engine-driven Ford Model T automobile became the dominant trans-
portation platform in displacing battery and steam-driven automobiles in the
United States a century ago and opened up a new industry. In this chapter, we
propose a change in the architecture of the power plant of the fuel cell and battery
electric vehicles. The objective is that these vehicles can be presently used until
the development of an electric and/or hydrogen recharge network allows both
being useful with the current status. We present a drivetrain set model, which is a
combination of a plugged-in battery and a fuel cell that works as a range-extender
system. Different strategies are applied in order to determine the working condi-
tions that will lead to better vehicle performance and higher range. The vehicle
performance is referred to the capacity of both energy sources, namely, electricity
stored in a lithium-ion battery and hydrogen gas in high-pressure storage tanks.
–The possibilities presented in the chapter may open the door to strategic
advantages and innovation for car designers in the future.

12.1 Introduction

Nowadays, citizens of urban cities breathe an atmosphere whose concentration on
harmful emissions has steadily grown throughout the twentieth century. The recent
annual Conference of Parties (COP21) has revealed a global concern regarding the
extreme climate changes in the near future if no action is taken today. The agree-
ments reached in that conference highlighted the commitments undertaken by most
of the nations. A new paradigm has to be developed in order to reduce and control
greenhouse gas (GHG) emissions, focusing not only on the most pollutant activities
but also on the common daily events, such as combustion of fossil fuels for
electricity generation, transport, and household usages. The recent air pollution
crises all over the world have revealed the need to accelerate such efforts to control
and cap GHGs, which can be mitigated by our proposed powertrain strategies.

The use of internal combustion engines (ICE) for cars and trucks mostly burns
fossil fuels, and it represents a strong contribution to the increase of GHGs and
pollutant particles. There is no doubt that there exists a discussion about if the
traditional transport model has become depleted. For example, pollutant exhaust
tailpipe gases have been reduced in the European Union (EU) through a series of
directives, each amendment to the 1970 Directive 70/220/EEC, which constitute the
current legal EU framework for controlling transportation emissions. In this sense,
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both manufacturers and governments had been working to develop newer and
greener technologies as solutions.

The stronger control of environmental care in the big cities suggests that mobile
fleet must probably change within the next 20–30 years [1, 2]. These transformations
will require global actions, through a progressive decarbonization process based on
utilization of low-carbon power sources. Therefore, the low-carbon sources in the
transport sector can lead to a minimal output of the GHG emissions. Lower emission
can be modeled on improvements of fuel efficiency and reduction of carbon intensity
of fuels (CO2eq/MJ). The proposed targets can be met if not only technological
solutions are applied but also policies that promote significant changes in human life
and behavior [3]. The future solutions to mitigate carbon emissions related to
transport and particularly passenger cars will need a new paradigm, involving
automakers, consumers, urban planners, and policy makers.

The new and optimized powertrain technologies with the focus on energy opti-
mization, which diminishes range anxiety1 [3] and greenhouse gas emissions, should
be supported and popularized. This approach will result in no fossil fuel combustion
and zero tailpipe emissions, achieving an acceptable driving range and quick and
easy refueling.

12.1.1 The Rebirth of Electric Powered Vehicles

Most of the automakers have opted for the rebirth of electric powertrain as the one
and only suitable solution to reduce GHG emissions [45], but differing on the
specific way [37] mainly due to the restrictions (technological as well as market
development) of the different technologies of energy storage availability [4]. It is
known that batteries offer a good dynamic response, while their discharge time is
shorter than required and the charging time is longer than required. In spite of these
drawbacks, full-electric (EV) or battery electric vehicle (BEV) availabilities in the
market today are not a suitable option for many customer requests [5]. Automakers
have found a temporary short-term market solution in the plug-in hybrid electric
vehicle (PHEV), as it can be charged with electricity like BEVs, but also run on
gasoline with an internal combustion engine (ICE) and using lower battery packs to
improve fuel efficiency [6]. There are two leading PHEV technologies:

• The parallel hybrid, in which both the electric motor and the combustion engine
are mechanically coupled to the wheels through a transmission (i.e. Toyota Prius).

• The series hybrid, also known as an extended-range electric vehicle (EREV), in
which the electric motor is directly coupled to the wheels and the combustion
engine is only used to recharge the batteries (i.e. BMW i3).

1Worry on the part of a person driving an electric car that the battery will run out of power before the
destination or a suitable charging point is reached.
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Although there are evident advantages in the range achieved by PHEVs,
diminishing the range anxiety phenomenon, i.e.; they also have certain limitations
as an increased price due to the need of two engines and additional power converters
[7] and, in the end, they keep using fossil fuels.

On the other hand, hydrogen-powered fuel cell vehicles (FCVs) convert com-
pressed hydrogen contained in storage tanks into electricity using a fuel cell stack
that provides the energy needed to propel a car forward. A battery pack is still used in
these vehicles. The battery pack is smaller than that used in BEVs, as it is necessary
to assist the fuel cell stack to prevent disruptions at times of high power demand and
to recover the excess of energy from the hydrogen fuel cell or through regenerative
braking. The Hyundai Tucson ix35 fuel cell vehicle (Tucson FCEV), Honda FCX
Clarity, and Toyota Mirai are examples of FCVs. They generate zero tailpipe
emissions and enjoy good range characteristics. The range is determined by the
capacity of the tank(s), which can be refilled within 5 min similar to the 10-gal
capacity gasoline tank. The infrastructure needed and fuel widespread acceptance are
the current main barriers for widespread use of FCVs.

12.1.2 Criticism and Recent Initiatives Fostering Fuel Cell Vehicles

On the one hand, there is the point of view of the fuel cell vehicle automakers that
affirm “well-to-wheel emissions for hydrogen vehicles sourced from natural gas are
lower than battery electric vehicles, and less than half of equivalent gasoline vehicle
emissions” [19] or “The next generation of environmentally conscious motorist
demands newer, cleaner forms of transportation. Recognizing hydrogen’s potential
to answer that demand, we are producing fuel cell vehicles alongside our other
alternative fuel vehicles to power a better future. A driving experience that’s on par
with a gasoline engine, but without any CO2 emissions” [42].

On the other hand, Tesla’s viewpoint (CEO Elon Musk) is that hydrogen-powered
cars are a bad move. Specifically, Mr. Musk thinks that the technology is “incredibly
dumb” [8]. Dr. Joseph J. Romm affirmed that the production of hydrogen by electrol-
ysis of water, its transportation, pumping, and fuel cell conversion, is a low-efficiency
process, which leaves about 20–25% of the original electricity. On the contrary, the
process of electricity transmission, charging and discharging the battery, would achieve
a 75–80% efficiency, making BEVs at least three times more energy efficient [39].
These affirmations cause considerable controversy, which only makes the situation
more confusing. There exist several methods to obtain hydrogen, but it is not a mature
infrastructure for hydrogen to allow a true comparison with electricity storage in equal
conditions. It is clear that both extremes are fully charged with competitive posturing.

It seems that the competition between storing electricity in batteries or by hydrogen
in tanks to power an electric vehicle is a déjà vu (patrol vs. electricity in 1900). What
would have happened if Henry Ford had opted for the electric vehicle and the devel-
opment of batteries instead of the internal combustion engines and fossil fuels? Did
anyone give any chance to battery technology at that time? Is it not at least similar to
what it is happening today with the use of fuel cells in automotive and hydrogen
infrastructure?
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The data reflects that the public infrastructure for BEV charging is significantly
more advanced than the public hydrogen refueling network. According to the [44],
there are currently 15,553 electric public charging stations (2017 February data) and
40,819 charging outlets across the United States while the number of hydrogen
stations is 64 (half of them are located in California). If we look at European data,
only 79 public access hydrogen stations are available [34], while the number of
public electric charging stations is near 114,000. One of the reasons for this differ-
ence could be the cost associated. Compared with hydrogen stations, public electric
charging devices are thousands of times cheaper and easier to construct. Neverthe-
less, 92 new hydrogen refueling stations have been opened throughout the world in
2016, the largest number of new stations ever. As of January 2017, the total number
of hydrogen refueling stations in operation was 274 [43].

Several policy initiatives in several countries all over the world are promoting the
development of a hydrogen refueling network. Hydrogen Mobility Europe –
consisting of the projects H2ME1 and H2ME2 – is a flagship project giving fuel
cell electric vehicle drivers access to the first truly pan-European network of
hydrogen refueling stations (€68 million demonstration project co-funded with €32
million from the European Union’s Horizon 2020 program). California State has
committed a funding for the development of hydrogen fueling stations through the
Advanced Clean Cars Program [32, 33], including a provision to fund 100 hydrogen
stations. Japan’s government proposed $71 million to build hydrogen stations, and
the United Kingdom announced over $752 million of new capital investment
between 2015 and 2020 in support of ultra-low emission vehicles, including FCVs
[9]. Germany expects to have 400 hydrogen fueling stations by 2023 with the
creation of a joint venture group known as H2 MOBILITY Deutschland, consisting
of Air Liquide, Linde, Daimler, OMV, Shell, and Total with investments of around
EUR 400 million [10]. Norway, Sweden and Denmark are developing the Scandi-
navian Hydrogen Highway to make the Scandinavian region the first in Europe
where hydrogen is commercially available in a network of refueling stations [35].
Italy is establishing a similar highway, designed to connect the country in a hydrogen
way to Germany and Scandinavia [41]. General Motors and Honda will invest $85
million to form a joint venture to produce advanced hydrogen fuel cell systems at a
factory in Michigan [40].

Nevertheless, the development of refueling infrastructure is slow, and this, added to
the current vehicle cost, is clearly the most important hurdles keeping FCVs from
storming the market en masse. Therefore, given these figures, it is clear that it is
necessary to analyze the sales volume, and the figures talk by themselves (Table 12.1):

Top selling FCEV passenger cars are Hyundai, Honda, and Toyota, but the figures
are clearly poor. Worldwide sales of FCV in 2016 were 2268; plug-in vehicles,
777,497; and ICEs, 88.1 million units. The electric car sales also include all BEVand
PHEV passenger car sales, light trucks in the United States/Canada, and the light
commercial vehicle in Europe [8, 11, 12, 36]. The fuel cells themselves have made
dramatic improvements in efficiency and cost, but the infrastructure needed to
support them remains a weak point. Therefore, here is the chicken and egg problem:
we have a hydrogen fuel cell vehicle technologically suitable for driving, but it is not
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salable because there is a lack of infrastructure for its charge and vice versa.
Nevertheless, several authors have emphasized that, in the future, zero emission
powertrains driven by electricity stored in batteries and/or by hydrogen [13, 14] will
lead the market.

12.2 Fuel Cell as Range Extender

In this work, we present modeling simulation and optimization of a fuel cell-based
powertrain that trends to avoid all aforementioned BEVand FCEV’s drawbacks. The
powertrain includes a plug-in battery that would achieve a minimum range of
100 km fully charged of electric energy and a range extender based on a fuel cell
that increases the range. Figure 12.1 shows the architecture of this power train and its
major components as described in a previous work [15].

As Fig. 12.1 shows, the electric motor is directly coupled to the wheels and the
fuel cell stack is used to charge the batteries through a power distributor unit (PDU)
controller [31]. The fuel cell stacks do not need to be sized to match the peak rating
of the traction electric motor due to their availability of the higher energy stored and
the power of the battery pack. The ambition of this powertrain architecture is to be
suitable today and in the near future, waiting for an optimistic scenario, explained as
follows:

• Future scenario: There is a fully developed hydrogen charge network similar to
the current fossil fuel one. In this case, the vehicle would achieve a range similar
to current ICE vehicles with an easy and quick hydrogen refuel and allow for
conventional electric charging too.

• Current scenario: Today’s hydrogen fueling station network remains in an early
development stage. The vehicle will be fueled with the electricity stored in the
battery and could be charged using a grid electrical power at a recharging point
placed (or not) at home. This battery pack would achieve a 100-km range in
electric mode. Several studies have emphasized that the average daily distance
traveled is about 41-44 km [4, 5, 16] and mainly the charging of the vehicles
would be at home during nighttime [17]. So the vehicle mainly uses the battery
for most of its driving, thereby reducing emissions, noises, and air pollutants. Its
range-extender hydrogen powertrain would mitigate driver’s range anxiety phe-
nomena (one of the main barriers for electric vehicle commercialization).

Table 12.1 Fuel cell electric vehicle sales evolution (2012–2016)

Model 2016 2015 2014 2013 2012

Hyundai IX 35/Tucson FCEV 160 213 40 37 0

Toyota Mirai 2039 498

HONDA Clarity FCV 113
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The most relevant challenges are those related to the dimensions and management
of the fuel(s), as energy consumption for a trip is influenced by some uncertain
factors. The range represents a barrier to the commercialization of electric vehicles,
and it is always a point confusing the information provided by the automakers. Clear
information about the range of the electric vehicle is one of the weaknesses of this
technology. As the proposed power architecture manages two different fuels, elec-
tricity in the battery and hydrogen stored in tanks, the use of optimization algorithms
may assess the optimum selection/consumption/storage of each type of fuel
searching for the usability of the vehicle in different scenarios.

12.3 Vehicle Drivetrain Approach

Based on the aforementioned aspects of the fuel cell range-extender architecture, we
are going to focus on the following aspects:

• Energy storage. Battery dimensions: Table 12.2 summarizes the published
characteristics of the four FCVs available at the moment. All these vehicles
have similar characteristics: electric motor power level, the capacity of battery
and hydrogen gas storage, fuel tank and battery technologies. But the most
important common characteristics are that all of them use a very low capacity
battery storage (mainly to help the fuel cell when there is high power demand) and
also that none of them is plug-in because it is recharged with regenerative energy.
The first change in the range-extender topology is using the battery as the main
power supplier, which will be plug-in, and its design variables will meet the
capacity needed. This capacity must cover the driving range determined for the
vehicle without using hydrogen, as it is required by the constraints of the current
scenario. The volume of hydrogen stored in the tank(s) and the strategy of fuel
consumption will have to be known necessarily to take into account upper limits
for range estimation.

Fig. 12.1 Fuel cell range-extender power train architecture
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• Non-algorithm-based range extender. As the battery will be the main power
supplier in the range-extender powertrain, it will be drained when supplying the
power requirements from the engine for a given route. The state of charge (SoC)
of a battery indicates its remaining capacity, and it will be the parameter taken to
control the battery performance. Figure 12.2 shows the control scheme for a given
route. The battery begins its discharge (depleting mode) from 90% SoC (fully
charged) and begins its depletion until it reaches SoCd (this is a design value).
Automatically the fuel cell begins its work and helps to charge the battery at a
fixed current IFC (another design value). The SoC will be increased until it reaches
a maximum value SoCh (design value), and then the fuel cell stops and the
depleting cycle restarts. Fuel cell performance is sensitive to load variations
(because of the low voltage and high current output characteristics), therefore
the charge current supplied by the cell stack should be a constant value during the
periods of range-extender mode in order to obtain a better result in terms of
efficiency.

When simulating without the use of algorithms, the assumptions taken in order
to simplify the problem are key to improve fuel cell response. In this sense, the fuel
cell stack will be adjusted to transmit its maximum power working at a constant
intensity (IFC) to provide a better operation. Therefore, the IFC will be fixed at a
constant value to maximize the fuel cell efficiency (empirical values are needed).
Taking into account the safety of Li-ion batteries performance. It can be evaluated
by the values for SoCd and SoCl, which are 30% and 20%, respectively. The lower
limit of SoCl (20%) is set to mitigate potential risk in discharging the Li-ion
batteries. The optimum value of SoCh is open for discussion with an aim to
lower the consumption of hydrogen if possible with current hydrogen charging
network. Hence if we want to minimize the risk of arriving at destiny with the
highest charge in the battery and the lower hydrogen in the tank, SoCh lowest
values will be, a priori, more suitable.

Table 12.2 FCEV powertrain characteristics

Honda Clarity Toyota Mirai Hyundai ix35

Electric motor DC permanent
magnet 100 kW

114 kW AC induction 100 kW

Electric energy storage Lithium-ion
(Li-ion)

Nickel-metal-hydride
(NiMH) 1.6 kWh

Lithium-ion polymer
(Li-Po) 0.95 kWh

Driving range (cycle) 386 km (EPA test
data)

483 km (EPA test
data)

525 km (NEDC)

Fuel capacity (mass-
pressure-volume)

3.92 kg – 350 bar 5 kg – 700 bar –
122.4 l

5.64 kg � 700 bar –
144 l

Fuel cell power 100 kW 100 kW 100 kW

Fuel consumption
(kg hydrogen/100 km)

1.015 1.03 1.07
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• Algorithm-based range extender. A simulation was applied using optimiza-
tion algorithms to lower hydrogen usage by taking a few assumptions in order
to simplify the fuel consumption problem. The constraints assumed were
using SoCd and SoCl values, 35% and 25%, respectively, to achieve safe
and optimal battery performance by limiting hydrogen consumption. When
the constraint of SoCh being equal to SoCd was modeled, the simulation
indicated the highest volume of hydrogen would remain in the storage
tank. Algorithms will allow in obtaining the consecutive values for IFC that
minimizes the consumption of hydrogen, allowing for an arrival to a destina-
tion with the lowest consumption of hydrogen and battery charge, respectively
(Fig. 12.3).

12.4 Vehicle Drivetrain Model

A MATLAB/Simulink vehicle model has been developed to estimate the energy
consumption. The purpose of this study is to find out trends on the range of the
vehicle with the new power plant architectures. This MATLAB-Simulink block set
series allow modeling in a unique simulation environment, both the electrical and
mechanical systems. The model proposed is based on Hyundai ix35 as a starting
point. The electric power plant is described in the following points, including
literature references.

Fig. 12.2 Nonalgorithm-based fuel cell range-extender control strategy
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12.4.1 Vehicle Dynamics

Vehicle dynamics block calculates the required torque and the speed of the electric
motor. The model considers the aerodynamic drag, gravitational effects, rolling
resistance, and longitudinal tire effects. As it is an electric vehicle configuration,
the regenerative braking is taken into account, but it is limited in order to prevent the
front wheels from becoming locked [18]. The optimal braking energy in the front
wheels depends on the acceleration requirement and the dynamic weight distribu-
tion. Using this resistance force, it is possible to calculate the power and torque. The
torque and the speed of the drive shaft are the inputs for the electric motor opera-
tional point. Table 12.3 presents the Hyundai ix35 vehicle dimensions necessary to
complete the simulation requirements of this block [19].

12.4.2 Electric Engine

The Hyundai ix35 drivetrain model includes a powerful 100 kW induction motor.
This electric engine offers constant maximum torque, 200 Nm (0–3600 rpm), and
constant power, 100 kW (3600–7200 rpm). A constant (V/f) control strategy is
applied until it reaches the nominal speed. At speed greater than the nominal
speed, the voltage cannot be increased and it is fixed to its nominal value, but the
frequency could still be changed. A power converter unit controls the electric motor

Fig. 12.3 Algorithm-based fuel cell range-extender control strategy
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and converts voltage direct current from thePDU into alternating current (see Fig. 12.1),
which is then used to operate the electric motor. This power unit also controls the
rotating speed and torque of the motor.

12.4.3 Battery Mode

Considering the working conditions of the battery packs on BEVs, the methodology
to estimate the state of charge (SoC) is the Coulomb counting (known as Ah
method), which is widely used. This method calculates the SoC evolution by
integrating the discharge current in time. Parameters of the battery model are
summarized in Table 12.4. This battery has to achieve a minimum range value
(100 km) in electric-only driving. The battery model presented by us in this chapter
is a Li-ion one, and it has been tested in our previous studies [3, 20].

Table 12.3 Vehicle
dynamics data set [19]

Vehicle dynamics (units) Values

Overall length (mm) 4410

Overall width (mm) 1820

Overall height (mm) 1650

Wheelbase (mm) 2640

Front wheel tread (mm) 1585

Rear wheel tread (mm) 1586

Front over hang (mm) 880

Rear over hang (mm) 890

Cargo area (VDA) (liter) 551

Lightest curb weight (kg) 2250

Heaviest curb weight (kg) 2290

Gross vehicle weight (kg) 2290

Table 12.4 Battery
data set

Battery data set Values (units)

Energy content 16 kWh

Capacity (per cell) 40 Ah

Technology Li-ion

Number of cells 108

Nominal voltage 400 V

Max. voltage 448 V

Min. voltage 324 V

Discharge cont. (power) 200 A (80 kW)

Discharge peak (power) 400 A (160 kW)

Max. charging current 80 A (32 kW)
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12.4.4 Fuel Cell Stack Model

A proton exchange membrane (PEM) fuel cell stack system for an automobile is
modeled following literature procedures [21–23]. The model output data explain the
stack efficiency and consumption; therefore, it is able to be used in combination with
a fuel tank subsystem, whose capacity is 142 l, pressured at 700 bar. The exact
conditions of the Hyundai ix-35 fuel cell stack were summarized in Table 12.2.

12.4.5 Power Distributor Unit

The battery and the fuel cell stack consumptions are controlled through a power
distribution unit, consisting of a device fitted with multiple outputs designed to
provide safe distribution of high electric power. The model essentially works as it is
described in the workflow (Fig. 12.4): the power demand arrives from the complete
dynamic plus the electric motor model; then a converter adjusts that demand
according to the battery instant working voltage and transforms it into a current.
The PDU decides whether the depletion of the battery requires a demand of energy
coming from the fuel cell stack system or not. If it is required, this intensity is derived
and the corresponding power delivered by the fuel cell is reflected in a hydrogen
consumption.

The input of the unified model is the drive cycle, and it offers the following
outcomes: SoC evolution in the battery pack, current through the battery, voltage in
the battery, power delivered by the battery, effective energy delivered by the battery,
voltage and intensity generated by the fuel cell, consumption of hydrogen, power
delivered by the fuel cell, and estimation about how many driving cycles would the
configuration stand.

12.5 Switching Control Strategy

When a proposed hybrid powertrain is used in a vehicle, an additional complexity
arises on how to manage the available fuel sources. There are many research
publications related to management strategies for hybrid powertrains. These strate-
gies include global optimization, dynamic and static real-time [24], which are well-
known in this research area. These parameters are based on the use of advanced
algorithms that manage when and what energy level of each power source is used in
each moment, aiming to achieve high efficiency, energy savings, and emission’s
reduction.

Global optimization techniques include fuzzy logic methods [25] and genetic
algorithms [26]. These methods are not applicable in real-time control systems because
they require a priori known driving cycle. Dynamic real-time control strategies include
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adaptive fuzzy logic, which minimizes the fuzzy rules to obtain the desired behavior
[6, 27], and adaptive fuel consumption minimization strategy (AFCMS).

For this study, a global optimization approach applying genetic algorithms (GAs)
has been chosen as appropriated for switching control strategy. We are aware that
the use of GAs can result in a dubious decision since it is well-known they require
the knowledge of entire driving pattern, driving conditions, driver response and the
route. However, technological advances and improvement in telecommunications
networks will make it possible to access the data related to driving conditions and
route characteristic information in an easy manner. This approach will increase the
use of global optimization as a management strategy in a near future scenario.
Therefore, despite their drawbacks, we have considered this control strategy as a
good starting point to exemplify the benefits of the powertrain shown in Fig. 12.1
when the fuel consumption is efficiently managed.

Fig. 12.4 Simulink model schematic
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12.5.1 Problem Formulation

The implemented PDU’s switching control strategy can be treated as an optimization
problem (OP). The main goal of any OP is to find optimal or near-optimal solutions
with respect to some preestablished goals. When a battery electric powertrain
includes a hydrogen range extender managed by a switching control strategy, the
main objective is to manage the hydrogen consumption in an optimal manner. We are
aware that this powertrain control involves many decisions and parameters that
increase the OP complexity, but if we only refer to the optimization of the hydrogen
consumption, we can formulate the problem as follows:

min subject to :

Hydrogen x
!� �

SoCmax x
!� �

� 35A i ¼ 1 . . . tg

SoCmin x
!� �

> 25A j ¼ 1 . . . th

x
!

� S

8>>>>><
>>>>>:

where

• Hydrogen ð x!Þ represents the hydrogen consumption for a given driving cycle

• x
!
represents the decision variable vector, which contains the response of the fuel

cell in terms of amperes supplied by the range-extender device at each sampling
time. The response of the fuel cell range extender should be different for each
demand of power during the driven cycle. The number of decision variables is a
function, depending on each vehicle speed cycle. According to the parameters of
the battery model shown in Table 12.4, the maximum charge current is 80 A. The
lower and upper bound values for the current supplied by the fuel cell range
extender are 0 and 80 A, respectively. This could be a key factor to evaluate the
possible fuel cell stack downsizing.

• SoCmax x
!� �

and SoCmin x
!� �

are the upper and lower limits for charge and

discharge battery limits, respectively.

12.5.2 Genetic Algorithms

The genetic algorithms (GAs) are adaptive heuristic search algorithms based on the
evolutionary idea of natural selection and genetics [28, 29]. These algorithms are
applied in a vast number of ways; as such, they represent an intelligent exploitation
of a random search in order to solve an optimization problem. The GAs are random
algorithms, meaning the course taken by the algorithm is determined by random
numbers, but the GA-based response is not random; instead of the GA output, it also
explicitly utilizes historical information to point the search through the region of better
performance within the search space. The basic techniques of GAs were designed to
simulate natural processes necessary for evolution, especially those following the
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principles laid down by Charles Darwin about evolution and natural selection. The
GAs simulate the survival of the fittest among individuals over consecutive generations
for solving a problem. Each generation consists of a population of character strings that
are analogous to the chromosome that composes human deoxyribonucleic acid (DNA).
Each individual represents a point in a search space and a possible solution. The
individuals in the population are then made to go through a process of evolution.
The GAs are based on an analogy with the genetic structure and behavior of chromo-
somes within a population of individuals using the following foundations:

• Individuals in a population compete for resources and mates.
• Those individuals most successful in each competition will produce more off-

spring than those individuals that perform poorly.
• Genes from good individuals propagate throughout the population so that two

good parents will sometimes produce offspring that are better than either parent.
• Thus each successive generation will become more suited to their environment.

Given a clearly defined problem to be solved, a simple GA works as follows
(Fig. 12.5):

1. Start with a random initial population (candidate solutions to the problem).

2. Calculate the fitness f x
!� �

of each individual in the population.

3. Select the parents for crossover operation, the probability of selection being an
increasing function fitness.

4. Crossover operation to form the children.
5. Mutate operation.
6. Replace the current population with the new population.
7. If the criterion stop is satisfied, the process ends, but go to step 2.

Fig. 12.5 Genetic algorithm flowchart
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12.5.3 Switching Control Strategy

Figure 12.6 shows a switching control flowchart based on GAs. The control strategy
turns ON when the condition of SoC <30% is true. At this moment an iterative
process to find the optimal IFC supplied by the fuel cell starts. A vector, which
contains the IDEMAND at each time, is linked to the GA as input data. On the other
hand, the objective of the switching control is to minimize the hydrogen consump-
tion, so a link between the tank hydrogen and the GA is needed in evaluating each
candidate solution. Once the switching control is activated, the GAworks following
the steps described before until the convergence is reached.

The GA and their link with the vehicle model have been developed specifically
for this study. We have selected a well-known language programming as MATLAB
in order to carry out the interaction with the Simulink vehicle model. Regarding the
GA setup, the initial population size is equal to 100 candidates, which will be
evolved during 4000 generations. Therefore, a total of 400,000 potential solutions
could be evaluated once the switching control turns ON. A uniform crossover
strategy with a constant probability equal to 0.6 and a mutation rate of 0.01 is
implemented. The algorithm stops as soon as the number of generations reaches the
maximum value (4000) or when the value of the fitness function for the best
candidate does not change during 100 generations.

12.6 Results

In the present work, the New European Driving Cycle (NEDC) has been used as
driving cycle in the tests. The NEDC cycle is composed of two parts, ECE-15 (urban
driving cycle), repeated four times and plotted from 0 to 780 s, and extra-urban
driving cycle (EUDC) plotted from 780 to 1180 s. The complete cycle is described in
Fig. 12.7.

The objective of the present study is to determine which working conditions and
strategies will lead to a better efficiency and performance in the combined energy
storage system. For this purpose, this section shows the results of the simulation tests
carried out with the aim of observing how the different operation modes affect
energy consumption and therefore the vehicle range.

12.6.1 Battery-Only Test

Figure 12.8 presents the variation of battery SoC obtained when the vehicle is
operating in electric mode. A continuous repetition of NEDC cycle is performed.
It can be seen that there are some existing recharge notable points produced by the
regenerative braking (i.e., points A and B in the graph). Figure 12.8 clearly points
out how the simulation of SoC exceeds nine NEDC cycles. Each cycle of NEDC
covers 11,023 m; therefore the goal of 100 km is fully achieved. As it can be seen,
SoC varies from 90% to 10% for battery protection. Several studies cut the battery

374 R. Álvarez and S. Corbera



Fi
g
.1

2.
6

P
D
U
sw

itc
hi
ng

co
nt
ro
l
fl
ow

ch
ar
t

12 Hydrogen Fuel Cell as Range Extender in Electric Vehicle Powertrains: Fuel. . . 375



120

100

80

S
pe

ed
, k

m
/h

60

40

20

0
0 200 400 600 800

Time, s
1000 1200

Fig. 12.7 NEDC cycle

A

B

C

0
0 2000 4000 6000 8000

Time (s)

10000 12000

10

20

30

40

50

60

S
o

C
 (

%
)

70

80

90

Fig. 12.8 SoC evolution in battery electric mode

376 R. Álvarez and S. Corbera



power when SoC reaches 20% (point C in Fig. 12.8). In this case, the range achieved
with the proposed battery pack would be 90 km.

12.6.2 Range Extender Without GA Control Strategy

In this case study, the range extender is connected with different recharging strate-
gies based on the variation of the charging amperage (maximum value 80 A as seen
in Table 12.4). This is a crucial design point because the results obtained will show
the power of the fuel cell needed. Figures 12.9 and 12.10 represents the most
extreme cases. Figure 12.9 shows that if we reduce to the minimum the power of
the fuel cell, maximum IFC current is 10 A. The power delivered by the fuel cell is
not sufficient in any case to recharge the battery, therefore the battery discharges
more slowly but ends reaching the lower SoC limit (10%).

If the power of the fuel cell used allows supplying the maximum current 80 A (see
Fig. 12.10), the lithium-ion battery will be charged and discharged between the
limits (30–80% SoC) five times. And finally the battery will be discharged and will
drop below 10% SoC when there is no hydrogen in the storage tank. It was observed
that the lower limit to activate the fuel cell range-extender device is 30% SoC. This is
a requirement for battery safety reasons, but it may vary according to the algorithms
applied (20% is the lower realistic limit).
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Table 12.5 reflects the collection of data performance with the different
recharging current. The range values obtained are near to 600 km with a fuel cell
extended range charge of 80 A. The range extender at different charging current
levels from 80 A (high level) to 10 A (low level) allows for a design of a different
fuel cell power. It is clear that it is possible to substitute the 100 kW power fuel cell
needed by the Tucson FCEV drivetrain by a new configurable fuel cell stack
(4–32 kW). A reduction in the power of the fuel cell will allow for a reduction in
the cost of the vehicle that would compensate the increment in cost for the new
Li-ion battery included.
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Fig. 12.10 SoC evolution in battery (IFC 80 A)

Table 12.5 Vehicle
performance (NEDC)

Recharge current
(A)

Range
(km)

Minimum fuel cell power
(kW)

80 (2C) 588 32

70 (1.75C) 575 28

60 (1.5C) 578 24

50 (1.25C) 570 20

40 (1C) 530 16

30 (0.75C) 520 12

20 (0.5C) 497 8

10 (0.25C) 151 4

0 (electric-only) 108 0
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12.6.3 Range Extender with a Global Control Strategy Based on GAs

Figure 12.11 shows the SoC plot using this strategy based on GAs. It can be seen that
the behavior is a charge depleting until the battery is drained and reaches 30% SoC.
The observation was similar to that obtained in the case study b. But as soon as this
depletion point is reached, the switching control strategy, applying the optimization
algorithm, is initiated. The GA system determines the current requirements to
achieve two objectives, to sustain the value of SoC at 30% and to consume the
minimum amount of hydrogen fuel as possible. The NEDC cycles are repeated until
the battery finishes its draining cycle when hydrogen tanks have been completely
emptied. At the end of this cycle, the power from the battery is cut off.
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Figure 12.11 reflects the ability of the algorithm to stabilize the variation of
SoC, keeping the curve between 25% and 35% SoC level and achieving a
theoretical range of around 640 km. The limitation in the use of these algorithms
lies in the response to the real behavior because the fuel cell does not work
very efficiently when abrupt changes of power are required. Therefore, it is
necessary to establish transitory times in the evolution from one state to another,
avoiding nonrealistic solutions. Those transitory times and the variation of power in
the fuel cell will need empirical data to contrast the simulated results. However, the
fact that the fuel cell is used to charge the battery rather than to propel the vehicle is
an advantage in this sense, since it would not affect the driving sensation of the
vehicle.

The fuel cell range-extender powertrains are not available in the market for
passenger vehicles, but it is possible to find them in buses and vans. For example,
the Kangoo ZE-H2 [30] is a short series of light commercial vehicles with a fuel cell
range extender from Symbio FCell. This van consists of a Renault Kangoo ZE
chassis but includes a hydrogen range-extender fuel cell, 5 kW power plant, that
stores 2.1 kg of hydrogen in a tank pressured at 700 bar and a 22 kWh onboard
battery. This power plant enables to drive for 160 km in battery range and 300 km
hydrogen range. In electric mode, the Kangoo allows 7.3 km/kWh, compared to the
6.8 km/kWh obtained using our simulated model. Hyundai Tucson fuel cell vehicle,
containing 5.6 kg of hydrogen, allows 497–588 km, extending the range with
different (8–32 kW) power fuel cells [38]. Its fuel efficiency corresponds to
72–90 km/kg, while Kangoo achieves a hydrogen range of 70 km/kg. Although
there is no information available on the driving cycle used to obtain Kangoo’s
consumption and range data, the simulation results are sufficiently coherent in
order of magnitude with the Kangoo’s.

12.7 Conclusions

Although today’s battery electric powered vehicles show higher electric ranges
annually, enough for most daily trips, the market demand reflects that this approach
does not satisfy all customers’ expectations. Additionally, there exists a mature
vehicle technology developed for hydrogen-powered vehicles that score higher
ranges, are available in the market, but are infeasible to be sold due to its impossi-
bility to be charged.

A new powertrain based on the use of the fuel cell stack as a range-extender
system powering the battery of a BEV has been explained. The range and fuel
consumption with different energy management strategies has been studied by
applying different tests aiming to mitigate the commercialization problem associated
with these vehicles. The proposed powertrain allows the car designers to prioritize
the fuel selection and/or consumption, by considering:

380 R. Álvarez and S. Corbera



1. Higher ranges (with NEDC drive cycle test) compared to current FCEVand BEV
powertrains

2. Reduced power in the fuel cell stack and its dimensions (about one-third of the
required in an equivalent FCEV)

3. Reduced/increased hydrogen consumption and increased/reduced battery con-
sumption (the fuel selection/consumption becomes a driver decision)

4. Customized (reduced/increased) hydrogen tanks and/or reduced battery capacity,
understood as the stored hydrogen in liters in the case of the fuel cell and as the
cell capacity in ampere hours in the case of the battery

5. Recharging of the battery at higher/lower C rates to preserve its health

The results show a powertrain concept that could avoid the commercialization
problem associated with these vehicles and open the door for designers because the
discussed powertrain could be the starting point for a driver-oriented management
battery system and sizing of fuel storage dimensions.
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Abstract
The totalized hydrogen energy utilization system (THEUS) proposed here is a
hydrogen-based energy system originally designed to have both functions of load
leveling and cogeneration in commercial buildings. In addition, THEUS has the
potential to capture fluctuating energy input from renewable energy sources such
as solar photovoltaics (PVs) and wind power. The main components of THEUS
are a unitized reversible fuel cell (URFC) and metal hydride tank (MHT). In this
chapter, first, the performances of URFC and MHT were verified individually.

Author Contribution
The authors acknowledge publishers (Hydrogen Energy Publications, LLC, and Elsevier B.V.) in
permitting us to reuse contents in published articles. The authors thank the editors in allowing us to
extend our previously published articles [4, 5, 6, 11, 12, 17].

H. Ito (*) · A. Nakano
Research Institute for Energy Conservation, National Institute of Advanced Industrial Science and
Technology (AIST), Tsukuba, Japan
e-mail: ito.h@aist.go.jp; a.nakano@aist.go.jp

# Springer-Verlag GmbH Germany, part of Springer Nature 2018
F. Li et al. (eds.), Nanostructured Materials for Next-Generation Energy Storage and
Conversion, https://doi.org/10.1007/978-3-662-56364-9_13

385

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-662-56364-9_13&domain=pdf
mailto:ito.h@aist.go.jp
mailto:a.nakano@aist.go.jp


Then, a 3-day continuous operation of THEUS was evaluated. Finally, the
potential of THEUS for capturing fluctuating energy input was verified experi-
mentally. These experimental results clearly indicate the promising potential of
THEUS as an innovative energy facility in stationary applications.

13.1 Introduction

The difficult issues of both global warming and depletion of fossil fuel resources
require energy conservation, namely, reduction in fossil fuel consumption, and thus
impose important technical challenges in various energy sectors. In Japan, because
the share of fossil fuels (coal, oil, and natural gas) in primary energy consumption
has been about 92% (in 2014) [1] and almost all of it imported (>90%), the reduction
in fossil fuel consumption has been a national issue in terms of the environment,
economy, and national security. Based on data for energy use in Japan in 2014 [1],
the share of heat use used in domestic hot water (DHW) and space heating/cooling
was about 44% in the commercial sector including schools and hospitals and about
53% in the residential sector. This means that about half of the primary energy
is converted to heat (hot or cold) of the total energy use in these sectors via
various equipment such as a heater, boiler, and air conditioners. In addition, in
Japan, the large difference in electricity demand between daytime and nighttime
leads to overcapacity and less capacity factor (operation time) of power generation
facilities. Here, the development of an innovative energy utility system that has
both functions of “energy storage” and “cogeneration of heat and power (CHP)” is
needed.

On the other hand, the capacity of “new” renewable energy facilities installed
worldwide, such as solar photovoltaics (PVs) and wind turbines, has increased
rapidly during the past 10–15 years [9]. These new renewable energy sources
(RES) such as solar and wind are distributed evenly compared to fossil fuels, and
the cost of RES facilities has decreased significantly during the past 10 years.
However, the electricity generated by these RESs is fluctuating in nature, due
to variation in wind or light patterns. The capacity of such newly installed RES
has already exceeded the limit of the grid stabilization capacity in some areas, though
their contribution to the total worldwide energy supply is still minor (<10%).
Therefore, “energy storage” is crucial for accelerating the installation of RES.

Attention is currently focusing on hydrogen (H2) as an energy medium for
stationary energy applications because it offers many advantages for energy storage;
(1) hydrogen can be produced via water electrolysis even from fluctuating electricity
of intermittent RES (e.g., solar and wind), (2) produced hydrogen can be stored in
numerous forms (e.g., compressed, liquefied, or metal hydride) without self-
discharge over time, (3) carbon-free electricity production can be achieved using a
fuel cell, and (4) system power (kW) and stored energy (kWh) can be independently
optimized. Based on these advantages, hydrogen-based energy systems for energy
storage and conversion have been receiving much attention [3, 8, 10].
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Based on this background, we propose a concept called “totalized hydrogen
energy utilization system (THEUS),” which is a stationary system of energy utili-
zation using hydrogen as the energy medium. Figure 13.1 shows a schematic
overview of the concept of THEUS, whose main components are a water electro-
lyzer (EL), fuel cell (FC), metal hydride tank (MHT), and connecting pipes.

Both ELs and FCs can be categorized into several types based on their electrolyte
and operating temperature, e.g., proton exchange membrane (PEM), alkaline, or
solid oxide. Among them, PEM-based devices (FCs and ELs) are attractive due to
their simple system and their excellent performance of load following and/or start-
and-stop characteristics. In addition, PEM-ELs and PEM-FCs have a similar cell/
stack design using a common PEM as the electrolyte. From the technical viewpoint,
it is possible to establish a unitized cell/stack of these two electrochemical devices. A
unitized reversible fuel cell (URFC) based on PEM has been studied for several
decades [2, 7, 18, 21], and its high potential as an energy conversion device for both
functions (i.e., energy storage and heat/power cogeneration) has been proven. As an
energy conversion device in stationary systems, URFCs have several advantages
over the discrete installation of both an electrolyzer and a fuel cell: (1) lower cost for
the total system, (2) higher operating ratio, (3) reduced maintenance, and (4) smaller
footprint. That is why in THEUS, the URFC has been applied as the key energy
conversion device using hydrogen medium.

Several options for the form of hydrogen storage are also available, such as
compressed, liquefied, synthesized natural gas, or metal hydride. Among them,
hydrogen storage using a metal hydride tank has two significant advantages for
application in commercial buildings, that is, high volume density and low pressure
[19, 22]. High volume density enables compact energy storage, which is beneficial to

Electrolyzer (EL) Fuel Cell (FC)

Unitized Reversible Fuel Cell (URFC)

Metal Hydride Tank
(MHT)

H2 H2

Totalized Hydrogen Energy Utilization System
(THEUS)

Electricity
Demand

Heat
Demand

Electricity
Grid

Hot  heat

Electricity

Cold heatHot  heat

Renewable Energy
Sources (RES)

Fluctuating 
electricity 

Fig. 13.1 Schematic overview of the concept of “totalized hydrogen energy utilization system
(THEUS)”
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practical applications. Low-pressure hydrogen storage is desirable due to the strict
safety regulations in commercial buildings.

The cogeneration ability of THEUS enables not only hot but also cold thermal
energy. Hot heat (thermal energy) can be extracted from both EL and FC operation
modes. Furthermore, because hydrogen absorption and desorption via metal hydride
is an exothermic and endothermic reaction, respectively, hot heat and cold heat can
be, respectively, obtained from this hydrogen absorption and desorption processes.
Because commercial buildings have a relatively high demand for both hot and cold
thermal energy, cogeneration ability of the THEUS is advantageous in commercial
and high-rise residential buildings. As for the energy storage function, the Japanese
electricity price at night is much cheaper than that during the day due to the
difference in demand. According to a feasibility study by an energy engineering
company [14], installation of THEUS into certain commercial buildings in Japan
might be economically beneficial because of its load leveling function due to its
energy storage ability. THEUS would also be an energy storage (buffer) device for
fluctuating electricity from RES. This energy storage function is expected to promote
the installation of THEUS into a wide range of applications.

A pilot-scale of THEUS (Fig. 13.2) was installed in our laboratory (AIST, Japan)
and comprehensively evaluated experimentally. Based on the obtained data for
electricity, material (hydrogen), and recovered heat, our research group examined
the performance of each component and of the total system by including the energy
consumption of the balance of plants (BOPs) [4, 11]. Our group also experimentally
evaluated the energy storage ability of THEUS of fluctuating electricity from RES
[5, 6]. In the current chapter, we summarize these results to determine the potential of
THEUS as a stationary energy utilization system.

13.2 Description of Totalized Hydrogen Energy Utilization
System (THEUS)

This section introduces the specifications and performance of system components
(URFC and MHT) of a pilot-scale of THEUS installed in our laboratory.

13.2.1 Unitized Reversible Fuel Cell (URFC) System

A pilot-scale URFC system (Fig. 13.2) was installed in our laboratory [11, 12]. The
URFC stack and its balance of plants (BOPs) were designed and manufactured by
Takasago Thermal Engineering Co. (Japan). In this pilot system, the nominal
hydrogen production rate in the EL operation mode was 1.0 Nm3/h, and nominal
power production capacity in the FC mode was 0.8 kW, when the energy consump-
tion of BOPs during FC mode was about 0.3 kW and net power production capacity
of FC mode was about 0.5 kW (see Sect. 13.3.1 and Fig. 13.9). The system included
a URFC stack, pipeline system, valves, pumps, air blower, chiller, and two power
devices (a DC power and a DC load), all of which were enclosed in a cabinet whose
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dimensions were 1280 (width) � 740 (length)� 1361 (height) mm (Fig. 13.2). Also
enclosed within this cabinet was a system to control the stack current (Istack), stack
temperature (Tstack), hydrogen pressure (PH2), and valve switching and to monitor all
the operating parameters such as stack voltage (Vstack) and flow rates of working
fluids (H2, air, and water).

The URFC stack in this pilot-scale system consisted of ten rectangular cells, with
an active electrode area (A) of 250 cm2, and each cell consisted of a membrane
electrode assembly (MEA) and bipolar plates [12]. The MEAwas a composite of a
catalyst-coated membrane (CCM) and gas diffusion layers (GDLs) on both sides of
the CCM. Table 13.1 lists the specifications of the cell and stack. The stack had six
pipeline connections for fluids (Fig. 13.3), that is, the inlet and outlet lines of each
fluid, namely, H2, O2 (or air), and cooling water. Each fluid line in the stack passed
through the bipolar plates and membranes. The manifolds were designed to distrib-
ute both gases (H2 and either O2 or air) to one side of each cell. Each bipolar plate
had a terminal to measure the cell voltage (Vcell).

The fabrication of an efficient URFC system must include the design of the BOP.
To ensure an overall compact system, lines in the piping system must be shared by
both operation modes as much as possible. Figure 13.3 is a piping and flow diagram
of the present system, showing the six major line systems: inlet and outlet lines of H2

(left side of URFC stack in Fig. 13.3), inlet and outlet lines of either air or O2,
electrolysis water circulation line (right side of URFC stack), and cooling water
circulation line (upper side of URFC stack). The outlet line of H2 and that of either
air or O2 were shared by both the EL and FC operation modes.

Fig. 13.2 Photo of the THEUS installed in AIST: left, metal hydride tank (MHT); center, unitized
reversible fuel cell (URFC); and right, personal computer (PC) for controlling and monitoring the
operating parameters
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Figure 13.4 shows representative results of continuous operation of the URFC
system for about 2.5 h with switching between EL and FC modes. In this case, the
URFC was operated first at the EL mode for about 60 min, and then switched to FC
mode for about 60 min, and then switched again to EL mode. In the first EL mode,
the URFC was operated at the rated condition (Tstack = 50 �C, PH2 = 1.0 MPa, and
istack (current density of stack (= Istack/A) = 1.0 A cm�2), and all the operating
parameters (istack, Vstack, Tstack, and PH2) were stable, when Tstack was regulated by
the cooling water and PH2 by the back pressure valve. In the switching procedure,
dry nitrogen (N2) was introduced into both sides of the stack, and remaining water
and gases were discharged. The switching procedure took about 5–10 min. At the
beginning of FC mode, Tstack remained around 50 �C, which was rather low for FC
operation, and thus there was a possibility of flooding occurring at high istack. To
avoid such flooding, istack was increased gradually as shown in Fig. 13.4. Tstack
increased with increasing istack and reached 70 �C. When Tstack > 70 �C, stack
cooling with circulating water was activated for regulating Tstack. Small spikes
observed in PH2 during FC mode were caused by the draining and recharging of
H2 in the recirculation line. At the rated operation of FC (Tstack = 70 �C and
istack = 0.5 A cm�2) (110–130 min in Fig. 13.4), again the operating parameters
were stable, the same as in the EL mode. The flow rate of produced H2 was
monitored with a digital flow meter. Under the PH2 range in the EL operation in
this study (0.1–1.0 MPa), no relationship was observed between PH2 and Faraday
(current) efficiency, which was near 1 at istack= 1.0 A cm�2. Here, the stoichiometric
ratio of H2 during FC operation was always near 1.

Figure 13.5 shows the measured istack� average cell voltage (Vcell_avg) for EL and
FC modes under different Tstack, where Vcell_avg was obtained by dividing Vstack by
the number of cells (i.e., 10). The heat source for the stack was the self-heating (Joule
heat) resulting from the overpotential during both EL and FC modes. Because the
overpotential during EL was smaller than that during FC, Tstack during EL was
limited to 50 �C, whereas Tstack during FC reached 70 �C. During EL operation, PH2

was set at 1.0 MPa. As expected, the EL performance was improved at higher Tstack,

Table 13.1 Specifications of URFC stack

Material

Membrane Nafion 115

Catalyst H2 side Pt

O2 side Pt + IrO2

Gas diffusion layer (current collector) H2 side Carbon paper

O2 side Titanium felt

Bipolar plate Titanium (Pt coated)

Cell/stack configuration

Electrode active area 250 cm2

Number of cells in series 10
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because both activation and ohmic overpotentials decreased as Tstack was increased.
As for FC operation, a significant difference in Vcell_avg between two different Tstack
is evident at istack >0.2 A cm�2. The rapid decrease in Vcell_avg (i.e., Vstack) at
Tstack = 60 �C indicates “flooding,” that is, condensed liquid water in the cell/
stack had accumulated at the electrode and thus hindered the mass transport of
reactive gases to the electrode surface. The dew point of air passing through the
membrane humidifier was estimated at around 60 �C under the constant flow rate of
the air regardless of Tstack. Therefore, relative humidity (RH) of the air in the cathode
gas channel reached near 100% when Tstack = 60 �C.

13.2.2 Metal Hydride Tank (MHT) for Hydrogen Storage

Several types of MHT have been designed and tested by our research group [13, 15,
16, 20]. As a component of the present pilot-scale THEUS, a new horizontal-type
MHT has been designed by our group and installed in our laboratory (AIST)
[17]. Specifications of this MHT unit and the unit test results are described in this
section. Figure 13.6 shows schematics of this horizontal-type MHT, whose total
length was 1 m with an outer diameter of 165.2 mm and the inner diameter of
155.2 mm. This MHT contained 50 kg of MmNi5 (Mm is mischmetal), (AB5) metal
hydride alloy whose grain size was 500 μm, and whose reaction heat for absorption
was 28.934 kJ/mol H2 and that for desorption was 27.867 kJ/mol H2. The total
weight of the MHT with the MmNi5 hydride was approximately 85 kg. A double
coil-type heat exchanger made of copper was adopted for recovering the reaction
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heat of the metal hydride. Four sheath thermocouples were inserted into the tank to
measure the temperature at the respective location as follows. The thermocouple
(TC) with one measurement point was set at 26 mm from the center of the side wall
and 10 cm from the outer surface of the side wall (TC-C10). The thermocouple with
three measurement points was fixed at 55 mm from the center of the side wall, and
the measurement points were at 25 cm, 15 cm, and 5 cm from the outer surface of the
side wall (TC-O25, TC-O15, and TC-O5), respectively. The pressure in the MHT
was measured by using a pressure transducer. The safety valve was set to 1.2 MPa.
To reduce cost, a specially designed hydrogen injection/extraction tube [16] was
adopted, and a commercial sintered stainless filter with a pore diameter of 0.5 μm
was used outside of the tank. The tank was covered with a 6-cm-thick thermal
insulation foam (Aeroflex) to prevent heat loss from the outer surface.

Figure 13.7 shows the piping and flow diagram for the experimental setup of the
THEUS in our laboratory. For the unit test of this MHT, the hydrogen was supplied
from hydrogen cylinders instead from the URFC. The hydrogen flow rate was
regulated by a mass flow controller (MFC). The inlet and outlet of the heat exchanger
in the MHTwere connected to a thermostatic bath to regulate the temperature of the
circulation fluid. The circulation fluid was composed of water (85 vol.%) and
ethylene glycol (15 vol.%). A bypass line with a small pump was added to the
circulation line so that the circulation fluid could be circulated without entering the

Fig. 13.6 Schematic of the metal hydride tank (MHT). Four sheath thermocouples (TC-C10,
TC-O25, TC-O15, and TC-O5) were inserted to measure temperature at various locations in
the tank
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thermostatic bath. This pump and bypass line were used in the experiments for the
absorption/desorption continuous test.

The pressure-composition (P-C) isotherms, the temperature change in selected
locations in the tank (TC-C10, TC-O25, TC-O15, and TC-O5), and the inlet
temperature and outlet temperature of the circulation fluid (TC-CWin and
TC-CWout, respectively) were assessed to determine the fundamental characteristics
of the MHT. Figure 13.8 shows the result of the individual unit absorption-
desorption test for the MHT. Figure 13.8a shows the P-C isotherm, Fig. 13.8b
shows the time variation in P, TC-C10, TC-O25, TC-O15, TC-O5, TC-CWin, and
TC-CWout for absorption, and Fig. 13.8c shows that for desorption. The composi-
tion hydrogen-to-metal (H/M) of 0.18 was selected as the starting point, and
hydrogen was absorbed for 9 h. During the 9-h absorption process (Fig. 13.8b),
the hydrogen flow rate was 11.0 normal liters per minute (NL/min), and the
circulation water flow rate was 1.12 L/min at 32 �C. During the 13-h desorption
process (Fig. 13.8c), the hydrogen flow rate was 7.6 NL/min and the circulation
water flow rate 0.46 L/min at 12 �C. In the P-C results (Fig. 13.8a), the solid lines
with the circles and the triangles show the equilibrium pressures at absorption and
desorption (Peq-Ab and Peq-Ds, respectively) at 32 and 12 �C, respectively. Also
shown in Fig. 13.8b, c is the time variation in pressure (P) during absorption and
desorption, respectively. The hydrogen supply was stopped when the composition,
H/M, reached 0.94, which corresponded to P = 1.1 MPa. In total, 5920 NL of
hydrogen was absorbed during this unit test. The temperature data during the
absorption process remained relatively steady, except at the measurement point
TC-O5, which was a location very close to the side wall. Note that Fig. 13.8c
indicates an inhomogeneous temperature distribution during the last stage of the
desorption process (>10 h). The difference between TC-CWin and TC-CWout was
kept at 3 �C during the absorption process and at 5 �C desorption process.

Fig. 13.7 Piping and flow diagram of a THEUS in AIST (Fig. 13.2)
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13.3 THEUS Operation

13.3.1 Definition of Efficiencies of THEUS

This section describes the evaluation of the performance of THEUS. First, the
performance of THEUS was evaluated at the system level in which the energy
consumption of BOP was considered. Then, considering combined heat and power
(CHP) application with URFC, the heat recovery (HR) with cooling water of URFC
was included in the evaluation. Finally, the HR from the MHT during the absorption/
desorption process was considered. Thus, three different efficiencies were defined
and calculated for both the EL/absorption and FC/desorption modes: (1) energy
conversion efficiency of EL/FC (ηEL/ηFC), (2) efficiency including heat recovery
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(HR) during EL/FC operation (ηEL+HR/ηFC+HR), and (3) efficiency including HR
from MHT during the absorption/desorption process (ηEL+HR+MH/ηFC+HR+MH). Also
calculated were two different round-trip efficiencies: (1) ηURFC, defined by merging
ηEL+HR and ηFC+HR, and (2) ηTHEUS, defined by merging ηEL+HR+MH and ηFC+HR+MH.
The energy flow of THEUS is schematically shown in Fig. 13.9. All five efficiencies,
namely, ηEL (or ηFC), ηEL+HR (or ηFC+HR), ηEL+HR+MH (or ηFC+HR+MH), ηURFCand
ηTHEUS, were evaluated based on the energy amount (J or kWh), and no loss related
to hydrogen storage was considered here. The enthalpy change of H2 was calculated
based on the high heating value (HHV) of H2 (i.e., 285.83 kJ mol�1).

In the case of EL operation, ηEL was defined using Eq. 13.1 as the ratio of the
enthalpy of produced H2 (ΔHH2_prod) during a certain period (tEL) of EL operation to
the total energy input into the URFC during EL operation (WIN_EL):

ηEL ¼ ΔHH2_prod

WIN_EL
(13:1)

where WIN_EL is the summation of energy input into the stack for EL
(Wstack_EL = Istack � Vstack � tEL) and the BOP power consumption during EL
operation (WBOP_EL). Similarly, ηFC was defined using Eq. 13.2 as the ratio of the
useful electrical energy output during a certain period (tFC) of FC operation to the
enthalpy of consumed H2 (ΔHH2_cons):

ηFC ¼ WOUT_FC

ΔHH2_cons
(13:2)

where WOUT_FC was calculated by subtracting the BOP power consumption during
FC operation (WBOP_FC) from the energy output from the stack for FC
(Wstack_EL = Istack � Vstack � tFC).

Assuming a CHP application of the URFC system, thermal energy recovered
from the stack was then considered. The recovered heat (thermal energy) from the
URFC was calculated based both on the difference between TC-CWin and
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Fig. 13.9 Schematic of energy flow from power input into electrolysis (EL) mode to power output
from fuel cell (FC) mode (right edge)
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TC-CWout and on the flow rate of the cooling water. In both EL and FC, the ratio of
recovered heat was calculated by dividing the recovered thermal energy for each
operation mode (Qrcvr_EL, Qrcvr_FC) by the total energy input for EL and FC (WIN_EL,
ΔHH2_cons), respectively, and then added to ηEL and ηFC to obtain the efficiency
including HR during EL and FC operation (ηEL+HR and ηFC+HR), using Eqs. 13.3 and
13.4, respectively:

ηELþHR ¼ ΔHH2_prod þ Qrcvr_EL

WIN_EL
(13:3)

ηFCþHR ¼ WOUT_FC þ Qrcvr_FC

ΔHH2_cons
(13:4)

Finally, the recovered thermal energy (hot/cold) from MHT during absorption/
desorption of H2 was added to ηEL+HR and ηFC+HR, respectively. In the case of EL
operation, the produced H2 by URFC was directly absorbed by the MHT. Because
the absorption process is exothermic, hot heat could be extracted via the cooling
fluid. This recovered heat (QMH_ABS) was added to ηEL+HR described in Eq. 13.5 as

ηELþHRþMH ¼ ΔHH2_prod þ Qrcvr_EL þ QMH_ABS

WIN_EL
(13:5)

In the case of FC operation, desorbed H2 from MHT was directly supplied to
URFC. During this desorption process, cold heat could be extracted from the MHT,
because the desorption process is endothermic. In the same manner as EL/absorption,
recovered cold heat (QMH_DES) during desorption was added to ηFC+HR to obtain the
overall efficiency of FC/desorption described in Eq. 13.6 as

ηFCþHRþMH ¼ WOUT_FC þ Qrcvr_FC þ QMH_DES

ΔHH2_cons
(13:6)

Because no loss related to hydrogen storage was considered here, ΔHH2_prod was
assumed to be equal to ΔHH2_cons for one cycle between EL/absorption and
FC/desorption (Fig. 13.9). Based on this assumption, the total energy efficiency of
URFC including HR during both operation modes (ηURFC) can be defined in Eq. 13.7
as

ηURFC ¼ WOUT_FC þ Qrcvr_EL þ Qrcvr_FC

WIN_EL
(13:7)

In addition, HR from the MHTwas included to obtain the total energy efficiency
of THEUS (ηTHEUS) defined in Eq. 13.8 as

ηTHEUS ¼ ηURFC þ QMH_ABS þ QMH_DES

WIN_EL
(13:8)

13 Totalized Hydrogen Energy Utilization System 397



As in the case of URFC, the recovered thermal energy (hot/cold) from MHTwas
calculated based both on the difference between TC-CWin and TC-CWout and on
the flow rate of the cooling water. The HR rate during absorption/desorption of H2

from the MHT (eMH_ABS/DES) was defined in Eq. 13.9 as

eMH_ABS=DES ¼ QMH_ABS=DES

QMH_REACT
(13:9)

where QMH_REACT is the reaction heat of MH. The value of QMH_REACT is estimated
as the product of the volume of H2 absorbed/desorbed by MH and the reaction heat
per volume.

13.3.2 Continuous Operation of THEUS for 3 Days

Both functions of THEUS, that is, load leveling and cogeneration of heat and power,
were evaluated by testing the THEUS system continuously for 3 days [4]. Fig-
ure 13.10 shows the power and hydrogen flow rate during Day 1 operation. THEUS
was operated in EL mode for 10 h 44 min and in FC mode for 13 h. The switching
time between EL and FC in URFC was about 8 min. In Fig. 13.10, the positive
power indicates the power output from the URFC, and the negative hydrogen flow
rate indicates hydrogen supplied to the URFC from the MHT. During FC operation,
spikes observed in the hydrogen flow rate were due to the hydrogen recirculation by
the hydrogen circulation pump every 5 min. The hydrogen flow rate was also
increased proportionally to the FC power output to prevent flooding as mentioned
in Sect. 13.2.1. The URFC during FC mode took about 1 h 14 min to reach the
predefined output, after which the power output remained steady until the end of this
FC mode. Power input to the THEUS in EL mode was fixed at 2.05 kW, and power
output from the THEUS in FC mode was fixed at 0.68 kW. During EL mode, the
hydrogen flow rate was kept between 7.8 and 8.8 NL/min with an average of 8.4 NL/
min, and during FC mode, the range was 3–23 NL/min with an average of 7 NL/min.
During Day 2, the heat output from the URFC in EL mode (Qrcvr_EL) and FC mode
(Qrcvr_FC) was 8.88 MJ and 17.81 MJ, respectively, with an average of 0.23 kW and
0.38 kW, respectively.

Figure 13.11a shows the dynamic pressure-composition (P-C) isotherm of MH
during the 3-day continuous operation. During the first absorption process, the P-C
isotherm showed the same pattern as during the individual MHT unit test
(Fig. 13.8a), after which the pressure profile exhibited a closed loop that consisted
of a switching time, the end point of the desorption process, again switching time,
and vice versa. Except in the first absorption process, the starting point of the
desorption process in the continuous operation occurred at a higher temperature
and that at absorption process at a lower temperature as compared with the individual
test. The maximum H/M of the MHTwas 0.87. The maximum and minimum MHT
pressures were 1.02 MPa and 0.136 MPa, respectively, for both EL and FC modes.
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Figure 13.11b shows TC-CWout during the 3-day continuous operation. The Day
1 absorption temperature profile was similar to the individual MHT unit test result
shown in Fig. 13.8b, because the initial temperature of MHT during absorption was
32 �C, which was regulated by the circulating water and the same as that of unit tests
discussed in Sect. 13.2.2. To recover the heat from the MHT during the switching
time, the circulation water flow rate was increased to 1.12 L/min because, at the end
of the absorption process, the MHT temperature was still high at around 35 �C. After
the switching, the URFC was started in FC mode, but the MHT temperature was still
higher than the assumed desorption temperature of 12 �C. Hence, the MHTwas self-
cooled by using the endothermic reaction heat of MH during the desorption process.
The circulation water was recirculated using a bypass valve and pump without
passing through the thermostatic bath. Once the TC-CWout reached 12 �C, again
the circulation water was fed into the thermostatic bath and the circulation water flow
rate was decreased to 0.39 L/min. At the end of the desorption process, the MHT
temperature was still below 12 �C. For recovering the cold energy from the MHT
during the switching time, the circulation water flow rate was increased again to
1.12 L/min. After switching, the URFC was started in EL mode, but the temperature
of the MHTwas still lower than the assumed absorption temperature of 32 �C. Again
the MHT was self-heated by using the exothermic reaction heat of MH during the
absorption process. The circulation water was recirculated by using the bypass valve
and pump without being fed into the thermostatic bath. Once TC-CWout reached
32 �C, again the circulation water was fed into the thermostatic bath and the
circulation water flow rate was decreased to 0.77 L/min. The above procedure was
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repeated continuously for 3 days. The variation in TC-CWout after the first absorp-
tion process was similar for the entire 3 days.

Figure 13.11c shows the temperature profiles measured inside the tank during
Day 1 and during the EL operation on Day 2. The starting point in the temperature
profile differs between Day 1 and Day 2 because in Day 1 the MHT initial
temperature was 32 �C, whereas in Day 2, the initial temperature depended on the
preceding FC operation. The MHT tank takes some time to reach 32 �C by
exothermic reaction heat. The Day 3 temperature profiles were the same as those
for Day 2 and thus are not shown here.

The calculated efficiencies obtained from this 3-day continuous operation are
summarized in Table 13.2. In these experiments, the reaction heat recovery (HR) rate
in the absorption process (eMH_ABS) was 81% (Day 1), 67% (Day 2), and 67% (Day
3) and that in desorption (eMH_DES) was constant at 62% for all 3 days. These rates
(except the absorption in Day 1) were smaller than those in the individual unit tests
(eMH_ABS = 79%, and eMH_DES = 74%) due to part of the reaction heat being used
for self-cooling or self-heating of the MHT during the desorption or absorption
process, respectively. In summary, THEUS was successfully tested continuously for
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3 days without any interruption, and the results confirm that THEUS achieves both
functions of load leveling and cogeneration.

13.3.3 THEUS Operation with Fluctuating Renewable Energy
Sources (RESs)

When fluctuating energy input from renewables is applied to EL operation for H2

production, the flow rate of the produced H2 fluctuates accordingly. If this fluctuating
H2 could be stored successfully in MHT, applications of THEUS would be signif-
icantly extended not only by load leveling and cogeneration in office buildings but
also by capturing fluctuating renewable energy at various sites. To prove this
applicability of THEUS, the system performance using various fluctuating energy
inputs has been evaluated comprehensively [5, 6]. The experimental results verified
that the desorption behavior of stored H2 in the MHTwas independent of hydrogen
flow pattern during the absorption process, that is, regardless of constant or fluctu-
ating flow patterns. Therefore, here, our scope focused on EL/absorption process
using fluctuating energy inputs. As for the experiments shown in this section, a
special designed vacuum thermal insulator with the thickness of 6 mm and a thermal
insulation foam (Aeroflex) with the thickness of 1 cm were wrapped around the
MHT to reduce the total tank size without reducing the thermal insulation
performance.

The fluctuating energy input applied for EL was pseudo-power input that simu-
lates actual energy output from photovoltaics (PV) or wind turbines [5, 6]. First, the
results of EL/absorption process using solar PV power are presented here. The EL
operation of URFC was carried out by using simulated solar PV power data based on

Table 13.2 Calculated efficiencies for the THEUS in continuous 3-day operation

Energy
conversion
efficiency

Efficiency
including heat
recovery from
URFC

Efficiency
including heat
recovery from
URFC and MHT

Heat recovery
rate from MHT

Day 1 EL/
absorption

ηEL 0.82 ηEL+RH 0.93 ηEL+RH+MH 0.99 eMH_ABS 0.81

FC/
desorption

ηFC 0.24 ηFC+RH 0.49 ηFC+RH+MH 0.56 eMH_DES 0.62

Overall ηURFC 0.52 ηTHEUS 0.64

Day 2 EL/
absorption

ηEL 0.82 ηEL+RH 0.93 ηEL+RH+MH 0.98 eMH_ABS 0.67

FC/
desorption

ηFC 0.24 ηFC+RH 0.49 ηFC+RH+MH 0.56 eMH_DES 0.62

Overall ηURFC 0.52 ηTHEUS 0.63

Day 3 EL/
absorption

ηEL 0.82 ηEL+RH 0.92 ηEL+RH+MH 0.98 eMH_ABS 0.67

FC/
desorption

ηFC 0.24 ηFC+RH 0.49 ηFC+RH+MH 0.55 eMH_DES 0.62

Overall ηUFRC 0.51 ηTHEUS 0.62
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the irradiance data of a partly cloudy day. The URFC was operated in EL mode for
9 h 50 min, where the weather condition was very fair in the morning (for about the
first 5 h) and then occasionally cloudy in the afternoon. Figure 13.12a, b shows the
power input and hydrogen production rate during EL mode. The total amount of
hydrogen produced by the EL was 5314 NL with the average flow rate of 9 NL/min.
Figure 13.13a shows the dynamic P-C isotherm curve for the absorption process.
Figure 13.13b shows TC-C10, TC-O25, TC-O15, TC-O5, TC-CWin, and
TC-CWout during the absorption process. The maximum pressure of the MHT
during absorption was 0.90 MPa. The wavy pattern in MHT pressure during the
second half of the absorption process shown in Fig. 13.13a corresponds to large
fluctuations in the hydrogen flow rate (seen in Fig. 13.12b). The effect of intermittent
hydrogen flow on the temperature inside the MHTcan be seen clearly in Fig. 13.13b.
Table 13.3 summarizes the measured EL performance data that uses fluctuating
energy input to simulate solar PV.

Next, the results of EL/absorption process using wind power data are presented.
The URFC was operated based on simulated wind turbine power generation data. In
this case, the URFC was successfully operated in EL mode for about 12 h. Fig-
ure 13.14 shows the results. Figure 13.14a, b shows the power input and the
corresponding hydrogen production rate during EL operation. The hydrogen flow
rate pattern entirely depended on the power input pattern of the URFC. The
hydrogen flow rate was in the range of 0–12 NL/min with an average of 7.0 NL/
min. The total amount of H2 produced by the EL was 5066 NL. Figure 13.15 shows
the result of the absorption process in the MHT. Figure 13.15a shows the dynamic
P-C isotherm curve during H2 absorption, and Fig. 13.15b shows the temperature
profiles of the MHT and TC-CWin and TC-CWout. The final pressure of the MHT
during the absorption was 0.97 MPa. In the absorption process, TC-CWin and flow
rate of the circulation water were fixed at the same value as in the experiment with
solar PV.

These experimental results with the fluctuating power input to EL operation
reveal the following. The EL mode of the URFC could be successfully operated
with fluctuating energy input as seen in Figs. 13.12 and 13.14. On the other hand,

Fig. 13.12 Electrolysis (EL) operation with pseudo-energy pattern simulating solar PV output.
(a) Power input for EL and (b) hydrogen flow rate produced by EL
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electrolysis efficiency (ηEL) with the fluctuating energy input (Table 13.3) was
comparable (wind power) or slightly higher (solar PV) than that with constant energy
input (Table 13.2). This is explained by the i-V characteristics of EL operation (i.e.,
istack-Vcell-avg seen in Fig. 13.5) as follows, where the overpotential was observed
smaller at lower i. At a given energy consumption for BOP (WBOP_EL), ηEL would be
higher at lower i. In the case of solar PV, as shown in Fig. 13.12a, the fluctuating

Fig. 13.13 Hydrogen absorption in the MHT with pseudo-energy pattern simulating solar PV
output; (a) P-C isotherm and (b) temperature changes in the tank and circulation water (fluid) during
absorption

Table 13.3 Comparison of electrolysis (EL) performance using pseudo-energy pattern simulating
solar PV and wind power

Parameters Solar PV Wind turbine

Duration 9 h 50 m 12 h

Total energy input for EL (WIN_EL) [MJ] 79.99 80.08

Total volume of produced H2 (VH2_prod) [NL] 5314 5066

Total enthalpy of produced H2 (ΔHH2_prod) [MJ] 67.96 64.79

EL efficiency (ηEL) 0.85 0.81

Fig. 13.14 Electrolysis (EL) operation with pseudo-energy pattern simulating wind power output;
(a) power input for EL and (b) hydrogen flow rate produced by EL
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energy inputs applied here were lower than that of constant energy input (2.05 kW)
for most of the operation time. In EL operation, a lower energy input yields a lower
i and higher ηEL. On the other hand, in the case of wind power, as shown in
Fig. 13.14a, the fluctuations were relatively small, and the average energy (power)
input (1.85 kW) was close to the constant energy input (2.05 kW) during continuous
operation and thus explains why ηEL using wind power was very close to that using
constant power. As for the absorption process in the MHTwith fluctuating H2 supply,
the temperature inside the MHT is more sensitive to the hydrogen flow rate than is the
MHT pressure. Particularly in the case of solar PV, a large decrease in MHT temper-
ature was observed at about 5.5-h operation time (Fig. 13.13b) due to the decrease in
power (Fig. 13.12) and, correspondingly, an immediate decrease in H2 pressure in the
MHT. Nevertheless, the fluctuations in H2 pressure in the MHT were smaller than
those for either power or temperature, and all of the H2 produced by EL operation
could be successfully stored in theMHT. In conclusion, the EL/absorption process was
successful as an energy storage process with fluctuating energy input.

13.4 Summary

A THEUS concept proposed here is a hydrogen-based energy system designed to
have both functions of load leveling based on energy storage and of cogeneration of
heat and power. In addition, THEUS has the potential to capture fluctuating energy
input from renewable energy sources such as solar PV and wind power. The main
components of THEUS are URFC and MHT. First, the performances of URFC and
MHT were verified individually. Then, the THEUS was operated continuously for
3 days, and the various efficiencies were calculated and evaluated. Finally, the
potential of THEUS for capturing fluctuating energy input from renewable energy
sources was verified experimentally. These experimental results clearly indicate the
promising potential of THEUS as an innovative energy facility in stationary
applications.

Fig. 13.15 Hydrogen absorption in the MHT with pseudo-energy pattern simulating wind power
output; (a) P-C isotherm and (b) temperature changes in the tank and circulation water (fluid) during
absorption
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Abstract
This chapter provides an overview of proton exchange membrane fuel cell
(PEMFC) performance issues that stem from exposure to airborne pollutants.
The PEMFCs must adapt to various functional environments and operate within
well-established air quality thresholds in order to become commercially viable.
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Ambient air is the most convenient oxidant for PEMFCs; however, it may contain
various contaminants that can cause significant performance loss in these energy
conversion systems. The discussion focuses on the effects of organic and inor-
ganic impurities on nanostructured electrocatalysts, such as Pt and novel material
alternatives. This chapter compares different contamination mechanisms, elec-
trochemically driven impurity evolution and transformation on catalyst nano-
particles, and the effects of these processes on the oxygen reduction reaction and
PEMFCs’ subsequent performance. Finally, the chapter highlights possible
PEMFC performance recovery and contaminant mitigation strategies. The dis-
cussion presents an overview of the experimental and computational approaches
and efforts to reconcile observed performance with phenomenological modeling.

14.1 Introduction

Proton exchange membrane fuel cells (PEMFCs) offer a viable, efficient, and
environmentally benign alternative to internal combustion engines and other energy
conversion and storage systems. However, their successful commercial deployment
requires high operational reliabilities, low costs, and long cycle lives that are
independent of different, and often rugged, operating and environmental conditions.
Air is the most practical and economic cathode-side oxidant for automotive and
stationary fuel cell applications. However, ambient air may contain a broad range of
airborne impurities that compromise PEMFC performance [10, 31, 100, 117]. Air
impurities include organic and inorganic compounds as well as fine particles and
aerosols. These contaminants originate from natural as well as anthropogenic emission
sources. Volcanic activity and seawater mist in marine environments are natural and
significant sources of sulfur dioxide [SO2], hydrogen sulfide [H2S], and chloride ions
[C1�], which affect PEMFC performance. Therefore, these air impurities influence
fuel cell operation in areas with high volcanic activity and close proximity to the sea
[10, 11, 31, 37, 68, 100, 117, 118]. Anthropogenic contamination of the atmosphere
originates from combustion and burning of fossil fuels by energy-generating power
plants and vehicles. The resulting exhaust gases contain SO2, nitrogen oxide/dioxides
[NO and NO2, (NOx)], and incompletely combusted hydrocarbons. An additional
significant and serious road side source of polycyclic aromatic hydrocarbon (PAC)
contaminants is freshly paved asphalt on, for example, road surfaces [18]. Industrial
and agricultural human activity results in the emission of chemical reagents, solvents,
welding fuels, pesticides, and insecticides in to the atmosphere. This is particularly
critical in urban environments and raises concerns for fuel cell applications, especially
in systems that do not have air filtration units due to weight and/or volume restrictions.

The PEMFC contamination effects can be separated into three main categories
that differ by the affected membrane electrode assembly (MEA) components:
kinetic, ohmic, and mass transfer effects. The kinetic effects are related to the
inhibition of the electrocatalytic activity of nanostructured catalysts that is caused
by an absorption and/or reaction of the contaminant on the catalyst surface. Pollut-
ants and/or their derivatives may also interact with an ionomer in the membrane and
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catalyst layers, reducing the proton conductivity and increasing the ohmic losses.
Finally, the adsorption of airborne contaminants can modify the hydrophobicity and
availability of the MEA components, which alters the mass transfer properties. In
actuality, true contamination impact is a combination of all of these processes and
depends on the chemical nature of individual air impurities.

The main focus of this book chapter is on kinetic losses at the nanostructured fuel
cell cathode catalysts that are caused by the airborne impurities. The PEMFC perfor-
mance is defined by the two electrochemical reactions that are summarized in Eqs. 14.1
and 14.2. They are, respectively, the sluggish oxygen reduction reaction (ORR) at the
cathode and the fast hydrogen oxidation reaction (HOR) at the anode [32]:

O2 þ 4Hþ þ 4ē ! 2H2O E0 ¼ 1:23 V vs: SHE (14:1)

H2 ! 2Hþ þ 2ē E0 ¼ 0 V vs: SHE (14:2)

The E0 denotes the equilibrium potential at steady-state conditions, and SHE
denotes the standard hydrogen electrode potential. Both reactions require a catalyst,
and the most common material employed at the anode and cathode is platinum
(Pt) nanoparticles (3–5 nm in diameter). The majority of airborne impurities
adversely affect the kinetics of the ORR by adsorbing on Pt surface and inhibiting
Pt electrocatalytic activity. While a great deal of research is focused on the influence
of airborne contaminant on the electrocatalytic activities of polycrystalline surfaces,
we will concentrate our effort on the behavior of nanostructured catalysts, which are
currently used or can be employed at PEMFC cathodes. Understanding the mecha-
nisms of the influence of impurities on the performance of the nanostructured
catalysts will help design better catalysts, which are less susceptive to contamina-
tion, and develop mitigation and recovery strategies for existing catalysts. The
discussion below is limited to literature that had been published within the last
5 years, as comprehensive earlier reviews on the subject are readily available.

14.2 PEMFC Contamination by Airborne Contaminants

14.2.1 Pt-Based Cathodes

Platinum nanoparticles are susceptible to performance-inhibiting adsorption of both
inorganic and organic species. This section analyzes the effect of chloride ions on the
activity of supported Pt nanoparticles in the PEMFC environment because (1) some
peculiarities of adsorption of chloride ions are typical for all inorganic anions and
(2) presented information will help explain the effects of halogen-containing organic
compounds such as bromomethane [CH3Br] and chlorobenzene [C6H5C1] on activ-
ity of Pt nanoparticles toward the ORR.

Effects of inorganic chloride ions on fuel cell performance and degradation have
been extensively studied. C1� can be introduced to the cathode from multiple
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sources, both externally (air) and internally (humidified water or residual C1� from a
catalyst precursor).

An example of the effect of chloride ions on the performance of a fuel cell cathode
is demonstrated in Fig. 14.1 [9]. A 4 ppm level of hydrochloric acid [HCl] in ambient
air that is supplied to the cathode held at 0.6 V causes almost an order of magnitude
decrease in fuel cell (FC) performance. The FC performance can be partially recovered
by the replacement of HCl in the air stream by the flow of neat air. However, no full
recovery has been observed even after prolonged exposure to neat air (100 h).

The four major effects of C1� ions on the Pt nanostructured catalyst can account
for performance loss during FC operation: (1) blocking of the Pt active sites,
(2) shifting of the ORR pathway from 4ē to 3.5ē due to promotion of hydrogen
peroxide [H2O2] generation, (3) Pt dissolution to chloroplatinate ions [PtC14

x�], and
(4) growth of Pt nanoparticles due to Pt dissolution-redeposition.

At the electrode/solution interface, chloride ions reversibly adsorb on the surface of
Pt nanoparticles up to approximately 1.0 V vs. reversible hydrogen electrode (RHE).
Single crystal studies [101] demonstrate the blocking effect of C1� ions on the ORR
on the {111} and {110} Pt planes, the most active toward the ORR. This effect does
not affect the 4ē reaction pathway. Unlike {111} and {110} planes, adsorption of C1�

ions on {100} plane is so strong that it suppresses adsorption of molecular oxygen [O2]
and reduces the number of available Pt sites that are needed to break down the O = O
bond. As a result, the reaction mechanism changes from a purely 4ē mechanism
(Eq. 14.1) to a less efficient mixed pathway (Eq. 14.3), in which both H2O2 and
H2O are generated. H2O2 formation proceeds via the 2ē pathway, as shown in Eq. 14.3:

O2 þ 2Hþ þ 2ē ! H2O2 E0 ¼ 0:682 V vs: SHE (14:3)

The Pt nanoparticles can be represented as a superposition of {111}, {110},
{100} planes, edges, and corners. Accordingly, the activity of Pt nanoparticles
toward the ORR is expected to be a sum of contributions of different magnitudes
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Fig. 14.1 The current
density (per geometric surface
area) vs. time curve measured
during exposure of the fuel
cell cathode to 4 ppm HCl in
the air at 0.6 V. Exposure to
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from these geometrical features. Since Pt {111} and Pt {100} crystal facets consti-
tute the majority (75%) of the surface of 4 nm Pt nanoparticles, and most of those
(63%) are occupied by {111} planes, the Pt {100} planes do not significantly
contribute to the ORR pathway. However, H2O2 generation in the presence of
chloride ions was detected both for ORR on carbon-supported Pt (Pt/C) nano-
particles at electrode/solution interface [86] and at the PEMFC cathode [65].

The blocking of active sites of Pt nanoparticles by adsorbed C1� ions was
considered a dominant factor for the dependence of fuel cell current on the cell
voltage [8]. The decrease in chloride coverage was clearly correlated to the observed
fivefold current increase for the cells held at 0.4 V versus those held at 0.6 V.
However, a Pt dissolution also contributed to performance loss.

At certain potentials, C1� adsorption may lead to Pt dissolution, according to
(Eqs. 14.4 and 14.5):

Ptþ 4Cl� ! PtCl4
2� þ 2ē E0 ¼ 0:758 V vs: SHEð Þ (14:4)

Ptþ 6Cl� ! PtCl6
2� þ 4ē E0 ¼ 0:742 V vs: SHEð Þ: (14:5)

While the dissolution of Pt nanoparticles at the electrode/solution interface is
observed at potentials more positive than 1.0 V [115], they dissolve more readily in
the fuel cell environment. For example, Pt dissolution to chloroplatinate ions within
the cathode catalyst layers was confirmed for single cells held at a cell voltage of
0.6 V for 20 h [9]. This leads to a loss of electrochemical surface area (ECSA)
through two different mechanisms. The first mechanism involves diffusion of
chloroplatinate ions toward the catalyst/membrane interface or inside the Nafion
membrane, where hexachloroplatinate PtCl2�6

� �
can be reduced to zerovalent state

[Pt0] by crossover hydrogen [65]. If electrically isolated, these Pt0 species no longer
contribute to the ORR catalysis. The second mechanism is, most likely, related to the
growth of Pt nanoparticles through Pt dissolution-redeposition (Ostwald ripening),
driven by a decrease in the surface energy of platinum nanoparticles. The apprecia-
ble growth of Pt nanoparticles after exposure to chloride ions was experimentally
confirmed by direct high-resolution transmission electron microscopy (HRTEM)
observations.

Surprisingly, Pt nanoparticles yield chloroplatinate ions even after exposure to
HCl in the air in ambient conditions [9]. A fresh Gore catalyst-coated membrane
(CCM) soaked in 0.1 M HCl solution for 2 h demonstrated a pre-edge feature in Cl
K-edge X-ray absorption near-edge structure (XANES) spectrum, which is typical
for chloroplatinate ions.

Interestingly, the effect of CH3Br on FC performance [76] closely resembles that
of chloride ions. Bromomethane has natural and anthropogenic atmospheric sources,
which include emission from oceans, biomass burning, vehicle exhausts, and agri-
cultural usage as pesticides. Owing to its ozone-destructive capabilities, the chem-
istry of atmospheric CH3Br has been previously extensively studied. Figure 14.2
demonstrates the effect of CH3Br on FC performance versus neat air measured in a
segmented fuel cell, which represents a more advanced version of a single cell.
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While single cell tests allow one to obtain average values of current, voltage, and
impedance, spatial characterization reveals unique information about locally
resolved data over the electrode area. Figure 14.2 presents profiles of the segment
voltages and current densities normalized to initial values vs. experiment time at total
cell current of 1.0 A�cm�2. The PEMFC performance under CH3Br exposure
revealed three well-defined operating regimes: (1) lack of any changes in the cell
performance in the first 0–9 h, (2) fast degradation from 0.650 to 0.440 V for 45 h of
exposure (62 h of total operation), and (3) slow degradation (0.440–0.335 V)
(Fig. 14.2a, b). At the same time, the voltage loss was accompanied by noticeable
current redistributions for the three regimes. During the first stage, the current
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density distribution was not affected. At the second stage, the current densities of
segments 1 and 6 slightly increased, segments 2, 3, 5, 7, and 8 did not show
significant changes, while current densities of segments 4, 9, and 10 decreased.
The third stage started when the voltage reached an inflection point of 0.440 V. Inlet
segments 1–5 increased performance during the third stage, while the performances
of outlet segments 6–10 declined. At steady state, the inlet segments demonstrated
better performances than the outlet segments. The current density redistribution
ranged from +12% for segment 1 to �19% for segment 9 due to the operation of
the cell in a galvanostatic mode, which required an overall constant current.

An analogy in PEMFC behavior under C1� and CH3Br exposure suggests similar
poisoning mechanisms [8, 9, 55, 65, 68]. CH3Br has been shown to slowly hydro-
lyze in aqueous media as demonstrated in Eq. 14.6 [26, 60]:

CH3Brþ H2O ! CH3OH þ Hþ þ Br� (14:6)

diffusion to anode:

>1.0 
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Fig. 14.2 Voltage (a) and normalized current densities (b) of individual segments of PEMFC
exposed to 5 ppm CH3Br; voltage (c) and normalized current densities (d) for PEMFC operated
without CH3Br. Cell inlet is at segment 1, outlet is at segment 10. An overall current density is
1.0 A�cm�2. Anode/cathode: H2/air, 1.059/2.522 L�min�1, 100/50% RH, 48.3/48.3 kPa gauge, 80 �C.
Schematic of the proposed processes occurring during exposure of the PEMFC cathode to CH3Br in
the air (e) (Reprinted with permission from Reshetenko et al. [76] Copyright (2017), Elsevier)

14 Influence of Air Impurities on the Performance of Nanostructured PEMFC. . . 413



Methanol [CH3OH] generated during hydrolysis of CH3Br can be further oxi-
dized to carbon dioxide [CO2] and water [H2O] at the fuel cell cathode by chemical
or electrochemical pathways [34], which leaves Br� as the most probable cause of
performance decline. Indeed, the presence of Br species both in the anode and
cathode compartment after exposure to CH3Br was confirmed by X-ray photoelec-
tron spectroscopy (XPS). Bromide, similar to chloride ions, is strongly adsorbed on
Pt {111}, {100}, and {110} in the 0.2–1.0 V potential range with a maximum
coverage of 0.42–0.7 monolayer [33, 64, 72, 85, 110]. The data obtained by rotating
ring-disk electrode (RRDE) technique show that, through suppression of O2 adsorp-
tion and diminished numbers of available Pt sites required for breaking O = O
double bonds, this coverage is sufficient for the inhibition of the ORR. Moreover, the
noticeable formation of H2O2 indicates a change in the ORR mechanism from a 4ē to
a 2ē pathway [33, 64].

Neither the cell nor its segments recovered their performance after stopping the
CH3Br poisoning for 70 h, and the current distribution continued to evolve. The lack
of self-recovery demonstrates a more pronounced effect of CH3Br on the PEMFC
performance vs. that of C1� ions (see a recovery in the air in Fig. 14.1).

In the neat air, PEMFC performance was very stable during 235 h, and no spatial
current density redistributions were observed (Fig. 14.2c, d). A comparison of
PEMFC performance in the presence of CH3Br to that of contaminant-free air
(Fig. 14.2b, d, respectively) clearly shows the effects of air pollutant on local
currents, demonstrating propagation of the contamination along the flow field.

Similar to exposure to HCl, loss of Pt ECSA was observed due to the growth of
Pt nanoparticles in the presence of CH3Br. Contrary to the C1� case, both cathode
(52% loss) and anode (57% loss) ECSAs were significantly impacted. The
Pt nanoparticle size increased from an initial 2.4 nm to 3.8 nm (cathode) and
3.3 nm (anode). The growth of Pt nanoparticles was attributed to particle coalescence
as well as Ostwald ripening, following Pt dissolution into bromoplatinate ions,
according to the Eqs. 14.7, 14.8, and 14.9 [35]:

Ptþ 4Br� ! PtBr2�4 þ 2ē E0 ¼ 0:67 V vs: SHEð Þ (14:7)

Ptþ 6Br� ! PtBr2�6 þ 4ē E0 ¼ 0:66 V vs: SHEð Þ (14:8)

PtBr2�4 þ 2Br� ! PtBr2�6 þ 2ē E0 ¼ 0:64V vs: SHEð Þ (14:9)

The confusion may arise when comparing E0 of 0.64–0.67 V to cell voltages of
0.34–0.65 V in Fig. 14.2, because the first range is more positive vs. the experimental
cell voltage range. This comparison is meaningless because (1) E0 is reported for
1 M bromide solutions vs. SHE and (2) cell voltages need to be converted to
electrode potentials vs. SHE in order to make a valid comparison. Also, E0 assigned
to Eqs. 14.7, 14.8, and 14.9 does not include contributions from different crystalline
faces as well as corners and edges of Pt nanoparticles into their energetics at the
electrode/solution interface. Contributions from these features with sharp curvatures
may be significant, and the dissolution potentials on edges and pits of Pt {111} are
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approximately 500 mV lower than on planar surfaces [50]. Recovery procedure for
CH3Br-exposed cathode was also reminiscent of one for the HCl-exposed cathode.
The near-complete recovery of the PEMFC performance was achieved by a hydro-
gen/nitrogen [H2/N2] purge of the anode/cathode compartments and subsequent
cyclic voltammetry (CV). The proposed mechanism of the influence of CH3Br in
the air on the performance of PEMFC cathode as a function of a cell voltage is
summarized in Fig. 14.2e [76].

Another halogen-containing organic compound, C6H5C1, originates in the atmo-
sphere from industrial solvents, heat transfer agents, deodorants, degreasers, disinfec-
tants, pesticides, and herbicides [58, 109]. Its effect on cathode structure and performance
is a notable example of remarkably different degradation behavior in PEMFCs. This
contaminant causes fast cathode catalyst performance degradation, followed by fast and
also complete recovery solely by being exposed to neat air, as shown in Fig. 14.3 [119].
The reason for a rapid performance decline immediately following the introduction of
chlorobenzene is, most likely, strong adsorption of this compound on the Pt surfaces at
potentials of PEMFC operation [93]. Adsorption at low potentials of 0.1–0.3 V is
destructive, as confirmed by detection of C1� ions in the cathode effluent water and
benzene [C6H6] in the gas phase by gas chromatography coupled to mass spectrometry
(GC-MS) [119]. Although, the presence of chloride ions on the surface of Pt nano-
particles after recovery in the neat air was indirectly confirmed by analysis of CV curves,
the impact of chloride ions was much less significant as compared to either the effect of
C1� alone or Br� ions (produced by hydrolysis of CH3Br).

Fig. 14.3 The cell voltage response to exposure by 20 ppm C6H5C1 in the cathode air stream
under 1.0 A�cm�2 and 45 �C (Reprinted with permission from Zhai et al. [119] Copyright (2015),
American Chemical Society)
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Following analysis of the three compounds that contain halogen anions (produced
at certain stages of chemical/electrochemical reactions), the subsequent logical step
would be to compare the effect of anions to that of cations. Inorganic cations can
leach into fuel cell cathodes externally from ocean spray or mist on the roads after
deicing. Alternatively, de-alloying of Pt alloys that outperform Pt in the ORR is an
internal source of these contaminants.

Cations are known to decrease the proton conductivity of the FC membrane and
catalyst layers due to the replacement of protons in the Nafion ionomer and
membrane [68]. However, thorough comparison of the effect of cations on the
ORR at the electrode/solution interface and the triple phase boundary (TPB) reveal
that cations cause not only decrease in proton conductivity but also impact mass
transport and kinetics of the ORR [120]. The effect was found to be correlated to a
cation charge. At the electrode/solution interface, the negative effect of potassium
[K+], lithium [Li+], cobalt [Co2+], and aluminum [A13+] cations on the activity of
Pt nanoparticles toward the ORR was more pronounced for multivalent cations and
decreased in the following order: A13+ > Co2+ > K+ ~ Li+. Although, these
positive ions do not specifically adsorb on the surfaces of Pt nanoparticles in the
ORR potential region, their presence on the interface may stabilize adsorbed OHads

groups on the Pt surface, which partially block the Pt surface from adsorption of
molecular oxygen. In addition, cations decrease the oxygen diffusion coefficient,
solubility, and kinematic viscosity of electrolyte and, subsequently, modify the O2

transport conditions. At the TPB, the presence of Co2+ cations also negatively
impacted both the kinetic and the diffusion regions of the ORR. While the effect of
Co2+ ions at the TPB was thought to be similar to that at electrode/solution interface,
subsequent research has not supported this prediction. The ORR transport limitations
at a TPB have been assigned to inhibited molecular O2 diffusion through the shrunken
channels between the hydrophilic domains of the Nafion film.

14.2.2 Pt-Based Alloys Cathodes

The Pt nanoparticle alloy with transition metals such as Co and nickel [Ni] exhibits
superior electrocatalytic activity toward the ORR than pure Pt [32, 102]. This is
attributed to a compressive strain in the outer shell and delayed adsorption of OHads

groups on the Pt-enriched layer formed upon leaching of transition metals in acidic
environments [1, 103]. The influence of impurities on the performance of nanostruc-
tured Pt alloys is novel and, as a result, has been explored in much less detail as
compared to Pt. Interestingly, chloride ions not only inhibit the ORR on PtNi alloys
in acidic solutions but also promote their de-alloying [48]. Even low concentrations
of C1� ions (10�4 M) were sufficient to accelerate Ni dissolution from electrochem-
ically deposited nanostructured PtNi alloys by CV. Furthermore, potential cycling
has been found to promote {100} faceting of Pt or Pt-enriched shell in the chloride-
free electrolyte or in the presence of C1� ions, respectively. This plane is the least
active toward the ORR and most active toward C1� adsorption. Subsequently,
faceting of {100} Pt makes kinetics of ORR on nanostructured catalysts even
more sluggish. However, the detrimental effect of C1� adsorption (two orders of
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magnitude decrease in the ORR activity in the presence of 10�4 M C1�) is less
pronounced for PtNi alloys versus Pt likely due to the fact that subsurface Ni inhibits
C1� adsorption on the surface of Pt nanoparticles.

Similar to chloride ions among inorganic ions, sulfur dioxide is a “classical”
example of neutral molecule that has been extensively studied regarding its effect on
the performance of the nanostructured Pt catalysts. However, only a few papers
report the effect of SO2 on the catalytic activity of nanostructured Pt alloys in
PEMFC environment. The results reported for electrode/solution interface [30] and
PEMFC environment [11] both suggest that carbon-supported Pt3Co nanoparticles
are more susceptive to SO2 poisoning than Pt nanoparticles for a given Pt loading.
However, the activity of Pt3Co/C catalyst, having higher sulfur coverage, restores
easier than carbon-supported platinum [Pt/C]. This was attributed to the enhanced
reactivity of Pt3Co/C catalyst with respect to sulfur/sulfur dioxide S0/SO2 oxidation
to sulfate SO2�

4

� �
. The specific effect may include either greater mobility of adsorbed

oxygen species or higher reactivity of vacancies, which are typically present on
cobalt-leached alloy surface, toward dissociation of H2O or molecular oxygen. The
latter O[H]ads species are mandatory for S0 oxidation to sulfate (oxidation number
increased from zero to positive six) [51, 83].

14.3 PEMFC Recovery Strategies

The performance degradation of the fuel cell after exposure to airborne contaminants
can be separated into reversible and irreversible losses. Irreversible performance losses
are usually associated with deterioration of catalysts and ionomer or degradation of
electrode structures. For example, the growth of nanoparticle size, which is enhanced
by present halides, causes an irreversible decrease in ECSA and performance due to
increased activation overpotentials [76]. Reversible losses are connected to recover-
able contaminant effects on the catalyst and/or ionomer. Most importantly, in the latter
case, fuel cell performance can be restored by applying appropriate techniques.

The performance recovery requires removal of impurities from the electrode
layer: catalyst surface, ionomer, and gas phases. Some self-recovery is often
observed as soon as neat air is introduced to a cathode compartment due to fast
desorption of a contaminant from the catalyst and lack of contaminants interaction
with other components of the electrode structure [77, 79]. However, some impurities
like C1�, Br�, SO2, and acetonitrile [CN3CN] strongly adsorb to the surface or form
products that may additionally affect catalyst and ionomer [9, 11, 76, 78, 118]. These
impurities are more difficult to remove. The fundamental chemical and electrochem-
ical properties of contaminants, as well as their possible reactions during PEMFC
operation, determine the necessary recovery strategies and approaches. It is well-
known that adsorption and desorption of any compounds on Pt are potential-
dependent processes and can be accompanied with their electrooxidation or electro-
reduction. Subsequently, dynamic potential cycling is the most basic, simple, and
effective method to remove the adsorbed impurities and clean Pt surfaces.
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In order to restore fuel cell performance exposed to C1� and Br� (from CH3Br),
the potential of the cathode should be lowered. The desorption of halides takes place
at potentials below the potential of zero charges of Pt nanoparticles (~0.27 V
vs. RHE for 5 nm nanoparticles [66]) at which Pt surface becomes negatively
charged and where reductive desorption of halides occurs [22, 28, 85] and is
summarized in Eq. 14.10.

Pt-Halþ ē ! Ptþ Hal� (14:10)

Exposure to low potentials (0 V vs. SHE) was previously used by V.S. Bagotsky
et al. [7] to desorb chloride ions from a platinum surface in aqueous 0.5 M sulfuric
acid [H2SO4] solutions.

Moreover, halide ions should be simultaneously washed out from the electrode
layer to prevent their re-adsorption. Thus, the simplest recovery procedure should
include a purging of anode and cathode by fully humidified hydrogen and nitrogen,
respectively, which ensures the cathode potential of ~0.1 V. The best conditions for
desorption in the FC environment is achieved by purging the fuel cell cathode with
molecular hydrogen, which brings cathode potential to 0.0 V vs. potential at the
anode. However, desorption of halides ions from Pt surface does not lead to the
restoration of the FC performance. Because C1� and Br� ions remain in the cathode
compartment after being desorbed from Pt surface, they re-adsorb onto Pt during
electrochemical cycling of the fuel cell, i.e., in the 0.5–0.9 V range. Only multiple
exposures to low potentials lead to a complete recovery of the fuel cell performance
in the potential region dominated by diffusion of molecular oxygen (0.5–0.7 V). Due
to irreversible losses of Pt ECSA, performance in the kinetic region (0.8–0.9 V) is
never fully restored.

The electrochemical and chemical transformation of pollutants on Pt during
operation of the FC can lead to the production of derivatives, which may serve
as additional sources of contaminants of catalysts and ionomers. The most
studied airborne impurity illustrating this pathway is sulfur dioxide. SO2 was
shown to reduce to elemental sulfur on Pt or Pt3Co, block ECSA, and alter
ORR mechanism [12, 29]). Recovering of the catalyst surface proceeds through
electrooxidation of sulfur to sulfates/bisulfates S0 ! SO2�

4 =HSO�
4

� �
at 1.2 V and

their further desorption at potentials below the point of zero charges (~0.1–0.3 V),
which can be achieved by potential cycling. Also, running multiple successive
polarization curves was demonstrated to recover the PEMFC performance after
SO2 poisoning [10].

In addition to various inorganic compounds, CH3CN also forms products that
affect the catalyst as well as ionomer [78]. Acetonitrile is an airborne impurity
that mainly originates from a broad range of common processes in chemical
industry. Chemisorption of CH3CN on Pt is coupled with its reduction via two
consecutive electron and proton transfer reactions. A fast reversible process at
0.7–0.4 V is followed by a second slow reduction at 0.4–0.05 V. Steric limitations
promote the formation of a bent sp2 imine-type structure [4, 43, 69, 104], illustrated
in Eq. 14.11:
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The acetonitrile and imine-type species tend to hydrolyze during fuel cell oper-
ations and, subsequently, produce ammonia [NH3], acetic acid [CH3COOH], and
acetaldehyde [CH3COH] [4, 43]. Therefore, acetonitrile not only alters the oxygen
reduction mechanism [25, 94] but also generates ammonium ion NHþ

4

� �
, which both

affects the ORR pathway and impacts ionomer proton conductivity, high-frequency
resistance (HFR), and ohmic losses [39, 42, 59, 73].

The effects of CH3CN on the localized high-frequency resistance (HFR) and
current densities depended on PEMFC running conditions and were found to be
severe in the case of low current operation (0.2 A�cm�2), when water production at
the cathode was not very significant (Fig. 14.4). At low current density, acetonitrile
and ammonia can accumulate in the catalyst layer and the ionomer. This causes a
considerable increase in the HFR and only partial self-recovery to 0.71 V instead of
the initial cell voltage of 0.80 V (Fig. 14.4a, b). Furthermore, a comparison of ECSA
before and after the acetonitrile exposure at 0.2 A�cm�2 shows a clear loss of ~20%.
The current voltage (IV) measurements demonstrated significant performance drop
as well. At high current densities, the produced water could remove NH3 and
CH3CN, which is miscible in water, from the cathode and mitigate any negative
effects. This also leads to full self-recovery (Fig. 14.4c, d).

Research into mechanisms of CH3CN suggests several possible recovery
approaches. Operations at high current densities may restore cell performances after
CH3CN poisoning at low currents. The operation of the contaminated cell for ~10 h at
a constant voltage of 0.6 V led to the improvement of the produced current from 0.95
to 1.3 A�cm�2. Additionally, the ECSAs of the anode and the cathode were determined
after this operation, and the results confirmed the recovery of the Pt catalyst surface.
The ECSA loss was 9.2% and 2.8% for the anode and the cathode, respectively [78].

The proposed recovery techniques can be easily implemented in the case of single
cell operation in a laboratory environment, where potential cycling and purging
electrodes by different gases is accessible. However, practical commercial applica-
tion of these recovery approaches for an FC stack in a vehicle or stationary energy
source system poses logistical challenges and may be impossible. In order to ensure
reliable FC stack operation, air impurities must not affect the performance, and/or
contamination should be avoided. The first approach is conditional on the successful
future development of catalysts that are more tolerant to air pollutants than existing
nanostructures. Currently, Pt/C is the most active catalyst for ORR in acid media,
and emerging various Pt-free catalytic systems cannot surpass it. On the other hand,
it is impossible to design a catalyst that is tolerant to all known airborne contami-
nants. The second approach – to prevent stack cathode poisoning by using and
adding a reliable filtration system – requires the development of a filtration material,
design of the system, and its employment to a balance of plant (BOP).
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Fig. 14.4 Voltage and high-frequency resistance (a), normalized current densities (b) of individual
segments vs. time for an overall current density of 0.2 A�cm�2. Voltage (c), normalized current
densities, and high-frequency resistance (d) of individual segments vs. time for an overall current
density of 1.0 A�cm�2. Cell inlet is at segment 1, outlet is at segment 10. Anode/cathode: H2/air,
20 ppm CH3CN in the air stream, 2/2 stoichiometry, 100/50% RH, 48.3/48.3 kPa gauge, 80 �C
(Reprinted with permission from Reshetenko and St-Pierre [78]. Copyright (2015), Elsevier)
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14.4 Modeling

A computational approach that investigates effects of air impurities on PEMFC
catalysts presents several important advantages. The resulting phenomenological
models identify reaction mechanisms that may either more properly correlate with
existing fuel cell degradation studies or assess the effects of additional, previously
unexplored contaminants. The cyclability experiments often involve long-duration
(over 5000) tests, and predictive calculations will streamline and accelerate the
empirical validation of nanostructured catalysts [89]. The simulation results may
quantify fuel and air purity standards and aid in the design of new fuel cell
components. Finally, contaminants influence the long-term degradation of catalysts
at extremely low levels (~1 ppb). Although, these concentrations are large enough to
affect the surface kinetics and structural changes of Pt-based catalysts, they are
difficult to precisely detect and control in an experimental setting. Therefore, a
well-designed computational approach may more accurately evaluate minute
changes in contaminant concentrations.

Computational modeling approaches to evaluate Pt degradation have existed
since at least 2003. Researchers R. Darling and P. Meyers developed a kinetic rate
equation system to evaluate Pt oxidation and dissolution during normal operations.
The model did not incorporate any contaminant infusions into the air stream
[23]. Researchers W. Bi and T. F. Fuller expanded on this work in 2008 and
developed a one-dimensional physics-based model that included a Pt dissolution
“band” in the membrane [14]. The computational approach included (1) Pt electro-
chemical dissolution, (2) Pt oxidation, and (3) Pt reduction by H2. The model
evaluated different particle size distributions. The simulation poorly agreed with
experimental results, which led to the authors’ conclusion of a possible additional
(as of yet undetermined and unaccounted) mechanism that also influenced catalyst
degradation.

A 2008 study accounted for the presence of NO2 in the air stream [99]. The model
incorporated mass balance equations that correlated nitrous oxide [N2O] concentra-
tion (in the air stream) with Pt’s ECSA. The NO2-Pt surface interactions were not
taken into account, and the authors used Langmuir adsorption kinetics. The Tafel
behavior of the ORR was applied to derive the surface blockage kinetic factor and
output the FC’s voltage as a function of contaminant coverage. The model was
simple and accounted for time, air flow pressure, and relative concentrations of
reactants and contaminants. However, it was not sufficiently well-developed to
properly correlate with experimental results.

An appropriate Pt catalyst model aims to (1) observe and validate experimental
results, (2) understand the fundamental mechanisms and build a framework to
predict performance, and (3) use these findings to develop mitigation and recovery
strategies [14]. With those goals in mind, several computation-based studies have
simulated PEMFC operation and durability at different physical scales. They suc-
cessfully used a “bottom-up” (MEMEPhys®) approach, which analyzed the funda-
mental physics and kinetics at the nanoscale and gradually scaled them up to a full
PEMFC-scale level, and integrated it with a macroscale mass-transport model to
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determine the influence of FC operating regimes on resulting long-term catalyst
stability. The key findings, which corroborated other work, highlighted the detri-
mental effect of dynamic operation (power cycling) and correlated Pt’s ECSA with
time-resolved operating potentials [82]. The authors’ model also predicted that
nanoparticle degradation was particularly localized in the immediate vicinity of the
air inlet; subsequently, the composition of the air source was expected to signifi-
cantly influence the health and operating capabilities of the entire PEMFC.

Different modeling approaches have used varying degrees of complexity in their
models. The initial attempts relied on a zero-dimensional (0D) transient kinetic
model for Pt dissolution and platinum (II) oxide [PtO] formation. It did not output
resulting PEMFC cell voltage. Subsequent work upgraded it to a one-dimensional
(1D) and, subsequently, a two-dimensional (2D) transient model that assessed Pt+

dissolution through the MEA based on electrochemical/chemical reactions. It incor-
porated mass and charge balances but did not account for ohmic losses [16]. Ongoing
efforts have implemented 3D models that account for ohmic losses and predict
PEMFC cell voltages based on impurity concentrations and resulting overpotentials.
Although, PtO commonly forms during regular (contaminant-free operation), its
effects on PEMFC performance, such as reduced ECSA and cathode overpotentials,
resemble effects of contaminants and serve as a good platform for the subsequent
development of models for air impurities.

Most thermokinetic models of cell degradation report the time-resolved potential
of a cell. The use of variables is described in Eq. 14.12 [117]:

VCell ¼ E0 � ηA � ηC � R0IC (14:12)

The equation denotes E0 as the equilibrium potential; hA and hc as, respectively,
the anode and cathode overpotentials; R0 as the PEMFC’s internal resistance; and IC
as the current density. The latter term depends on the number of ECSA sites and
degrades as catalyst coverage sites become overwhelmed with contaminants
(or particles dissolve). A thermokinetic equation for the cathode overpotential has
been developed using the ORR (following Tafel kinetics), surface sorption of the
contaminant, and the electrode reaction mechanism described in Eq. 14.13 [67]:

ηC ¼ 1

β
ln

I

δαi0

� �
1� yð Þ�1:5

� �
(14:13)

The equation sets y as the fraction of contamination in the ionomer at the catalyst
layer, 1/β as the Tafel slope (assumed to be 0.060 V/decade), δ as the catalyst layer
thickness, α as the ECSA of the catalyst normalized by volume, and i0 as the initial
current density.

The existing models identify the following species as components of the total
ECSA of the material: Pt, Pt-O2, Pt-OH, Ptn-P (contaminant), and Ptn-P0 (oxidized
form of the contaminant). Taken together their contributions add up to the total
surface area summarized in Eq. 14.14 (typically expressed as θ or 1, with other
parameters being fractions of that value) [54]:
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1 ¼ θPt þ θPtO2 þ θPtO2H þ θPtn�P þ θPtn�P0 (14:14)

While the oxide phases of Pt arise from natural operation (and are a part of the
typical degradation behavior associated with the ORR process), the latter two terms
depend on the presence of impurity species in the air stream. The authors calculated
the rate of change of concentrations of the five phases and determined the following
relationship described in Eq. 14.15 for the cathode current density:

IC ¼ nO2
FγCk2f

k1f
k1b

CO2
ACHþexp � α2n2ηCF

RT

� �
�

1� exp � α2n2ηCF

RT

� �� �
1� θPtn�P þ θPtn�P0
� 	 (14:15)

The equation uses n02 as the electron transfer number, γ as the ratio of active
surface to total surface of the cathode catalyst layer, kf or kb is the forward or
backward reaction rate, α as the electron transfer coefficient, A is the ECSA, and
C as the concentration of specific species (H+ or O2) at the cathode.

Several further modeling efforts by J. St-Pierre successfully developed simula-
tions for possible behaviors for different types of contaminants and correlated their
predicted adsorption properties with resulting PEMFC performance. The initial
approach simulated contaminant sorption (from air stream) on cathode layer, recon-
ciled adsorption time scales (>10 h) with ORR time scales (0.06–0.6 s), and derived
change in cell potential as a function of fractional impurity coverage (θP) assuming
Tafel kinetics of ORR described in Eq. 14.16 [96]:

ΔV ¼ RT

F
ln 1� θPð Þ (14:16)

The modeling approach further defined a time-resolved (t) relationship between
contaminant coverage and kinetic rate of contaminant desorption (kdes) and Pt molar
density (ρ) summarized in Eq. 14.17:

ln
1� e

FΔV
RT

θP

 !
¼ �kdes

ρ
t (14:17)

This approach is applicable to a broad range of airborne contaminants, and effects
of common chemical pollutants in transportation and industrial environments includ-
ing carbon monoxide [CO], SO2, NO/NO2, and hydrogen sulfide [H2S] on PEMFC
behavior were analyzed [95]. The relative concentration ratios of oxygen (reactant)
to the contaminant species, as well as the adsorption kinetics and electrochemical
activity behavior, significantly influenced resulting fuel cell performance. The pos-
sible modeled outcomes are summarized in Table 14.1.

The modeling efforts demonstrated that the unique chemistries of different
contaminants yielded different effects on overpotentials [92]. The kinetic loss
mathematical model showed different effects between uniform surfaces and
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segregated reaction sites. The model calculated current densities with and without
reactants. The simulation was able to predict future performance of PEMFCs based
on several critical parameters. Based on estimates of catalyst recovery and impurity
concentration thresholds, the model established a 0.65 ppb contaminant level min-
imum for performance loss of no greater than 1� ρ1/ρ (ρ1 and ρ are, respectively, Pt
site molar density associated with the reversibly adsorbed contaminant and Pt site
molar density). Furthermore, the model predicts that a reduction of the Pt catalyst
loading from its current common 0.4 mg�Pt�cm�2 value to 0.1 Pt�cm�2 increases that
concentration threshold up to 0.9 parts-per-billion (ppb).

For that initial simulation setup, the computational predictions for PEMFC
performance closely matched experimentally determined effects of contaminants
on cell voltage. The modeling approaches were subsequently extended and applied
to permeation of contaminants through the ionomer layer (assuming Fick diffusion
kinetics) [98]. This approach was further expanded recently and accounted for
impurity ion exchange with protons in the membrane in order to derive tolerance
limits as a function of ion valence. This model is a very good complement to the
catalyst degradation simulation and, in unison, presents a comprehensive framework
for fuel cell performance decay. Such a model will be important for the further
evaluation of organic molecule impurities and other airborne contaminants.

While initial thermokinetic models limited their focus to small molecules (CO,
NO2, H2S, etc.), others expanded their computational approach to more complex
contaminants. Several kinetic models specifically focused on toluene [C7H8], which
is a common industrial chemical and may often leach into air intake streams. Efforts

Table 14.1 Effect of sorption mechanism, contaminant electrochemical activity, and contaminant/
reactant ratio on resulting fuel cell performance (Reprinted with permission from St-Pierre
[96]. Copyright (2010), Elsevier)

Activity of
contaminant X

Rate-
determining
step Scheme

Fuel cell
performance
(reactant present)

Fuel cell
performance
(reactant absent)

Electroinactive X adsorption
or desorption

Electronegative
contaminant X
that produces
product P2

X reaction

Desorption of
P2

Irreversible
adsorption of
P2
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by investigator Z. Shi et al. assumed Langmuir adsorption kinetics for toluene.
However, the process is complex and may involve vertical or flat orientation of the
adsorbed molecule. The model simulated competitive adsorption of toluene
vs. molecular O2 and was robust enough to calculate and predict both transient
and steady-state cell performance [90]. The predicted results, which agreed with
empirical data, showed that a 0.2 A�cm�2 current density and a 750 ppb concentra-
tion resulted in a Pt ECSA drop from 59% to 48%. A current density of 1.0 A�cm�2

decreased operating cell voltage by 48 mV for the same contaminant concentration.
Despite the model’s good agreement with experimental data, it has limitations: it
assumes only a single site for molecular O2 adsorption and fails to account for either
the temperature or the structure of the Pt catalyst.

The various modeling approaches all converge around the critical importance of
accessible Pt ECSA. While most studies have focused on adsorption of contami-
nants, other approaches have also attempted to simulate Pt particle dissolution or
coarsening. A one-dimensional model simulated an acidic media (which may be
created with a broad range of airborne contaminants) and combined different
thermokinetic rate models to estimate particle size evolution. In particular, fractions
of N2 and air in the input stream influenced Pt dissolution and subsequent Ostwald
ripening [57]. This work also analyzed anode catalyst layer evolution and transport
of ions through the ionomer layer. A different thermokinetic model of Pt particle
oxidation and dissolution demonstrated the dependence of the net reaction rate and
long-term PEMFC performance on the Pt particle size distribution (including both
the mean and the variance of the particle size distribution) [41]. The modeling
approach evaluated the size of the Pt+ ion sink and found that, due to coarsening,
larger initial particle sizes (4–5 nm diameter) are more stable than smaller, com-
monly used Pt particles (2–3 nm). Although, this approach did not incorporate
effects of impurities, it can be effectively adapted to address contaminant-induced
degradation.

Recent efforts by researcher S.G. Rinaldo et al. have applied Lifshitz-Slyozov-
Wagner and Smoluchowski models to simulate electrochemically driven particle size
evolution [80]. The authors determined the kinetics of particle dissolution,
redeposition, coagulation, and detachment and the effects of PEMFC operation
dynamics on the resulting Pt catalyst layer particle size distributions. The authors
successfully correlated modeled particle size evolution with experimentally mea-
sured (via TEM) structural characterization. The main takeaway of the study was a
dependence of high potential with lower particle surface tension and subsequent
accelerated dissolution.

Various efforts have investigated the formation of platinum oxide species on the
catalyst layer surface (driven primarily by overpotential). These studies show a
complicated relationship between the formation of this electrochemically inactive
material and the total available ECSA. In particular, this oxide formation may slow
down Pt particle dissolution. Several modeling efforts assumed oxide formation on
Pt particle edges and planar sites and simulated resulting surface area changes to
accurately predict cyclic voltammograms [45]. Furthermore, particle coarsening may
proceed by Ostwald ripening (driven by particle sizes and ions in solution) and
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particle coalescence. The latter mechanism describes Pt particle movement on the
surface and their subsequent aggregation. This process is also likely to be influenced
by impurities in the air stream, especially by insoluble, large particulates (soot, etc.)
that may dislodge Pt particles during mechanical impacts. Future modeling efforts
should evaluate these processes.

Several recent studies have also evaluated the performance of novel Pt-based
alloy catalysts and their performance as FC electrodes. A Monte Carlo simulation is
coupled with non-equilibrium thermokinetics to assess the effects of CO sorption on
PtxCoy anodes [49]. Since CO is a common byproduct of hydrocarbon fuel com-
bustion, it may infiltrate the H2 flow stream (during fuel reforming) and block
adsorption sites on the catalyst. Subsequently, CO may impede the HOR and factor
in as an important contaminant in the PEMFC. A separate computational study
suggested CO adsorption onto pure Pt catalyst surfaces using Butler-Volmer kinet-
ics, which added a temperature dependence component to the simulation (not a
factor in the PtxCoy approach). The Monte Carlo simulation used electric current
density, H2/CO reactant stream ratios, and catalyst particle compositions as input
parameters and developed pseudoequilibrium atomic repartition of PtxCoy nano-
particles. While PtCo (homogeneous Pt and Co distribution on the surface) tolerated
CO adsorption better than Pt3Co (Pt shell over a Co core), the Pt3Co degraded slower
than PtCo in the presence of CO. The simulations showed that CO concentration led
to overpotential conditions, which, in turn, accelerated Co de-alloying and its
subsequent dissolution into the MEA. Since a Pt-M (ruthenium [Ru], Co, Ni, etc.)
nanostructured alloy will be likely incorporated in novel cathode catalyst layers, this
model will be very useful to evaluate similar effects of contaminants in the air
stream.

Although, BOP contamination sources differ from air intake impurities, some of
the molecules (toluenes, benzyl alcohols [C6H6RxH2yO], and ethers [ROR0]/ether
acetates [R0-COO-R], where R and R0 represent the alkyl or aryl groups) may
originate from a variety of sources [20]. Efforts by researchers B. Tavakoli and
J.W. Weidner evaluated the effects of these organic molecules on the degradation of
the Pt cathode catalyst layer [105]. The model assumed Tafel kinetics and described
three distinct phenomena: adsorption on Pt sites, adsorption into the catalyst layer,
and ion exchange with the monomer. The model described changes to the cell
potential as a function of lost Pt ECSA. The authors evaluated recovery profiles
and found that specific impurities, which differed according to their ion-exchange
behavior in the ionomer, showed partial or full recovery. This model is applicable to
a broad range of impurities and correlates well with reported experimental results.

The majority of the previously mentioned work has been based on systems of
thermokinetic equations. However, a “computational simulation” approach encom-
passes a broad array of techniques that have been effectively used for phenomeno-
logical modeling. A coarse-grained molecular dynamics (CG-MD) process
simulated the corrosion of the underlying nanostructured carbon support under
zero-current conditions and during power cycling [62]. The simulation captured
the evolution of the Pt-C bond (Pt d orbital and π bonding in carbon) and analyzed
the microstructure of catalyst as a function of carbon loss. The approach was very
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comprehensive and factored in additional effects, including ionomer and H2O
morphology and coverage, and used the microstructure to gauge cell potential
evolution. The simulation also captured ionomer phase evolution and detected
conditions that propagated Nafion sorption on Pt surfaces (yet another possible
BOP contaminant source). A separate CG-MD approach coupled this simulation
method with dissipative particle dynamics (DPD) and smoothed particle hydrody-
namics (SPH) to simulate self-organization of the microstructured catalyst layers and
the reactive transport of fuel and oxidants through the porous media [114]. These
approaches are highly customizable and can incorporate and evaluate effects of
airborne contaminants.

Most modeling results output the cell overpotential, total voltage, and/or current
density vs. time or cycle number. While these values properly gauge fuel cell perfor-
mance, they do not describe structural transformations at the nanoscale level. If future
computational models of degradation can correlate contaminant injection with elec-
trochemically induced Pt particle growth or lattice restructuring, the simulation results
will yield important fundamental insights. Furthermore, many current models apply
nearly identical approaches to chemically different contaminants. However, experi-
mental evidence shows divergent cell degradation behaviors for different contaminants
(even those with similar electrochemical activities). Impurity species in the air intake
stream are complex molecules with different dimensions, polar and nonpolar bonds,
steric hindrances, and self-diffusion behaviors. The subsequent modeling work must
further take these properties into account and incorporate these critical parameters. As
similar Pt-metal alloys gain prominence as PEMFC cathode and anode catalysts, such
approaches will more accurately assess the effects of nanoparticle composition on
subsequent impurity-induced degradation behaviors.

Many contamination modeling exercises have focused on individual PEMFC
materials (cathode catalyst layer, underlying carbon support, ionomer). However,
some impurity molecules (such as NH3 and toluene) are likely to permeate through
and degrade multiple components [97]. These processes may run in series and in
parallel and include competing for reactions with different kinetics. The experimen-
tally measured results, in actuality, are a convoluted combination of these processes.
More complex models that can combine these separate systems into more compre-
hensive simulations may more accurately capture the effects of contaminants on both
catalyst degradation and fuel cell degradation as a whole.

While emerging thermokinetic models design extensive and descriptive systems
of equations (such as those listed as Eqs. 14.15 and 14.17), these simulations rely on
a very large number of parameters, which sometimes do not have well-defined
physical meaning. These variables may have limited practical value, as certain
inherent properties of intermolecular interactions and rate constants are difficult to
measure or control in PEMFCs. While their use may help accurately validate the
simulation and reconcile predicted performance with experimental results, the end
result may overstate and mislead the precision and universality of such approaches.
Models with fewer parameters, as well as models that define their parameters based
on controllable experimental conditions, will provide more insights into effects of air
contaminants.
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Additional in situ material characterization techniques will provide in-depth struc-
tural information that will assess the ECSA changes, particle dissolution, and coarsen-
ing of Pt particles and selective surface reactions with different lattice plains. A recent
effort conducted focused ion beam/scanning electron microscopy (FIB/SEM) imaging
and relied on electron tomography to visualize the porous catalyst layer to assess its
degradation. The technique provided time-dependent information about the size of
catalyst and pores and compared particle changes against equation data for mass
transport [87]. A different in operand X-ray absorption spectroscopy (XAS) method
obtained extended X-ray absorption fine structure (EXAFS) spectra to correlate exper-
imentally determined Pt-O growth with model predictions [74]. These techniques,
along with other in-depth characterization methods (X-ray and neutron reflectometry,
in situ Raman/infrared (IR) spectroscopy), may be adapted to studies of contaminants
and refine existing models.

14.5 Emerging Catalysts for Fuel Cell Cathodes

The PEMFCs must become substantially less expensive in order to be commercially
viable for their target applications. Existing MEAs of all pre-commercial fuel cell
stacks utilize platinum or platinum group metals (PGM) on anodes and cathodes. The
high price of PGM electrocatalysts accounts for 30–50% of the total stack cost. The
substitution of platinum with inexpensive catalysts has been explored since the
mid-1960s [47]. Despite decades of research into novel platinum group metal-free
(PGM-free) electrocatalysts for oxygen reduction, only the last couple of years have
yielded significant breakthroughs. In particular, recent studies reported progress in
development of iron nitrogen-doped graphitic carbon [Fe/N/C] catalysts [46, 52, 53,
88, 112] and nitrogen-doped graphitic carbons (CNx) [19, 36, 40, 61, 91]. The
PGM-free substitute catalysts should have similar activities as platinum, high durabil-
ity, and high versatility for all types of fuel cell applications, such as in automobiles
and electrical backup systems. Regardless of catalyst choice, the long-term operation
of fuel cell devices is highly dependent on air quality. Therefore, emerging PGM-free
catalysts should also resist degradation induced by major airborne contaminants,
especially those emitted from cars (CO, NOx) and coal-fed power plants (SO2).

14.5.1 Fe/N/C Catalysts and Their Tolerance to SO2, NO2, and CO
Poisoning

The impact of small-molecule poisons including CO, thiocyanate [SCN�], cyanide
[CN�1], halides, [F�, C1�, and Br�], azide [N3], ethanethiol [CH3CH2S], H2S, NOx,
and SO2 on ORR at PGM-free catalysts has been mainly studied in an attempt to
develop methods to probe and separate iron-containing catalytically active sites:
Fe-N4/C and Fe-N2/C moieties.
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Common precursors for Fe/N/C, such as Fe-porphyrin and Fe-phthalocyanine,
are well-known to have a higher affinity for CO than O2. Therefore, the Fe-N4/C and
Fe-N2/C sites were expected to strongly chemisorb carbon monoxide, and effects of
CO on the ORR activity of Fe/N/C catalysts were studied [6, 15, 21, 71, 84, 111]. It
was observed that steric factors of ligands in Fe-porphyrin complexes can reduce
affinity to CO or even suppress any CO binding at atmospheric pressure [21,
84]. Additional studies of Fe-porphyrin interactions with CO in aqueous solutions
using in situ X-ray absorption spectroscopy showed the formation of CO-Fe-por-
phyrin adduct, which disappeared at a 0.6 V potential and released the CO molecules
[6]. Moreover, recent publications have confirmed CO tolerance of Fe/N/C catalysts
[15, 71, 111].

Further, attempts to identify active sites on Fe/N/C catalysts revealed that CN�

had strong poisoning effects [38, 56, 106]. The authors proposed that CN� bound at
an axial position on the sites inhibited oxygen reduction and shifted the reaction
pathway from 4ē to 2ē. The catalytic activity was restored after rinsing a poisoned
electrode in water [106]. At the same time, ORR on Fe/N/C electrocatalysts obtained
from Fe-phthalocyanine precursor was shown to be unaffected by F� or SCN�

[106]. In contrast, halide ions (F�, C1� and Br�) and sulfur-containing species
(SCN�, SO2, and H2S) appeared to suppress oxygen reduction on Fe/N/C catalysts
that had been derived from poly-m-phenylenediamine [111]. Additionally, this
electrocatalyst was found to be insensitive to NOx [111], whereas authors [63]
suggested the use of NOx to quantify active sites for Fe/N/C. Analysis of prior
reported publications demonstrated that no clear conclusion can be reached on
poisoning effects of contaminants on Fe/N/C catalysts. Furthermore, all ORR studies
described here primarily relied on rotating disk electrode (RDE) and CV techniques.

Evaluation of PGM-free cathode PEMFCs under realistic FC operating condi-
tions and exposure to air contaminants, such as CO, SO2, and NO2, are very critical
for efforts to understand durability and environmental adaptability of the new
catalytic materials. However, published Papers that addresses these issues are quite
limited.

A detailed investigation recently reported on the performance of PGM-free
PEMFCs and their tolerance to main air contaminants (SO2, NO2, and CO) using a
segmented cell setup with 76 cm2 MEAs [75]. The Fe/N/C catalyst was synthesized
using iron (III) nitrate [Fe(NO3)3] and 4-amino antipyrine [C11H13N3O] as pre-
cursors by a sacrificial support method. The performance of PGM-free cathode
PEMFC was found to be limited by high activation overpotentials. These were
attributed to the lower activity of the Fe/N/C cathodes in oxygen electroreduction
than those levels for Pt-based catalysts. Additionally, due to a high Fe/N/C catalyst
loading (~3 mg�cm�2), mass transfer losses became pronounced and reduced both
overall and local segment performance. The composition and structure of PGM-free
gas diffusion electrodes (GDEs) significantly contributed to the fuel cell output. In
particular, the ratio between the catalyst and Nafion coating layer loadings on the top
of the catalyst materials at GDE appeared to be responsible for appropriate HFR,
catalyst utilization, and performance.
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The exposure of Pt-based PEMFC to a mixture of air and 1–10 ppm SO2 resulted
in a significant decrease in the performance [10, 11, 37, 118]. In contrast, the
performance of Fe/N/C cathode PEMFC was not affected by the presence of SO2.
Figure 14.5a, b presents profiles of the segment voltages and normalized current
densities vs. experiment time at total cell current of 0.2 A�cm�2 during SO2

poisoning. For the first 2 h, the cell operated with pure air, resulting in a cell voltage
of 0.390 V. The initial current density distribution ranged from 0.23 to 0.17 A�cm�2

for segments 1 and 10, respectively, due to downstream oxygen consumption and
water accumulation. The injection of 10 ppm of SO2 for 7 h did not cause any
noticeable changes in segments/cell voltage and current distribution similar to
previously published work [24].

To understand the differences in the performances of Fe/N/C cathodes in the
presence of airborne contaminants, density functional theory (DFT) was used to
calculate the oxygen and contaminant binding energies at the proposed catalytic
sites: Fe-N4/C, Fe-N2/C, and N-doped graphene [75]. According to Sabatier’s
principle, oxygen reduction activity is strongly dependent on the interaction of
oxygen with the catalyst. Using DFT with functionals employing Perdew-Burke-
Ernzerhof (PBE) correlation, the adsorption energies of molecular oxygen on the
Fe-N4/C, Fe-N2/C, and N-doped graphene sites were calculated as �1.01, �2.34,
and �0.15 eV, respectively (Table 14.2). Comparisons of the adsorption energies of
SO2 with those of molecular O2 showed that SO2 interactions with Fe-N4/C and
Fe-N2/C are weaker than with O2 (�0.81 and �1.63 eV). Hence, SO2 cannot be
strongly adsorbed by Fe-containing centers and should not affect oxygen reduction
and performance.

Exposure of the Fe/N/C cathode to 2 and 10 ppm NO2 resulted in a performance
loss of 30 and 70–75 mV, respectively (Fig. 14.5c, d), which is lower than in a Pt
cathode fuel cell with a performance drop of ~ 80–100 mV under exposure of 2 ppm
NO2 [3, 31]. The finding clearly demonstrated that the non-precious catalyst was
more tolerant to NO2 poisoning than the Pt catalyst. The impact of NO2 on the Fe/N/
C and Pt electrocatalysts could be attributed to NO2 adsorption and its further
transformation. The NO2 molecules adsorb onto the Fe-N2/C, Fe-N4/C, and Pt
sites, causing performance drops [17, 27, 44, 81] and are summarized in
Eqs. 14.18 and 14.19:

NO2 þ ½ � $ NO2½ � (14:18)

The adsorbed NO2 can reversibly dissociate into NO and O:

NO2½ � þ ½ � $ NO½ � þ O½ � (14:19)

The produced NO has an affinity toward Fen+ centers (Fe2+ and Fe3+) [70, 81, 113]
and can either slowly desorb from Pt and Fe-Nx/C into the gas phase or be released as
nitric acid [HNO3] [27]. Moreover, DFT results confirmed that the adsorption energies
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Fig. 14.5 Voltage and normalized current densities of individual segments vs. time for PGM-free
PEMFC exposed to SO2 (a, b) and NO2 (c, d) at 0.2 A�cm�2. Cell inlet is at segment 1, outlet is at
segment 10. Anode/cathode: H2/air, 2/2 stoichiometry, 100/50% RH, 2/2 atm gauge, 80 �C
(Reprinted with permission from Reshetenko et al. [75] Copyright (2016), Elsevier)
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of NO2 and NO were greater than that of O2 on Fe-N2/C and Fe-N4/C sites
(Table 14.2). This implied that NOx can substitute molecular O2 and poison catalyti-
cally active sites, inhibit oxygen reduction, and result in a performance loss.

The introduction of 5 or 20 ppm of CO into the air stream did not affect Fe/N/C
[75], which is in agreement with RDE data [15, 71, 111]. The CO in air stream also did
not cause any changes for Pt PEMFCs performance. The adsorption of CO on Fe-N2/C
and N-doped graphene was not favorable in comparison with O2, but CO competes
with O2 for strong adsorption at Fe-N4/C sites (Table 14.2). The discrepancy between
the computational and experimental data might be also explained by the very fast CO
removal due to its oxidation on the Fe-N4/C similar to the Pt-based cathodes.

The long-term operation of Fe/N/C fuel cells resulted in a gradual performance
degradation, which became pronounced when O2 was used as the cathode feed gas.
The degradation was mainly caused by increased activation overpotentials. Detailed
XPS studies confirmed that PEMFC performance declines were due to catalyst
degradation and ionomer oxidation, the latter being promoted by the presence of
air contaminants.

14.5.2 Nitrogen-Doped Graphitic Carbons

In parallel with Fe/N/C catalysts, significant work has been done on studies
of nitrogen-doped nanotubes (CNx) as ORR catalysts in alkaline and acid con-
ditions [19, 36, 61, 91]. All of these materials are primarily produced via
decomposition of nitrogen-containing hydrocarbons (acetonitrile, cyanamide
[NH2CN], ethylenediamine [C2H8N2], and pyridine [C5H5N]) over iron- or
cobalt-based catalysts at elevated temperatures. The resulting carbon structures
were treated by acid/base to remove any accessible catalytic materials. Despite
this purification treatment, the carbon nanotubes (CNTs) still retain metal parti-
cles with 5–30 nm diameters that are covered by layers of turbostratic carbon.
Subsequently, they appear to be inaccessible for oxygen. The CNx electro-
catalysts were studied by RDE and demonstrated good ORR performance in
alkaline media [19, 61], while in acid conditions they are less active compared to
Fe/N/C and Pt [92].

Table 14.2 Adsorption energies of O2, NO, NO2, and SO2 on Fe-N4/C, Fe-N2/C, and N-doped
graphene (Reprinted with permission from Reshetenko et al. [75] Copyright (2016), Elsevier)

Adsorbate

Adsorption energy [eV]

Fe-N4/C Fe-N2/C N-doped graphene

O2 �1.01 �2.34 �0.15

SO2 �0.81 �1.63 �0.17

NO �1.97 �3.37 �0.09

NO2 �1.45 �2.63 �0.43

CO �1.61 �2.09 �0.01
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The described preparation method for CNx catalysts likely resulted in the appear-
ance of multiple active centers for ORR with metallic center (Fe-N4/C or Fe-N2/C)
and without metallic center (pyridinic nitrogen). Metal-containing site formation
may occur through hydrocarbon decomposition over 3dmetal catalysts (Ni, Co, Fe).
The growth of carbon nanotubes/fibers involves adsorption and dissociation of
hydrocarbon precursor on 3d metal particles, carbon diffusion through the particles,
and its deposition as graphitic layers [2, 116]. Multiple repetitions of catalytic cycles
deactivate the catalyst due to encapsulation of the metal active center by formed
graphite layers. Research of this phenomenon [5] suggested another mechanism of
the catalyst deactivation: “atomic” intercalation or erosion of the active particle.
During this process, the deposited graphite layers capture catalytic material and
incorporate metal atoms in a carbon matrix.

Since the presence of multiple active sites cannot be eliminated, and the
observed performance might be also due to metal centers with high activity,
the nature of active sites in the CNx catalysts is still not clear and debated. To
clarify this question, Ozkan group [107, 108] deliberately poisoned the CNx

catalyst with H2S, CO, and cyanide and found that the catalyst retained its ORR
activity based on RDE measurements. These results supported the hypothesis that
pyridinic nitrogen is the active site, and CNx catalysts do not have any metal-
containing catalytic centers [92]. Additionally, these findings also demonstrated
tolerance of CNx to some possible air pollutants and revealed the potential of
the catalyst for applications operated at harsh environmental conditions. As it was
mentioned previously, the CNx catalysts were studied only at RDE conditions
and cannot provide any predictable information about PEMFC performance and
behavior in the presence of air pollutants due to different operating conditions
(temperature and back pressure) and environments (gaseous vs. aqueous). There-
fore, additional work is required in order to identify the tolerance threshold of
this novel catalyst.

14.6 Conclusion

Impurities in the air stream negatively impact nanostructured Pt-based catalysts of
PEMFC cathodes, and resulting detrimental effects present a serious roadblock in the
pathway toward viable commercialization of fuel cells. These contaminants originate
from a broad range of sources and environments, and fuel cells that operate outside
of pristine laboratory conditions are likely to encounter them. Most of the inorganic
and organic salts, solvents, exhaust gases, and industrial combustion products
interact with Pt nanoparticles and negatively impact the oxygen reduction reaction.
Moreover, even extremely minute concentrations (~1 ppb) of some contaminants are
sufficiently significant and may cause significant damage to the PEMFC. Unless
commercialized fuel cells employ highly efficient air filters, impurity-induced cath-
ode degradation will impede the performance of these energy conversion systems
and require materials- and operations-focused solutions.
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Primary fundamental processes that contribute to fuel cell performance degra-
dation involve adsorption of contaminants on nanoparticle surfaces, which reduces
the available electrochemical surface area, shift of the ORR pathway from 4ē to
less electrochemically efficient mixed 4ē and 2ē mechanism, and catalyst nano-
particle dissolution or coarsening. Furthermore, some contaminants promote side
reactions that are driven by an electrochemical potential and yield additional
impurity products that impede the electrocatalytic activities of Pt. Although, each
contaminant exhibits distinct performance degradation behavior, the processes are
ubiquitous. The phenomenological modeling of contaminant-induced cathode cat-
alyst degradation typically involves a system of thermokinetic equations that
derive the cell’s potential and current density as a function of the available surface
area. Simulation efforts have underscored the significance of Pt particle dimen-
sions and found optimal particle size distributions that facilitate efficient oxidation
reduction yet minimize Pt coarsening. However, other predictive modeling
approaches, such as coarse-grained molecular dynamics, may provide more
insights and account for particle dissolution, Ostwald ripening, and coalescence
effects.

Recovery steps, which are inherently simple, typically counter the effects of
contaminant introduction into the air stream, adsorption onto catalytic surfaces,
and subsequent electrochemical processes. The most common fuel cell rehabilitation
approach involves electrochemical cycling that is coupled with repeated flushing
with neat (contaminant-free) air. While, in many cases, this operation successfully
desorbs impurities and restores PEMFC cathodes to their full operating capabilities,
it cannot undo the damage of irreversible electrochemical reactions. Furthermore,
such a recovery procedure deviates from the fuel cells’ standard operating routine
and serves as a significant drawback to their commercial viability.

Material modifications to the nanostructured platinum catalyst have yielded some
improvement of tolerance to impurities. Although Pt-based alloys, such as Pt3Co and
PtNi, do not significantly inhibit adsorption of impurities versus platinum, the former
promotes faster recovery from SO2. However, fundamental studies of adsorption of
inorganic and organic species on nanostructured alloys are still in their infancy.
Platinum-free catalysts, which aim to address both durability and cost of novel fuel
cells, may more effectively resist poisoning by certain contaminants and retain their
active centers. Fe/N/C and nitrogen-doped graphitic carbons show promising oxy-
gen reduction reaction activities and tolerance to SO2, NO2, and CO. However,
relatively few studies have addressed their performance in the presence of airborne
contaminants in the PEMFC environment, and future efforts must address this
knowledge gap. These novel materials, along with other nanostructured catalysts,
have highly versatile geometrical configurations, particle sizes, electron band struc-
tures, and electrochemically driven adsorption and reaction capabilities. Future
catalyst research efforts must incorporate effects of impurities in their efforts to
abstain from the use of precious metals and design efficient and inexpensive
PEMFCs.
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Abstract
Hydrogen (H2) is a promising replacement energy carrier and storage molecular
due to its high energy density by weight. For the constraint of size and weight in
vehicles, the onboard hydrogen storage system has to be small and lightweight.
Therefore, a lot of research is devoted to finding an efficient method of hydrogen
storage based on both mechanical compression and sorption on solid-state mate-
rials. An overview of the current research trend and perspectives on materials-
based hydrogen storage including both physical and chemical storage is provided
in the present paper. Part of this chapter was dedicated to recent results on two
innovative materials: hybrid materials based on manganese oxide anchored to a
polymeric matrix and natural volcanic powders. A prototype H2 tank, filled with
the developed hybrid material, was realized and integrated into a polymer elec-
trolyte membrane (PEM) single fuel cell (FC) demonstrating the material capa-
bility to coupling with the FC.

15.1 Introduction

The need for an alternative to fossil fuels is escalating due to the increasing problem
of global warming and climate change, not to mention worries over energy security
and adverse health effects [1].

New alternative energy sources are required to replace fossil fuels, for example,
by using energy generated from the wind and/or solar energy. One of the actively
explored concepts is to convert solar energy directly to hydrogen and then to use
hydrogen as an energy carrier and a fuel for, e.g., cars. Considering that water covers
about 71% of the earth’s surface, we have almost an unlimited source of hydrogen.
Hydrogen has an extremely high gravimetrical energy density (142 MJ kg�1),
which is at least three times larger than the equivalent value for liquid hydrocar-
bons (47 MJ kg�1). Hydrogen as the fuel is also environmentally friendly as the
only exhaust product in both combustion and fuel cell engines is water vapor.
Therefore, hydrogen is an attractive candidate for replacement of petrol or diesel
in cars or other vehicles.

Hydrogen can be used as a fuel in cars with slightly modified combustion
engines. However, combustion engines are not a sustainable solution due to the
relatively low efficiency (fuel for useful work ratio) of ~25%. On another hand, cars
can be powered by fuel cells (FCs), electrochemical devices, which combine hydro-
gen and oxygen to produce electricity. Fuel cells convert hydrogen into electricity
with an efficiency of 50–60% and release only water and heat as side products. The
main obstacle for widespread application of FCs is the absence of sufficiently good
and compact, lightweight hydrogen storage systems which are capable of delivering
hydrogen gas to an FC at nearly room temperature and at pressures not much higher
than atmospheric pressure. An average modern car equipped with a combustion
engine needs approximately 30–35 l of petrol or diesel to travel 500 km, and the
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combined weight of the fuel and the tank is about 80 kg. A car equipped with an FC
engine would need about 5 kg of hydrogen to travel the same distance. The problem
is that 5 kg of hydrogen at normal conditions (room temperature and atmospheric
pressure) occupy ~56,000 l of space which is equivalent to a balloon of the diameter
of 5 m. In this contest, the storage of hydrogen is identified as one of the major
problems to be solved in the short and medium terms.

In a hydrogen storage system, aspects such as safety, reversible hydrogen uptake
and the release rate, cost, weight, and volume must also be taken into account.
According to multi-annual work plan (2014–2020) of Fuel Cells and Hydrogen Joint
Undertaking (FCH JU) group under The Horizon 2020 program [2], the targets for
hydrogen storage for transportation are 600 euros-per-kilogram-hydrogen (€/Kg H2)
for system cost and 0.023 Kg � L�1 and 5 wt.% of the volumetric and gravimetric
capacity of H2 tank system, respectively.

There are three possible ways in which hydrogen can be stored: gas compression,
liquefaction, and storage within solid-state materials. Compressed gas is currently
the most common form of hydrogen storage. Typically, tanks are made from steel
and used at an operating pressure from 200 to 350 bar. However, lightweight
composite cylinders have operating pressures up to 800 bar, where hydrogen has a
volumetric density of 36 kg � m�3. The amount of energy used to compress
hydrogen gas depends on what pressure it is being compressed from and to, as
well as the method using the gas compression. The ideal (isothermal, ΔT = 0)
compression of hydrogen from 1 to 800 bar requires 2.21 kWh � kg�1 of energy,
which is ca. 5% of the energy content in hydrogen. In a real process, the work
consumption is significantly higher because compression is not isothermal. In fact,
adiabatic compression (VγP = constant, where γ is the adiabatic exponent) requires
over 16% of the energy content in hydrogen.

Liquid hydrogen must be stored below its low critical temperature (33 K) and
pressure (13 bar); typically it is stored at its boiling point (20.3 K). The volumetric
density of liquid hydrogen is 70.8 kg m�3 almost twice that of compressed hydrogen
gas. The significant disadvantages of storing hydrogen as a liquid are boil-off and the
relatively large amount of energy required for the liquefaction (30% of the lower
heating value). However, boil-off losses are reduced when large-scale storage
vessels are used due to the small surface-to-volume ratio, as the evaporation rate
decreases as the size of the storage tank increases.

The hydrogen storage by solid-state materials has definite advantages from a
safety perspective. Extensive efforts have been made on new hydrogen storage
systems, including metal-organic frameworks (MOFs), zeolites, metal hydrides
(MH), metal nitrides (Mx N2), metal imides (MNR), doped polymers, hollow glass
microspheres, and carbon-based materials. In solid-state storage, hydrogen is bonded
by either physical, e.g., MOF and carbon-based materials, or chemical forces, e.g.,
hydrides, imides, and nitrides. Physisorption has the advantages of higher energy
efficiency and faster adsorption/desorption cycles, whereas chemisorption results in
the adsorption of larger amounts of gas but, in some cases, is not reversible and
requires a higher temperature to release the adsorbed gas.
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15.2 Physisorption

The large surface areas of porous materials, especially of nanostructures, allow the
adsorption of large quantities of hydrogen; for this reason, the use of porous
materials and their simplicity of physisorption attract scientific interests. Two fun-
damental parameters have to be taken into account for optimal hydrogen storage: the
average surface available per unit volume of the adsorbent and the characteristic
binding energy of the hydrogen molecule with the material. Physisorption involves
weak van der Waals forces, and this weak physisorption interaction requires cryo-
genic temperatures (typically 77 K) and high pressure to reach reasonable hydrogen
storage values. Porous carbonaceous materials have been identified to be attractive
for hydrogen storage. Experimental and theoretical studies have shown that the
interaction energies between H2 and pure carbon materials are in the range from
4 kJ mol�1 for activated carbon and graphite to 15 kJ�mol�1 for internal and
interstitial sites of single-walled nanotubes (SWNTs), very low for storing large
amounts of hydrogen at room temperature and relatively low pressures. Optimal
interaction energies should be over 100 kJ�mol�1.

Since the first studies [3], carbon nanotubes (CNTs), single-walled and multi-
walled carbon nanotubes (SWNTs and MWNT), have been investigated extensively
as potential hydrogen storage materials because of their low density, wide variety of
structural forms, extensive pore structure, good chemical stability, and the ability to
modify the structures using wide range of preparation, carbonization, and activation
condition. Many of the reported results are controversial, with H2 sorption that varies
from less than 0.1 wt.% to more than 10 wt.% depending on measurement method
and operating conditions. High values were obtained in cryogenic conditions
unsuitable for mobile applications; when ambient conditions are used, this value is
less than 1 wt.% [4].

To improve the hydrogen sorption properties of carbon materials, a chemical
activation has been proposed. Activated carbons (AC) produced using potassium
hydroxide [KOH] as an activating agent exhibit high surface areas, large pore
volumes, and uniform micropore-size distributions suitable for hydrogen sorption.
In particular, AC with a two-step procedure in which physical activation (with
carbon dioxide [CO2]) was followed by a chemical (KOH) activation step exhibited
a hydrogen adsorption capacity up to 7.08 wt.% at 469 K and 2 MPa H2 pressure
[5]. Changes in hydrogen uptakes of porous carbons were found with nitrogen
incorporation into carbon. Starting from hydrothermally carbonized chitosan and
successive activation with KOH, a hydrogen storage at 77 K of 1.75–2.71 wt.% and
4.23–6.77 wt.% at 1 bar and 20 bar was, respectively, obtained [6].

Among carbon materials for hydrogen storage, graphene recently was cited as a
promising adsorbent material due to its high surface area up to 2630 m2 g�1, but H2

uptake for bulk graphene-related materials evaluated at ambient temperature and
77 K does not exhibit superior hydrogen storage (generally less than 1 wt.% at room
temperature and 120 bar) compared to other nanostructured carbon materials like
activated carbons, CNTs, or nano-fiber. The use of transition metals to obtain
decorated graphene has been proposed, to increase the hydrogen storage capacity
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through a spillover mechanism at ambient conditions. Recent results report a highly
enhanced hydrogen storage capacity (3.19 wt.%) under a practical operating condi-
tion of 298 K at 100 bar for a bioinspired graphene foam based on polydopamine
(PD, -[C8H5NO2]p - [C8H7NO2]o - [C8H9NO2]n - [C8H11NO2]m-, where p, o, n, and
m represent the monomers) and decorated with Pt nanoparticles shown [7].

Another efficient approach for the fabrication of porous carbon materials is the
template carbonization method, which allows obtaining materials with controlled phys-

ical and chemical properties. Among them, zeolites, M x
n AlO2ð Þx SiO2ð Þy
hh i

�mH2O ,

where M is the ion balancing the charge of the aluminosilicate ion, are attractive due to
their versatility and three-dimensional pore channels. A large number of zeolites with a
variety of pore structures have been used, and it has been reported that zeolites can store
up to 4.5 wt.% of hydrogen at 35 K and 0.96MPa and 1.81 wt.% at 77 K and 1.5MPa.
Several modifications were carried out to improve the H2 capacity, such as a combined
liquid impregnation/chemical vapor deposition (CVD) process on a commercially
available zeolite as a hard template to produce a porous carbon with hydrogen uptake
capacities in the range of 3.4–6.3 wt.% (at 77 K and 20 bar).

Metal-organic frameworks (MOFs) could be considered an interesting candidate
for hydrogen storage due to their high crystallinity, purity, porosity, and tunable
structural characteristics. The MOF’s interconnections provide an ordered network
of channels or pores wherein molecular H2 can be reversibly captured and released.
An MOF is an interconnect structure which mainly consists of an organic linker and
a metal cluster with high surface area and is typically only available in the form of
loose powders, which can be problematic to incorporate into the relevant device
structures. In 2003, the initial H2 storage data were reported for isoreticular metal-
organic framework-1 (IRMOF-1, also known as MOF-5) (4.5 wt.% at 77 K and
1 atm), which were prepared from benzene-1,4-dicarboxylate (BDC) and Zn(II) salt.
The structure consists of Zn4 O nodes with BDC linkages between the nodes [8].

To increase the surface area, a multi-ligand strategy was used for porous Univer-
sity of Michigan Crystalline Material-2 (UMCM-2) MOF of the surface area of
5200 m2 g�1, consisting of Zn4 O metal clusters linked together by two linear
dicarboxylates and four trigonal planar ligands arranged in an octahedral geometry
with a hydrogen capacity of 6.9 wt. at 77 K and 4.6 MPa [9]. Other studies have
reported a mesoporous Technical University of Denmark-6 (DTU-6) MOF using a
secondary linker to stabilize a highly open framework structure, leading to an H2

uptake of 5.64 wt.% at 77 K and 5 MPa.
Chromium-based metal-organic framework (Cr-MOF) has been explored as

potential material, and to lower the production cost waste, polyethylene terephthalate
(PET) bottles were used as a source of terephthalic acid (BDC) linker for the
synthesis. The PET-derived Cr-MOF materials showed a 2.1 wt.% of H2 adsorption
at 77 K and 1 bar higher than commercial-derived in the same conditions (1.8 wt.%).

Improvements in H2 adsorption of Cr-based MOF were obtained from a hybrid
composite of zeolite template carbon (ZTC) and Cr-based Matérial Institut Lavoi-
sier-101 (MIL-101) MOF. The hydrogen uptake capacities of individual MIL-101
and zeolite template carbon (1.91 wt.% and 2.39 wt.%, respectively) were enhanced
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to 2.55 wt.% at 77 K and 1 bar [10]. However, the high gravimetric storage capacities
at cryogenic temperatures for MOF fall down at �1 wt % at 298 K and 100 bar.

Although microporous materials consist of inorganic materials, a class of organic
microporous polymers has attracted the interest of researchers for their “intrinsic
microporosity” (PIM). The PIM class of materials is amorphous organic micropo-
rous materials resulting from repeated experiments on phthalocyanine material in the
1990s. A network of PIMs shows higher surface areas and hydrogen uptake com-
pared to nonnetwork PIMs with an H2 capacity ranging from 1.83 wt.% to 1.92 wt.%
at 1 bar and 77 K and a greater uptake of 3.94 wt.% at higher pressure (10 bar)
[11]. Therefore, PIMs have shown hydrogen uptake results comparable to that of
inorganic and organic porous materials such as zeolites and MOFs and even carbon
materials with similar surface areas.

The metal-organic coordination polymers (M-CP) with the large internal surface
area are one of the promising materials; new M-CPs have been synthesized with
different conformations, improved surface area, and pore size. Dual-metal manga-
nese copper (MnCu) ferrocenyl [C10H9Fe] coordination polymer microspheres with
hollow structure have been synthesized, and an H2 uptake of 3.12 wt.% at 163 K was
reported.

15.3 Chemical Hydrides

The use of alternative fuels, especially in a liquid form, is one of the most attractive
storage approaches since liquid fuels are unmatched in terms of transportability and
energy density, and they can rely on existing infrastructure [12]. Chemical hydrides
are materials that contain hydrogen bonded chemically. They are able to store a large
amount of hydrogen, even if they are not rechargeable on board. In any case, due to a
higher binding energy (190–290 kJ � mol�1) than physisorbed hydrogen
(4–15 kJ � mol�1), these materials are preferred to another form of hydrogen
storage. The chemical hydrides can be classified into different categories such as
complex metal hydrides, nonmetal hydrides, and the most known metal hydrides.

15.3.1 Complex Metal Hydrides

The complex metal hydrides are materials that contain hydrogen atoms covalently
bound with a polyatomic anion. They are usually bound to lithium [Li], magnesium
[Mg], sodium [Na], calcium [Ca], or less commonly transition metals.

15.3.1.1 Amides and Imides
The amide/imide systems are considered very interesting for the onboard application
due to the possibility to store about 6.5 wt.% of H2 [13]. The most common materials
are based on Li. However, these systems have several drawbacks, such as slow
reaction kinetics, high hydrogen release temperature, and bad cycling stability. To
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enhance the hydrogen storage property of these systems, many authors have mixed
different additives to improve their properties; some of these have introduced
potassium fluoride [KF] to a mixture of lithium amide-lithium hydride [LiNH2 - LiH]
improving the cyclic performance of about four times; others have reduced the onset
temperature for the dehydrogenation from 403 to 353 K, by introducing magnesium
borohydride [Mg(BH4)2] in 2LiNH2/magnesium hydride [MgH2]. Zhang et al. [14]
investigated the effect of doping iron(III) chloride [FeCl3] in LiNH2 - 2LiH. They
found a shift to low temperature and a reduction of dehydrogenation energy due to
the formation of a new solid cubic phase of lithium imide chloride. One of the
problems of these materials is the ammonia [NH3] generation during the decompo-
sition, which is a poison for fuel cells; a different approach was investigated to solve
this drawback. One of these was that the introduction of Li3AlH6 in 2LiNH2 -MgH2

suppresses the NH3 release and in addition improves the dehydrogenation kinetics at
low temperature. Baricco et al. [15] studied a mixed lithium amide/magnesium
hydride compound to realize a storage hydrogen system to be integrated with a
high-temperature proton exchange membrane (HT-PEM) fuel cell stack. The tank
was designed to feed the stack for 2 h. The integration was possible due to the
relatively low temperature for hydrogen release of this material.

15.3.1.2 Alanates [MeAlH4]
The alanates class of materials are based around aluminohydride in which the
hydrogen evolution takes place upon contact with water. They are good candidates
for hydrogen storage due to the high theoretical hydrogen storage capacity, about
10 wt.%, and mild pressure and temperature of work. The alanates desorb hydrogen
through chemical decomposition, by the formation of a hexahydro-aluminate as
intermediate. Unfortunately, they present a slow kinetics during hydrogen cycling,
so many efforts have been made to synthesize mixed alanates with good kinetics and
thermodynamic properties. The NaAlH4 has attracted much interest for high H2

storage capacity (up to 5 wt.%) and desirable operating pressure and temperature.
Zhang et al. [16] used zirconium dioxide on carbon [ZrO2/C] as a catalyst for the
dehydrogenation and hydrogenation of NaAlH4 and found a significant reduction in
the operating temperature and improvement in the kinetics. Also, the introduction of
niobium pentoxide [Nb2O5] and titanium(III) chloride [TiCl3] in the sodium alanate
produces a beneficial effect in terms of kinetics due to a modification of the
crystallographic structure of the alanates. Similarly, Zou et al. [17] demonstrated
that the titanium(IV) oxide [TiO2] strongly affects the catalytic activity for the
dehydrogenation of NaAlH4 obtaining a dehydrogenation capacity of about 4 wt.
% stable for more than ten cycles. The dehydrogenation capacity of NaAlH4 was
improved by the addition of only 3 mol % of nickel ferrite [NiFe2O4] permitting to
reach a good cycle stability at 423 K. In addition to the NaAlH4, other metal
aluminohydrides (where Me represents metal cations around the tetrahedral [AlH4]
anions), such as potassium, KAlH4; lithium, LiAlH4; yttrium, Y(AlH4)3; and mag-
nesium, Mg(AlH4)2, alanates, were studied [18].
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15.3.1.3 Borohydrides [Me(BH4)n]
The borohydrides are promising materials for H2 storage due to very high potential
hydrogen contents up to 18 wt.%. Unfortunately, they are limited by the higher
temperature of dehydrogenation. To overcome this problem, a possible way is to
destabilize the materials by incorporating additives in the structure or by confining it
into nanoporous structures. In the first case, different compounds such as lithium
borate [Li3BO3] [19], niobium(V) fluoride [NbF5], or scandium [Sc] were used to
improve the sluggish kinetics or favor the reversibility of the re-hydrogenation
process. Regarding the effect of the nano-confinement, many papers report the
results on the entrapping of the borohydrides into aerogel carbon, in carbon nano-
cages, or in graphitic nanosheets. Many papers demonstrate the real applicability of
borohydrides as hydrogen storage system to feed a PEMFC. Li et al. [20] developed
an on-demand hydrogen generation based on NaBH4 able to continuously supply H2

for a 3kW PEMFC.

15.3.2 Nonmetal Hydrides

The nonmetal hydrides are less common than metal hydrides and complex metal
hydrides. However, since one of the metal hydrides’ drawbacks is the high weight,
the nonmetal hydrides have increased their popularity in the last period. They usually
contain boron [B], carbon [C], nitrogen [N], and oxygen [O] that are very reactive
and can interact with H2.

15.3.2.1 Nitrogen Hydrides [NxHy]
Among nitro-hydrides, the most promising materials are ammonia and hydrazine
[N2H4]. In particular, the ammonia presents two advantages: the high H2 contents
17 wt.%, and the well-known production technology. The disadvantage of NH3

is related to the high temperature required to release H2. For this reason catalysts
able to help the ammonia decomposition have been studied. The most common
catalysts are ruthenium [Ru] supported on oxides such as alumina [Al2O3], nickel
[Ni], or copper [Cu]. The hydrazine, containing 12 wt.% of H2, reacts explo-
sively with oxidizing agents but diluted in water or in inert gas is stable, and its
reaction of decomposition is controllable by catalysts. The most common cata-
lysts are Ni, palladium [Pd], and platinum [Pt] supported on graphene nanosheets
[21], graphene oxide [Cx : O, where x = 2.1 � 2.9], and graphene doped with
boron.

15.3.2.2 Boron and Nitrogen Hydrides
The most common amine-boranes (ammonia borane [NH3BH3], hydrazine borane
[N2H4BH3]) present very high hydrogen content, but their use is limited by slow
kinetics and thermodynamic to release H2. The H2 release can occur by decompo-
sition, with exothermic steps that require high temperature, or by a hydrolytic
process that requires efficient catalysts to improve the sluggish kinetic. The ammonia
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borane has a hydrogen capacity of about 19 wt.%; to improve the kinetics reaction,
different supported catalysts are studied [22]. Similarly, the confinement of NH3BH3

in aerogel or mesoporous silica produces a beneficial effect due to the reduction of
decomposition temperature [23]. Hydrazine borane has a gravimetric hydrogen
storage capacity of 15 wt.%. It can release H2 by hydrolysis using different catalysts
[24] or by thermolysis. In the last case to facilitate the decomposition reaction,
N2H4BH3 is mixed with alkali metal hydrides such as LiH, NaH, and KH [25] or
destabilized by using graphene nano-fibers.

15.3.3 Metal Hydrides [MeHx]

The hydrogen absorption mechanism on metal hydrides occurs under certain tem-
perature and pressure conditions due to strong interactions between the metal surface
and the hydrogen molecule dissociation.

The kinetics of this process is much slower in comparison to the adsorption of
molecular hydrogen in porous materials, but atomic hydrogen in metal hydrides
binds via chemical bonds with an around ten times stronger enthalpy of formation.
This fact implies that higher temperatures are required in order to break the bonds
and remove absorbed hydrogen from the structure.

The chemical reaction of hydrogen and metal powder to form a metal hydride is
given by the overall equation (15.1) where Me denotes any kind of metal or alloy
able to absorb hydrogen (H2), MeH the corresponding metal hydride, and ΔH the
enthalpy of the reaction:

Meþ xH2 þ ΔH $ MeHx ΔH < 0ð Þ (15:1)

It is a reversible process, and, according to the principle of Le Chatelier-Braun, a
pressure increase shifts the equilibrium to the right (hydrogen is absorbed), whereas
a temperature increase shifts it to the left [26]. A release of hydrogen (desorption)
from the metal hydride is therefore possible by either reducing the hydrogen pressure
(P) or increasing the temperature (T). As the hydrogen absorption is generally
exothermic, the endothermic desorption tends to cool the metal powder.

The stability in desorption phase (dissociation P) of the metal hydride is one
important issue for its applicability. Technically, pressure and temperature conditions
of the metal-hydrogen reaction depend on the desired application and can be
typically assumed as P � 1 � 100 bar and T � 240 � 750 K. Pure, low electroneg-
ative metals (so-called A-metals, e.g., Li, Na, K, cesium [Cs], Mg, Ca, lanthanum
[La], Ti, or Zr) form stable hydrides with high dissociation T and/or low equilibrium
P. Therefore only a few, e.g., Mg (at a desorption pressure of 1 bar temperature of
573 K), seem interesting for technical applications. More electronegative metals
(so-called B-metals, e.g., Cu, Ni, Co, Fe, Mn, Cr, or molybdenum [Mo]) form
unstable hydrides at relevant T and P. Van Vucht et al. [27] evaluated the possibility
of alloying A- and B-metals to produce intermetallic compounds with practicable
metal hydride phase stability.
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The absorption and desorption characteristics of the metal hydride can be varied
by partial substitution of alloy elements. Therefore, an adaptation of the metal
hydride to the respective application is possible. A smaller particle size is advanta-
geous because the surface area is increased and the diffusion distance for dissolved
hydrogen in the metal hydride bulk is decreased.

As the density of the metal hydride is smaller than the density of the respective
metal, a hydrogenation stresses the lattice and therefore collapses the brittle metal
hydride bulk. For this reason, activation process during the first several absorptions
(ab-) and desorption (de-) cycles have been carried out to reduce the particle size in
the order of 1–20 μm [28, 29] depending on the metal hydride.

A commonly used method to characterize metal hydrides is the pressure-
concentration isotherm (PCI) measurement. The hydrogen uptake is generally
given as a storage capacity of the metal hydride, which is the ratio between the
absorbed hydrogen mass and the metal mass (%).

The absorption pressure is always higher than desorption pressure because,
during the formation of the hydride phase, the lattice is expanded up to 30%. The
induced stresses and deformations lead to a consumption of free enthalpy and
contribute to the pressure hysteresis [27]. The hysteresis is an important character-
istic that determines the applicability of the alloy. Especially in sorption systems, a
small as possible hysteresis is necessary to increase the efficiency of the system.

High reaction enthalpy, combined with high density and low thermal conduc-
tivity of metal hydride powders, complicates experimental investigations of metal-
hydrogen systems under isothermal conditions. The hydrogen uptake of a metal
hydride can be determined either on gravimetric or on volumetric measurements.
The gravimetric method requires a high precision balance to observe the absorp-
tion and desorption, whereas the volumetric method is based on the mass conser-
vation in a closed system with known volume. If the system is fully sealed,
the hydrogen uptake is proportional to the measured pressure loss in the system.
Both principles and their respective advantages are described and compared in
detail in [27].

Wang et al. [30] divided the hydriding process into three separated steps and
developed a single equation for:

1. Dissolution of hydrogen on the surface
2. Diffusion of hydrogen through the lattice
3. Phase transformation or nucleation and growth

Different A-/B-metal combinations were investigated, and the variety of the
obtained intermetallic compounds can be summarized as follows [31]: A2B(Zr2Cu,
Ti2Pd, Mg2Ni), AB (LaNi, MgNi, TiFe, ZrCo), A2B (TiMn2, CaNi2, gadolinium
cobalt [GdCo2], ZrMn2, ZrCr2,TiCr2), and AB5 (LaNi5, YCo5, europium nickel
[EuNi5], CaNi5, LaCo5). The most significant results were obtained for Mg2Ni
with a 10 wt.% H2 uptake at 423–573 K at 25 bar and for LaNi5 with 1.4 wt.% H2

uptake at 298 K at 2 bar [32].

452 R. Pedicini et al.



The formation of metal alloys before the hydride development is another
approach. In this contest, Tuissi et al. [33] have proposed a new hydrogen storage
Cr/Ti alloy. Pure metals Ti and Cr were melted by means of a vacuum arc furnace
obtaining an atomic Cr/Ti ratio of 1.78:1.

The obtained Cr/Ti metal alloy, tested by using a Sievert apparatus type, has
undergone a treatment before the test for activation, by repeatedly cycling P at
different T. The kinetic of absorption reaction is influenced by the temperature
with any H2 sorption value at 298 K at 2 bar and 0.04 wt.% at 473 K in same P
condition.

An interesting H2 sorption trend (0.4 wt.%) is revealed at 5 bar, in which the
kinetic reaction is faster than the other two pressures (Fig. 15.1). The reversibility of
the process at the same temperature condition is verified, as reported in Fig. 15.1, and
the total H2 desorption is reached after about 20 min.

This hydrogen storage capacity is comparable to that of transition metals and/or
rare earth alloy powders, commonly used for hydrogen storage applications at a
temperature below 423 K, even if in this case the H2 sorption measure was carried
out at 473 K.

The interaction between alloy and hydrogen was confirmed by X-ray diffraction
(XRD) spectroscopy. The XRD patterns of the material before and after H2 absorp-
tion show diffraction signals shifted toward lower 2θ values, according to larger
lattice parameters extracted from Rietveld refinements. On the basis of tabulated
values for TiCr2-based hydrates, the crystallographic cell dimensions should corre-
spond to a rough composition TiCr2H0.4 [34].

Fig. 15.1 Hydrogen sorption and desorption tests at 473 K
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15.4 Innovative Materials

15.4.1 Hybrid Materials

The reversibility of charge/discharge cycles in drastic conditions is a critical and
fundamental aspect. The materials used for storage are subjected to strong mechan-
ical stress that causes the collapse of structures.

For this reason, the attention is been addressed on polymeric composite materials
even if only a few papers have been published about the use of synthetic polymers in
this specific application. Moreover, the mechanical properties of the polymers damp
down the mechanical stress that the embedded hydrogen storage material (e.g., a
metal hydride) can undergo during sorption cycles, though there is still the open
question whether the hosting polymer plays a role in modifying the hydrogen storage
capacity of compounds like metal hydride. A possible explanation could be the
interactions between hydrogen and the polymer chains and/or metal hydrides
supported on these polymers. These interactions are generally a combination of
covalent, ionic, metallic, H-bonds, and van der Waals [35]. Other important aspects
that make polymer-based systems attractive for hydrogen storage are the low density
and costs of the materials and the relative ease of synthesis, functionalization, and
loading of the polymer matrix.

Some transition metal oxides, such as TiO2 and manganese(IV) oxide [MnO2],
have been tested as dopants to improve the hydrogen sorption properties of light
metals [36] and complex [37] hydrides and could possibly play a positive role for the
interaction of the hydrogen also with the polymer matrix. Following these results, an
alternative approach was taken by Pedicini et al. [38] to obtain a hybrid material
based on a functionalized polymer containing a nanometric metal oxide.

A commercial polyether-ether-ketone (PEEK, [(C19H12O3)m-]) was selected as a
matrix for its chemical-physical characteristics. A manganese oxide was linked onto
a highly chlorosulfonated (100%[SO2(OH)Cl]) PEEK to generate the sulfonated
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a metal compound able to promote the hydrogen storage. The chlorosulfonation of
PEEK increases its surface area from 9.72 to 19.16 m2 g�1 due to the introduction of
chlorosulfonic groups, and the anchoring of the metal oxide does not change the
surface area.

The manganese oxide was chosen as a hydrogen storage material for both its
crystalline structure and its easy production method based on an in situ reaction.

Acting on precursor concentration potassium permanganate [KMnO4], reaction
time and temperature of several powders with the amount of Mn oxide ranging from
7 to 78 wt.% were obtained as shown in Table 15.1.

The variation of Mn oxide content, determined by different synthesis parameters
conditions, is evidenced by the change in color and appearance of the powders
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observed with an optical microscope. In Fig. 15.2, the photos relative to SPMnO1,
SPMnO2, and SPMnO6 samples are shown.

The SPMnO1 sample (Fig. 15.2a), with the lowest percentage of manganese
oxide (7 wt.%), shows spongy appearance and dirty white color very similar to the
polymeric precursor as reported in [38]. Increasing the metal oxide content, the
material tends to become darker and less spongy. When the amount is very high
(78 wt.%, Fig. 15.2c), the predominance of the oxide is evident and the material
becomes hard with the typical black color of Mn oxides.

Table 15.1 SPMnO powder characteristics

Sample [KMnO4], mmoles T, K Time, h Mn oxide, wt.%

SPMnO1 2 323 1 7

SPMnO2 3.2 323 1 13

SPMnO3 4 323 1 15

SPMnO4 4 323 3 20

SPMnO5 20 323 1 38

SPMnO6 20 323 3 78

Fig. 15.2 SPMnO1 (a), SPMnO2 (b), and SPMnO6 (c) (Photos; reproduced with permission of
Elsevier)
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The influence of the oxide amount on the structural properties of the prepared
samples is evidenced by XRD profiles of all samples, as shown in Fig. 15.3. The
peak centered at about 20� 2θ is due to the amorphous structure of the
chlorosulfonated PEEK; this profile is maintained in all the developed samples and
decreases by increasing the manganese oxide content and almost disappears in the
SPMnO6 sample. All the samples present three characteristic peaks (12�, 37�, and
66� 2θ) of the layered manganese oxide of birnessite type. The crystal planes
related to the birnessite structure, by following JCPDS data n� 05-673, have angles
12� 2θ{100}, 37� 2θ{003}Z, and 66� 2θ{005}Z.

Another peak at about 25� 2θ, particularly for the SPMnO5 and SPMnO6, is
clearly visible and further confirms the structure of the oxide [39]. Furthermore, the
oxide crystalline profile is not well defined as in pure oxide due to the presence of
polymeric matrix.

To verify the possible H2 sorption capability, three synthesized powders
SPMnO3, SPMnO4, and SPMnO6 have been characterized by using a Sievert’s
type gas sorption analyzer. The tests have been performed at 323 K and 383 K. For
each test a sequence of different steps of hydrogen pressure was used to charge the
samples: in particular, in all tests, 10, 20, 40, and 60 bar of hydrogen pressure has
been charged subsequently. Figure 15.4 shows the hydrogenation curves obtained
for the three samples at 383 K. The maximum hydrogen uptake increases the
manganese oxide content inside the sample.

Interestingly, for sample SPMnO3 (15 wt.%), the hydrogen saturation (0.10 wt.%)
is reached with a hydrogen pressure (i.e., 40 bar) lower than that required for sample
SPMnO4 (20 wt.%) for which H2 sorption starts not before 60 bar with higher value of
around 0.18 wt.%.
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Fig. 15.3 SPMnO XRD comparison (Reproduced with permission of Elsevier)
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A remarkable result was obtained for sample SPMnO6; the sample showed a high
hydrogen capacity, compared to the other samples, already at 10 bar (0.5 wt.%).
Once the system was approaching the saturation at 10 bar, a successive step was
directly performed at 60 bar. Surprisingly, the sample was able to reach H2 saturation
more than after 1 wt.% after 1000 min, which is, up to now, a value never reached for
polymer-based systems at no cryogenic conditions.

Encouraged by these promising results, the measurement temperature of this last
sample was lowered at 323 K. The behavior is shown in Fig. 15.5a. The H2 sorption
does not reach the saturation in any P step, and the kinetic reaction is very slow. In
any case, at 20 bar, the H2 sorption is more than 1 wt.%, which is the highest value
obtained at 383 K, while at 40 bar, the maximum H2 sorption value was more than
3 wt.%. The reversibility of the H2 sorption/desorption cycles was performed, at
323 K, with the aim of evaluating the stability of the material after sorption tests.

The limited number of sorption/desorption cycles was caused by technical rea-
sons; anyway, reversible cycles were reached, and the previous H2 sorption value at
20 bar was confirmed (in same time range). In addition, the short time of desorption
process (5 min) was sufficient to evacuate H2 completely since subsequent H2

sorption steps are reproduced.
A further confirmation of the stability of the developed material after the volu-

metric test was obtained by XRD analysis, in which the profiles before and after test
did not show substantial differences maintaining unaltered the crystallographic
structure.

A modeling study by ab initio density functional theory (DFT) was carried out on
this kind of material. A supercell, containing 2 � 2 � 3 unit cells of MnO2 and
having 24 Mn and 48 O, was used. The hydrogen atoms were gradually placed in
different locations inside the voids. For each number of H atoms, several
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configurations were calculated (with H atoms in different locations) in order to find
the one with the lowest energy. Figure 15.6 shows the lowest energy configurations
with 6, 12, and 24 H atoms (b, c, and d, respectively).

The desorption energy was calculated with Eq. 15.2:

ΔE ¼ 2 E Mn24O48ð Þ þ n=2E H2ð Þ � E Mn24O48Hnð Þð Þ=n (15:2)

The ΔE starts from the high value of about 365 kJ/mol for n = 2 and constantly
drops to about 150 kJ mol�1 for n= 36. This starting value is higher than some metal
hydrides, for instance, MgH about 100 kJ mol�1 or BeH about 240 kJ mol�1 [40].

Starting from the experimental H2 sorption value (it was considered 1.7 wt.%
instead of 3 wt.% really obtained), it was calculated the number of the respective H
atoms corresponds to 36, with desorption energy value of 150 kJ mol�1.
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To verify the influence of Mn oxide amount on H2 storage capacity, other samples
were developed using more drastic preparative conditions to obtain loading over
78 wt.%. The maximum reachable value was 85 wt.%, but the corresponding H2

sorption value was about 1 wt.% almost constant for any loading. These results are
reported in Table 15.2.

Moreover, the samples obtained in such drastic operative conditions did not show
any H2 reversibility capacity. This behavior was confirmed by XRD postmortem
analyses where a structural change was detected. A crystalline structure of the test
corresponding to Mn2O3 was detected, meaning that the H2 reacted with the oxide
reducing Mn+4 to Mn+3.

The encouraging results in terms of hydrogen absorption reached on sample
SPMnO6 have promoted this material for application in a prototype tank; in fact,
its lightweight and easy to handle render this material promising for real application.

An integrated small-scale system consisting of a hydrogen tank, having a capacity
of 5–8 normal liters (NL) of hydrogen and a 25 cm2 single polymer electrolyte fuel
cell (PEFC), has been realized and tested to assess the performance of the innovative
hydrogen storage material [41]. A precautionary H2 sorption value of 1.1 wt.%
(T = 383 K and P = 60 bar) was considered. Starting from these features, 20 g of
material is necessary to feed a 25 cm2 single cell, and the following parameters
(Table 15.3) were considered to size the tank:

Fig. 15.6 The xy cross
section of the lowest energy
configurations for
Mn24O48Hn with n = 0, 6, 12,
and 24 H atoms (a, b, c, and d,
respectively). Mn, O, and H
atoms are shown as blue, red,
and white spheres,
respectively (Reproduced
with permission of Elsevier)

Table 15.2 SPMnO powder characteristics and H2 storage values at 383 K/60 bar

Sample [KMnO4], mmoles T, K Time, h Mn oxide, wt.% H2 sorption, wt.%

SPMnOC 30 353 1 83 0.62

SPMnOD 30 323 3 81 0.95

SPMnOE 12 368 1 78 0.97

SPMnOF 14.2 368 3 85 1.16
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The lifetime of the test was calculated from the molar consumption of reagents
(Faraday’s law) of the cell at the fixed current, while the potential was chosen to
compare the data with other tests performed in a fuel test station. From this data sheet,
the cylinder has an H2 molar volume of 2.24 NL, able to feed a 25 cm2 single cell with
a 400 mW cm�2 power density at 0.6 V, corresponding a total power of 10 W.

The prototype tank before and after the loading of the material is shown in Fig. 15.7.
Two types of test were performed to measure the performance of the small

tank. The first test includes the measurement of the quantity of gas released by the
tank. The tests were performed at two constant flow rates, 100 mL min�1 and
200 mL min�1. After each test, the hydrogen tank was recharged at 60 bar (g) and
383 K and different recharge time. The recharge time is recorded to understand the
most convenient value relative to desorption performance. A total of six tests have
been performed and their results summarized in Table 15.4. The net discharge
time was considered taking into account the dead volume related to piping and
connections.

Test results show a pretty constant performance in terms of gas output. The
average duration of the gas flow is approximately 15 min at a flow rate of 200 mL
min�1 (tests n. 4–6) and 23 min at 100 mL min�1 (tests n. 1–3).

The discharge time versus charge time is then plotted to highlight their correlation
(i.e., the tendency to a plateau which shows the end of the absorption process) and
any possible anomaly (i.e., significant gas leakage) (Fig. 15.8). As shown in
Fig. 15.8, an increase of charge time did neither lead to a proportional increase nor
a constant value of discharge time; the adsorption process requires a longer time than
the desorption process.

Table 15.3 Theoretical
electrochemical parameters
with 20 g of sample;
reproduced from [42] with
permission of Elsevier

Parameter Amount Units

H2 stoichiometry 1 –

Composite material amount 20 g

Absorption ratio 1 % mass

Absorbed H2 0.20 g

PM H2 2 g mol�1

Absorbed H2 moles 0.10 mol

Constant molar volume 22.41 NL mol�1

Absorbed H2 volume 2.24 NL

H2 volume at 50 bar 0.04 L

Single-cell active area 25 cm2

Specific power 400 mW cm�2

Single-cell power 10 W

Cell potential 0.60 V

Cell current 16.67 A

H2 consumed 8.636E-05 mol s�1

Lifetime 1158 s

Lifetime 19.30 min
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Successively, the prototype tank was connected to a 25 cm2 (active area) single
cell operating in dead-end mode, so that the hydrogen desorption and the consump-
tion rate can be theoretically estimated by using Faraday’s law and measuring the
current of the fuel cell. The single cell was previously tested at 353 K and 100% RH
by supplying air and H2 from the laboratory pipeline, to obtain the performance
baseline. Figure 15.9a shows a comparison between the baseline fuel cell perfor-
mance (blue line) and the electrochemical test, performed with the actual system
(green line). The two curves were obtained under the same operative conditions at
353 K 1.5 bar and 0.6 V fixed potential, but dry hydrogen was used to feed anode
side in the prototype configuration. Unstable behavior was recorded under
potentiostatic condition because, in this case, the mass flow controller must manage
the flow according to any current fluctuation, leading to flow instability.

The same comparison was carried out at fixed current as shown in Fig. 15.9b. The
different performance of the PEFC single cell (blue line vs. green line) is related to
the different operative conditions when the cell is fed with the hydrogen from the
pipeline (3 bar, 353 K, fully humidified hydrogen, 2.5 stoichiometric at 15 A) or

Fig. 15.7 Prototype tank (Reproduced from [42] with permission of Elsevier)

Table 15.4 Experimental
data for charge/discharge
of prototype tank

Test Charge, min Net discharge time, min Flow, mL min�1

1 30 9 100

2 120 19 100

3 420 21 100

4 60 7 200

5 120 11 200

6 220 8 200

15 Solid-State Materials for Hydrogen Storage 461



from the tank (353 K, 1.5 bar, dry H2, stoichiometric value at 10 A). In the
galvanostatic test, a more stable behavior was recorded because the gas consumption
rate is constant; hence the mass flow controller follows the set point.

The test lasted 10 min instead of the foreseen discharge time of 20 min due to the
hydrogen leakage that reduced the tank autonomy.

As shown in Fig. 15.9b, the fuel cell performances of the prototype system are
comparable to that laboratory system when appropriate test conditions were used.
Therefore, the innovative material could be used for practical applications with
further improvement in terms of material storage capacity and system design.

15.4.2 Natural Material

Due to the large variety of elements present in natural volcanic powders [42], this
material was taken into consideration for a possible application in hydrogen storage.
Two different volcanic samples were analyzed for this study. The first sample
(sample red) is coming from an 1892 Etna Vulcan eruption showing oxidized metals,
due to a long exposition to the atmospheric agents. The second sample (sample gray)
is a lava rock, sampled during a 2006 summit eruption, and was not contaminated by
the atmospheric agents. Both of these samples show phenocryst assemblage, which
is common to most Etnean volcanics. From X-ray fluorescence spectrometer ana-
lyses, the following composition was revealed: <1% for silicon(IV) oxide [SiO2],
TiO2, Al2O3, MnO, total Fe in Fe2O3

(tot), MgO, CaO, and K2O; <5% sodium oxide
[Na2O] and phosphorus(V) oxide [P2O5]; and between 5% and 10% for all trace
elements. From volumetric analyses, sample red has shown a hydrogen storage
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Fig. 15.8 Discharge versus charge time at 100 mL min�1; (Reproduced from [42] with permis-
sion of Elsevier)
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capability of about 2.5 wt.% at 303 K and 40 bar, while sample gray has supplied a
higher capability reaching a value of about 4 wt.% in the same operative conditions
(Fig. 15.10).

This value was obtained after 280 h; on the contrary, the first sample, at the same
time, stores about one-half of H2, meaning that the hydrogen sorption kinetic of
sample gray is faster than sample red. This wide difference could be attributable to
different factors such as high purity of sample gray, not polluted by the atmospheric
agents and smaller and homogeneously dispersed particles. From a structural

Fig. 15.9 Comparison of fuel cell performance at fixed potential (a) and current (b) by using
standard and prototype H2 feeding (Reproduced from [42] with permission of Elsevier)
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postmortem characterization by XRD was verified that the hydrogen sorption tests
do not produce any modification in the structure of the materials. In conclusion, good
and promising results were obtained using natural samples based on volcanic rocks
in very mild conditions.

15.5 Conclusions

The need to use hydrogen as a carrier for energy has pushed the research toward the
study of hydrogen storage with the aim to find available solid-state materials that
have suitable requisites for the use in mobile applications. Several classes of
materials have been investigated based on H2 physisorption (carbonaceous, high
surface area (HSA) materials) and chemisorption (complex metal hydride, metal
hydrides). Generally, all these materials present high H2 sorption capacity in cryo-
genic conditions not fully satisfactory for real application. For this reason, the
interest toward innovative materials is increased. Recently, a hybrid material based
on a functionalized polymer (PEEK) containing different percentages of nanometric
Mn oxides was investigated. The XRD patterns highlighted that the developed
manganese oxide presents the fundamental peaks of MnO2 corresponding to lamel-
lar birnessite structure. A low amount of Mn oxide (15 wt.%) and H2 sorption of
1.2 wt.% was obtained in cryogenic conditions (77 K at 1 bar). Very promising
results were reached in mild conditions when a load of 80 wt.% Mn oxides were
used. From Sievert apparatus, H2 sorption values of 3 wt.% at 323 K at 40 bar and
1.1 wt.% at 383 K and 60 bar were obtained.

Furthermore, by short H2 sorption/desorption cycles, a total reversibility was
demonstrated. These results made possible the application of this material in a
prototype tank integrated to a polymer electrolyte single cell. The results were
comparable to those obtained in a laboratory system. Through a modeling study,
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ab initio density functional theory, a desorption energy value comparable to metal
hydrides was found, supporting the results obtained in this study.

Among innovative materials, natural volcanic powders coming from Etna Vulcan
eruptions were investigated. These materials, containing a large variety of elements,
could promote the H2 sorption. From preliminary H2 sorption tests, an H2 uptake of
about 4 wt.% at 303 K and 40 bar was recorded on a summit lava rock coming from
the 2006 eruption. Despite the significant advances in solid-state material for H2

storage and many encouraging results, extensive research in this field is in constant
evolution.
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Abstract
The even distribution of mechanical stress along the fuel cell is an important
metric to observe in order to preserve the integrity of the system’s components.
The diversity of the fuel cell’s comprising materials and dimensions, ranging
from thin polymers, porous electrocatalyst and gas diffusion layers, graphite
blocks, gaskets, and seals to metallic foils and plates, produces different load
transmission patterns. These variations in load when combined with their partic-
ular mechanical properties may promote localized stresses deriving in accelerated
degradation or, even worse, in early unsafe failure.

In transport applications, main fuel cell mechanical stressors, such as the fuel
cell assembly torque, operational parameters, and vibration, can induce harsh
conditions altering the lifetime of the system. The ionomeric membrane and
bipolar plates are critical components in the fuel cell that may fail through
mechanical means; therefore, understanding their limitations to withstand
mechanical stress is important in redesigning these components to prevent
unintended damage and failure.

In this chapter, we give a personal perspective account of the mechanical
properties of the fuel cell’s most sensitive components, i.e., the proton exchange
membrane (PEM) and the bipolar plate (BP) are examined in the scope of their
current material limitations; alternative material’s substitution is discussed for
improving the endurance of the integrated fuel cell device. This chapter is
designed to give the fuel cell practitioner real hands-on experience on the actual
engineering aspects of FC bench testing and associated testing specifications
including US Department of Energy guidelines and targets.

16.1 Introduction

Fuel cell technology has rapidly developed in the last few years intended for many
applications ranging from stationary to mobile, where the latter is the more devel-
oped application toward fuel cell electric vehicles as the main market target. In
particular, the proton exchange membrane (PEM) low-temperature fuel cells (FCs)
have developed, as they are very convenient for start-up and operation at low
ambient temperatures. This particular type of fuel cell uses a very thin solid polymer
electrolyte, able to exchange protons (proton exchange membrane) during the fuel
cell operation, with the possibility of a highly increased power density required for
the transport industry. It is precisely in the transportation application market where
the fuel cell is likely to experience mechanical conditions, which may result in
component failure, conditions that go from vibrations associated with the movement
of the vehicle and the friction with the ground to collisions when accidents may
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occur while driving on the roads. Although some fuel cell vehicles like the Toyota
Mirai possess a body with high rigidity (i.e., torsional rigidity of 40–60%; higher
than another automobile model, manufactured by the Toyota car company [40]), the
fuel cell power plant should withstand potential exposure to vibration and shock
impact to a certain extent, without compromising FC performance. That means that
the integrity of a fuel cell stack should fulfill operation requirements and robustness
for the intended application.

Figure 16.1 shows two driving cycles for (a) public transport and (b) light
personal vehicle [1]. As is shown in the figure, the public transport profile requires
a steady speed, which translated to the fuel cell requirement involving mostly a
steady-state operation: constant power for long periods. On the other hand, the light
vehicle profile shows a constant speed variation with frequent starts and stops. This
power demand represents a harsh operating condition in the fuel cell stack with
variations in the power, resulting in frequent cycles of temperature and water
production, known as hygrothermal cycles. Such cycles are one of the main causes
of degradation including mechanical, induced degrading conditions on some of the
most sensitive components in the fuel cell.

The design of the fuel cell should consider the power supply related to the energy
demand profile. The driving profile helps to define the power configuration, whether
the fuel cell will cover the whole demand or will do it partially, with support from an
auxiliary power source such as a battery. In the latter case, the current demand peaks
of 6 amperes (A), shown in Fig. 16.2, are delivered potentially by a combination of
fuel cell supported by the battery or the battery supplemented by the FC. Figure 16.2
shows the delivered current of the fuel cell along each drive cycle. In any case, the
profile of the light vehicle could cause accelerated fuel cell out-of-specification
mechanical conditions including fatigue.

Fig. 16.1 Driving cycles in transportation applications: public transport and light personal vehicle

16 Stress Distribution in PEM Fuel Cells: Traditional Materials and New Trends 471



16.2 Mechanical Stress on a PEM Fuel Cell Stack

A fuel cell stack is a series of components integrated and held together through a
mechanism in which some force, commonly an application of compression force, to
keep its elements to stay in place. By compressing the components together, the
applied force will distribute according to the component’s properties and in a manner
that corresponds to the particular geometrical and spatial design of the fuel cell.
There are certain challenges to this compression, which may contribute to compo-
nent failure. For example, the mechanical properties of these components may vary
up to two orders of magnitude [2] which represents a big challenge for parts
designers, as components should be compatible mechanically. Material compatibil-
ity is achieved at the design stage, where component designers consider materials
selection and their associated properties in the environment and conditions expected
during operation.

A fuel cell stack is the power plant of an application device based on that
technology, where all assembled components are integrated into a subsystem or
sub-device through mechanical compression. The compression procedure should
combine the different parts together to operate as specified during its design and
manufacture. As a single cell only gives a low voltage, which is insufficient for
practical applications, several cells are connected in series in the form of a stack to
generate the required power. The geometrical aspects of the fuel cell stack influence
the mechanical stability. For example, a long stack, although convenient for heat
dissipation of the exothermic reaction, is mechanically less stable. The Fig. 16.3
shows two identical fuel cell stacks, each with 98 single cells. Usually, the cell’s area
determines the total current in a series configuration to give the nominal power of the
device. This seems simple, but it requires several considerations in order to

Fig. 16.2 Current demand at each driving cycle
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guarantee that all processes needed to generate electricity and operate the generator
occur in a controlled manner, deliver the specified power, and maintain mechanical
stability within the range of the properties of the components.

The compression force used to maintain components together is also important
for two additional reasons. First, as conductive components are aligned together to
transmit electrical current, that is, they are electrically connected in series, the
effective electrical conduction will be a function of the force applied to bring them
in close contact. That is, the appropriate conduction along each connected cell can
only be achieved if they have a tight physical contact. Figure 16.4 shows the contact
resistance as a function of the applied torque in a fuel cell stack through a series of
bolts; on the left, there is a general behavior schematic and on the right an experi-
mental case. The figure on the right shows that different thicknesses of the same
gasket material, in this case, rubber used as a sealant, cause a decrease in the contact
resistance value along with the increase in torque. A second reason for the applica-
tion of a compression force is related to safety as many sealing systems are based on
compression acting as seal materials that need to be deformed in order to exert an
opposite direction force thanks to their elastic properties and isolate the fuel-
containing regions from the outside. Clearly, this is of paramount importance as
hydrogen is the usual fuel in a fuel cell stack and may be very reactive depending on
certain conditions, which may, in turn, generate safety concerns.

Fig. 16.3 Two fuel cell
stacks composed of 98 single
cells connected in series
fabricated at the INEEL
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To understand why stress distribution within a fuel cell stack is important and
why it should be known a priori before the technology performs during operation, it
is worth to remember how an FC is constituted. The two basic components in a fuel
cell stack are the bipolar plates (BP) and the membrane-electrodes assemblies
(MEA). From the manufacturing point of view, there is an advantageous tendency
of integrating into a single constituent several components so that the final integra-
tions of a device, such as a fuel cell plant, become a fast and simple process,
therefore favoring higher production volumes and lowering production costs. An
example of this approach is the fabrication of the MEA, which contains the electro-
lyte and the electrodes but which is often composed of additional components such
as the gas diffusion layers (GDL), a porous conductive material, and a reinforcing
frame or sub-gasket that provides better mechanical stability to the delicate electro-
lyte. In this way, an MEAmay become a constituent formed by seven or more layers.
This seven-layer MEA integrates one polymer (electrolyte), a conductive catalyst
layer composed of a support in the micrometer scale made of conductive carbon
materials for the catalyst (usually platinum (Pt) often alloyed with another metal),
and an additional electrolyte and binding made of a different polymer. All of these
components have different and distinctive characteristics, not only physically but
also chemically different, but need to be constructed within the MEA to function.
Within a fuel cell stack, several different processes take place, for example, the
electrochemical reactions at the anode and cathode (fuel oxidation and oxygen from
air reduction, respectively). These redox reactions are exothermic which generate
heat that is exchanged by the refrigeration system (which is either air or liquid
based). Inside the fuel cell stack, reactants are fed separately to anode and cathode,
but reaction products also need to be considered. The redox reaction at the cathode
produces water as a by-product that needs to be removed, to maintain the reactant
flow access. Removal is effected by movement of air flow at large volumes. This air
flow is often humidified to maintain optimum electrolyte conductivity unless the
design allows for self-humidification which provides a more compact and cheaper
fuel cell system.

The stack is provided with electrical connectors by which reactants are fed and
products are removed. For proper functioning the fuel stacks require conduits, pores,
or channels known as gas flow fields (GFF), to facilitate liquid or gas transport,
meaning the bipolar plate (BP) is not a continuous solid but have a geometric
configuration that may be very intricate or very simple depending on the technology.
Such configuration will, in turn, behave mechanically depending on such their
design and assembly. For example, the greater the number of “voids” (GFF), the
greater the porosity of the BP which should be constructed of materials with the
greater tensile strength to take account of the higher porosity of the assembled
subsystem. The BP will distribute the transmitted stress depending on its geometry,
i.e., volume and shape. From Ohm’s law it is evident that a larger transverse area
will provide with more conduction sites, so if a BP design is defined with more
channels or these channels are wide, their effective electrical conduction will be
poorer due to less contact area. Also from the mechanical point of view, the device
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will be subjected to higher stress derived from a smaller cross-sectional area
increasing the load on the BP. Figure 16.5 shows a very complex but effective
configuration used by the fuel cell in the Toyota Mirai [4]. Here, the cathode plates
have a 3D fine mesh design to maintain the humidity inside the cells but are still
capable of removing the excess water, while at the same time, the plates provide
access to reactant air.

Generally, such plates are used to reinforce structurally other components with
lower mechanical properties, for example, the polymeric membrane (PEM), the
porous gas diffusers (GDL), porous electrodes also called catalyst layer (CL), and
other sealing materials. As expected, such combination of materials imposes a great
challenge from the mechanical point of view when designing a mechanism of
integrating and holding all components in the right place. This integration process
should be packaged, after a thorough analysis of mechanical aspects prior to full
production. The analysis should take into account factors such as chemical and
mechanical material properties. These include but are not limited to the elastic
modulus, yield stress limit, elongation at break, flexural strength, yield strength,
and tensile strength, which allows the designer in determining how components will
behave under FC operating conditions. As the fuel cell suffer from thermal changes
during its functioning, other properties like their thermal expansion coefficients need
to be available. Such consideration if modeled will give designers feedback on likely
redesign areas and if correctly implemented will reduce the likelihood of material or
device failure under real operating conditions.

Fig. 16.5 Gas flow field in
Toyota’s fuel cell stack used in
the commercially available
FCV Mirai
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16.2.1 Dimensions: Effect of Temperature and Presence of Water

The components in a fuel cell are designed in dimensions that vary from a few
millimeters down to micrometers in thickness, so this should also be taken into
consideration as any dimension variation in one or more components may greatly
affect the mechanical condition of another on a smaller scale. Most low-temperature
PEM fuel cells operate in the range of 60–80 �C, which means that dimensional
changes of components might occur to a different extent, as they will have different
thermal expansion coefficients. This parameter describes the dimensional changes a
material will suffer because of a change in temperature, and it is expressed as the
ratio of the fractional change in size to the change in temperature; that is why its units
are in �K�1 or �C�1. Many of the components in a fuel cell may present anisotropic
structures either due to the way there are manufactured or on purpose because of
functional designs. These geometries should be considered as some materials may
suffer more from longitudinal change during temperature changes and not necessar-
ily an isotropic (volume) change. If a fuel cell stack is not properly designed, then
heat conduction may occur heterogeneously meaning that a gradient of temperatures
could exist along several or all of the stack components imposing heterogeneously
dimensional changes creating potentially unwanted mechanical conditions.

The presence of water inside a fuel cell is the product of the fuel and oxidant
global reaction [O2 þ 4eþ 4Hþ ! 2H2O at the cathode]. A good stack design will
provide a means of escape for the excess water in the form of liquid or vapor to avoid
the blockage of gases or reactants entering the power plant or even product accu-
mulation. In order to simplify system complexity, engineers design is aimed at
avoiding humidification subsystems and using the in situ water produced by the
operation of the stack. The presence of water causes an important component, the
membrane, to swell not only changing dimensions but also creating much localized
mechanical conditions causing other stress modes like shear stress or even tension
loads in this component and potentially in adjacent elements. The estimation of such
stresses and modes is very important, as they have to be considered as to avoid such
conditions and protect the integrity of one of the most delicate components, i.e., the
membrane that serves also as a separator of the two reactants.

16.2.2 Stress Modes in a Fuel Cell Stack

The usual method of keeping the fuel cell stack’s components together is by applying
a predesigned compression force. A compression force like any force has a direction,
and in a fuel cell, this is perpendicular to the cross-sectional area of the individual
cells and of the BP aligned in series. In a conventional fuel cell stack besides BPs and
MEAs, the stack also integrates two final plates (one at each end of the series
connection) which are pressed through a compression press and kept together by
some locking means or through compression bolts which torque is estimated to
apply a particular force on the fuel cell stack. The end plates are usually specified to
withstand higher loads as they provide the mechanism to distribute the applied force
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to the entire stack. During manufacturing of fuel cell stacks, developers usually
employ compression systems that ensure the correct alignment of components and
the correct application of the compressive load on the stack, while at the same time
allowing locking the stack in position once the pressure force has been applied. If
alignment is not correct, there is a risk of having regions with unwanted mechanical
stress, for example, overlapping components will make them interact, potentially
creating hotspots of high loads. This is because some components are not continuous
elements and may contain porous of different sizes. Also, their porosity, i.e., the ratio
of empty space (pores) to solid volume, plays an important role and should be
maintained under control. These components, catalyst layer (CL) gas diffusion layer
(GDL), gas diffusion electrodes (GDE), etc., react in a particular manner when
mechanical pressure is applied to them but most tend to maintain their volume
unless spatially restricted. If the latter happens, the porosity will be compromised.
When defining a compression value for a fuel cell stack, porous components should
not be extremely deformed as they usually provide paths for reactants and products.
This is the case of the GDL, which normally suffers a level of compression reaching
compression ratios of about 0.92; see Fig. 16.6 [5].

Usually, these porous elements may present a load component orthogonal to the
applied compressive load, because of their ability to deform in such planar mode.
This resultant force may affect adjacent elements with mechanical strength lower
than the resultant force. For this reason, many developers use reinforcing material
components such as frames or sub-gaskets for the PEM or for the entire MEA, which
may encounter additional shear stresses or even tension loads. The second mode for
mechanical loading present in PEM fuel cells is due to the swelling of the electrolyte
during FC operation. Here the Nafion membrane is saturated with water causing
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membrane swelling. It is important to note that the degree of swelling is depending
on the fabrication method; conventional Nafion membranes will swell either iso-
tropically or anisotropically, depending on the membrane and MEA design. This, in
turn, may generate loads in one, two, or three directions potentially with different
magnitudes, which ideally should be anticipated at the design stage.

16.2.3 Stress Distribution Measurements

In order to estimate how stress is distributed in a fuel cell stack, finite element
analysis (FEA) is normally used together with adequate models to account for the
applied forces. During such studies, component’s mechanical properties are required
and considered within the model as to evaluate their mechanical response and
potential deformation. In case that evaluated stress levels exceed strength values of
components that represent mechanical limits, the design of the component must be
modified in order to prevent failures. Several commercial software packages allow
the evaluation of mechanical distribution in different systems. The geometrical
design is considered as a starting point by the software and during the establishment
of the boundary conditions during the evaluation. Once a geometrical model is
defined, the FEA requires developing a grid system to solve relevant equations to
estimate stress levels in each predefined element. The commercial software packages
include different options of mechanical models to be used depending on the system
to be studied, but often a von Mises model will be adequate for the simulation and
evaluation of such mechanical conditions along the fuel cell stack. Also, principal
stresses are estimated for some fragile material components like graphite BP.

Figure 16.7 illustrates these cell’s components in a disassembled view and their
corresponding stress distribution. There is not a unique scale of stress values. Each
component shows how the force is transmitted between end plates. In this example,
the dielectric components used here to protect excessive porous component defor-
mation concentrate the load on the lateral edges, because end plate tends to flex in
that region due to the applied force, and so it transmits it to other elements. Current
collector plates, made with metallic materials, transmit the force in a uniform way
because of its rigidity and strength properties. Graphite BP presents a stress concen-
tration in areas where the force is transmitted by the effect of rigid dielectric sheets.
The same situation happens on the membrane. Gas diffusion electrodes receive force
according to the path of the bipolar plate’s flow channels (GFF).

16.2.4 Materials Trend in Fuel Cell Technology

The mechanical effects on fuel cells are of interest to designers, for example, the
material interaction between various subsystems and components has been exten-
sively reviewed elsewhere (see monographs by [6–10] and [11] related to these
topics and considerations in FC design). Such effects are very relevant aspects for the
competitiveness of the technology, including performance, safety, durability, and
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cost. It is important to mention that each fuel cell stack design should include a
mechanical analysis to determine stress distributions during operation of the fuel
cell; moreover thermal aspects and dynamic operation influence on material behav-
ior should be included in a thorough analysis in order to ensure integrity and
performance as specified. As seen from Fig. 16.5, new approaches in PEM fuel
cells include metallic components and new designs that require less conventional
structures like in the case of the Toyota fuel cell, where the GFF is provided through
a metal 3D mesh. Such changes are taken into consideration as the mechanical
response of a mesh structure is totally different compared with a solid continuous
material when a more conventional GFF is used.

16.3 Bipolar Plates

In the last 20 years, there have been changes in the basic design of fuel cell stacks
regarding materials used for their construction. Perhaps the one with more impact
from the mechanical point of view has been the substitution of graphite-based
bipolar plates by metallic alternatives. These changes have taken a long time as
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Fig. 16.7 Stress’s distribution on the fuel cell’s components
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the role BP should play within the stacks is very demanding mechanically, electri-
cally, and chemically, and therefore the solution required has been very challenging.
The BP should electrically connect single cells and provide means for feeding
reactants and get rid of the unwanted excess water. These two requirements mean
that BP should have great electrical conductivity and be unreactive to the gases used,
i.e., hydrogen and air, therefore oxygen, as well as to deionized water. They should
be resistant to corrosion and be manufactured by conventional technologies to
decrease costs. Metallic BPs have been seen for several years as the logical sub-
stitutes for graphite-based plates as they have good electrical properties, are mechan-
ically strong, and have a general low permeability to reactants at the low pressures
found in practice in an operating fuel cell, and their manufacturability is well known
and established. Unfortunately, BP is also exposed to conditions in which they
should perform well without affecting their other properties. An example of this is
the fact that they should be corrosion resistant and good electric conductors, but if
the first property fails, corrosion products such as oxides will no longer conduct as
their metallic precursor. The fuel cell stacks have liquid deionized water that enters
into contact with the BP and are often working under oxidant conditions due to the
high electrical potentials on the cathode side. That is why these conditions require
that the BP be corrosion resistant while at the same time maintaining good electrical
conductivity, two properties that are usually not compatible in most cost-effective
metals. Some low-cost solutions are possible and have recently been introduced in
the form of metallic BP in FC stacks. Some fuel cell developers have used metallic
plates that undergo a surface treatment to make them corrosion resistant and at the
same time good conductors; this has been the case of stainless steels often coated by
a protective yet conductive film. Although this has been introduced in some prod-
ucts, developers have discovered that some ions that result from minor oxidation
become unwanted contaminants. Although gold has been used as a protective
and conductive coating, titanium is often used as in the case of Toyota’s fuel cell
stack where a film layer of carbon coating, π-conjugated amorphous carbon (PAC) is
applied on the metal. This substitution should be taken into consideration from
the mechanical and from the general component properties’ point of view. Metallic
plates have better mechanical properties, but also their thermal properties are better
compared to their counterparts made of graphite. Although considered a heavier
material, metallic plates can be made thinner than their graphite counterparts,
as they have higher mechanical strength. One important property associated with
such mechanical advantage is the fact that metallic BP is a lot stiffer than graphite
plates, which are more fragile, a property that has forced developers to make thicker
graphite BP. The thinner metal BP allows the increase in energy and power density
of fuel cell stacks and systems making them more competitive in many applications.

Some characteristics of the BPs have been published as technical targets. The goal is
to keep the fuel cell operation in a safe way with an enhanced performance. Table 16.1
shows some technical targets published by the US Department of Energy [12].

It is important to highlight that bipolar plates add about 80% of the fuel cell weight
and 30% or 40% of the total cost [13], and it may consume up to the 90% of total
volume of the stack [14]. The use of alternative materials also alters these figures so
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any developer’s consideration as to improve mechanical properties and fulfill other BP
requirements should also maintain performance and costs industry targets.

16.3.1 Conventional Materials

16.3.1.1 Composite Graphite and Metallic
The graphite plates have been for many years the most widely used material in
PEMFC. These materials have been considered because they provide good chemical
resistance and good thermal and electrical conductivity [15] and their manufacture
process is well known. However, graphite plates present some undesirables features
such as their brittleness and poor mechanical strength and traditionally a high
manufacturing cost. BP volume is usually an issue because the regular thickness
of the graphite plates, used in PEMFC stacks, is between 2.5 and 4 mm, as shown in
Fig. 16.8a. It means that a stack of 100 membrane electrode assemblies could be at
least 25 cm or 40 cm high. The metallic plates, to some extent, can be considered as
next-generation components and therefore conventional materials. More than a
decade ago [16], these materials were considered as the best alternatives for increas-
ing the power density and reducing the manufacturing cost in PEMFC. However, as
mentioned before metals are more susceptible to corrosion that can adversely affect
the fuel cell performance.

In its Hydrogen and Fuel Cells Program Record on Fuel Cell System Cost 2016
(Record # 16020), the DOE reexamines state-of-the-art materials and manufacturing
process of BP. The report found that metal BP design and required stamping force for
its GFF result in a substantial increase in press tonnage increasing manufacturing
capital cost from $530 k to $2.1M. This also results in a decrease in the stamping rate,
affecting production volume, and an increase in tooling costs from $100 k to $660
k/die. The typical thickness of a metallic material varies between 0.08 and 0.16 mm,
as shown in Fig. 16.8b. Therefore, a fuel cell stack composed of metallic bipolar
plates is between 15 and 50 times smaller than a stack composed of graphite plates.

Table 16.1 Technical targets: bipolar plates for transportation applications

Characteristics
2015
status 2020 target

Cost ($/kWnet) 7 3

Plate weight (kg/kWnet) <0.4 0.4

Plate H2 permeation coefficient (Std cm3/(sec � cm2Pa) @
80 �C, 3 atm 100% RH)

0 1.3 � 10�14

Corrosion, anode (μA/cm2) No active
peak

<1 and no
active peak

Corrosion, cathode (μA/cm2) <0.1 <1

Electrical conductivity (S/cm) >100 >100

Area-specific resistance (ohm cm2) 0.006 <0.01

Flexural strength (MPa) >34 >25

Formal elongation (%) 20–40 40
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16.3.2 New Tendencies in BPs

16.3.2.1 Coated Materials
The BP coating materials can be used to address concerns arising from potential low
conductivity and fast corrosion of bare metallic bipolar plates. The aim of coating
BPs is not only to decrease the negative effects of corrosion but also to increase the
fuel cell power density (using metallic BPs) as well as the fuel cell mechanical
performance. Table 16.2 presents the most common coating materials used in
metallic bipolar plates [17].

Stainless steel is one of the most popular metals for the manufacture of coated
metallic BPs, as it features good mechanical properties, low costs, and well-known
machining process to make it a preferred candidate to many developers.

16.3.2.2 Carbon-Based Composites Materials
Composites materials can be considered as a polymer binder with a filler component
for structural reinforcement. The polymers used in the building process of bipolar
plates may be divided into two categories, thermoset and thermoplastic. Thermoset
is more brittle than thermoplastics. At high temperatures, more than 120 �C, ther-
moset can maintain the dimension and thermal stability better than thermoplastics.
The category of thermoset BP has been described in the literature as bipolar plates
manufactured using materials such as epoxy, phenolic, and vinyl ester [18]. Due to
their high viscosity, thermoplastics are usually less suitable than thermosets because
they can incorporate fewer amounts of fillers than thermoset resins. However, the
associated shorter synthesis time coupled with a solvent-free fabrication process can
overcome this material disadvantage. The most popular thermoplastic used on
bipolar plates is polypropylene. A low-cost material combines good processing

Fig. 16.8 Bipolar plates: (a) graphite, (b) metallic
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conditions and mechanical properties. There are thermoplastic polymers used on
bipolar plates, i.e., polyvinylidene fluoride [-(C2H2F2)n-], polyphenylene sulfide
((C6H4S)n-), polyethylene [-(C2H4)x-], polyphenylene oxide [C6H4O)n-], nylon
-[-(CH2)6-| -|| -(CH2)4-]-n, and liquid crystalline materials. Polymers are good
electrical insulators; however, there are two kinds of fillers used to increase the
conductivity. One is based on metallic conductors and the other is derivates of
carbon. Natural graphite could be converted to expanded graphite by using a muffle
oven at a temperature higher than 800 �C. Expanded graphite could reach a conduc-
tivity of 12,500 S� cm�1 [18]. Carbon fibers, like graphite, present a high aspect
ratio, which helps in strengthening and increases stiffness to the material, while
conductivity is sacrificed. The carbon black is another form of elementary carbon. Its
form is like pellets, which are 100 μm � 2 mm in size. The electrical conductivity is
higher than with carbon fibers. The low mechanical properties are the material
limitation. Carbon nanotubes (CNTs) consist of tubular structures having a diameter
of 1 � 50 nm and of length of 1 mm to few centimeters. The CNTs have a density
similar to that of graphite with higher mechanical properties. However, CNTs are
more expensive fillers than the DOE criteria for bipolar plates (<5 $/kW). Graphene

Table 16.2 Coating materials used in bipolar plates

Base plate material

Metallic BP# Aluminum Stainless steel Titanium Nickel

Coating material(s) x

Conductive polymer x

Chromium x

Chromium nitride x

Diamond-like carbon x x

Gold x

Gold-titanium x

Gold-nickel x x x

Graphite foil x x x x

Graphite topcoat x

Indium tin oxide x

Lead oxide x

Nickel x

Niobium x

Organic mono polymer x

Platinum x

Silicon carbide x

Silver x

Silver-PTFE x

Titanium-aluminum x

Titanium nitride oxide x

Zirconia x
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has excellent mechanical and electrical conductivity properties and it is known as
one of the strongest material ever tested [18], but as with CNTs, its high manufacture
costs constraints its use in mass production of BPs.

16.3.3 Distribution Stress in Bipolar Plates

The main function of the bipolar plates is to supply the reactant gases to the gas
diffusion electrode through the flow channels. In addition, electric current flows
through BPs in order to close the electric circuit in the fuel cell stack. A normal force
is applied to the bipolar plates not only to confine the gases in the flow channel’s
volume but also to assure the electric contact. The graphite bipolar plates are
commonly used with a special consideration regarding their fracture point. This
specific task could be complicated to deal with, due to the brittle and weak properties
of graphite material when that is the used material. Figure 16.9 shows how stress
distribution could present on graphite bipolar plates. This stress distribution was
obtained by finite element analysis (FEA) software.

The stress distribution is highly concentrated on the ribs of the bipolar plate as it is
complicated to get soft edges through the machining process. This stress concentra-
tion could provoke cracks on the bipolar plate or small fractures at the edges. These
drawbacks could be overcome if metallic bipolar plates are manufactured. The
machining process of metallic plates is easier than graphite plates. The machining
process on metallic plates produces soft edges. The stronger nature of metallic
bipolar plates allows reducing the plate thickness, while the stress distribution
along the BP maintains safety levels.

16.3.4 Mechanical Characterization of Bipolar Plates

According to the DOE [19], there are two basic mechanical parameters to take into
account in bipolar plates: first is the flexural strength that is an established parameter

Fig. 16.9 Stress distribution
on graphite bipolar plate ribs
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considered on the DOE technological target list. The second is the tensile strength
that is on the way to be considered by DOE [19].These parameters are obtained
through standardized methods. The method to be used depends upon the bipolar
plate material and dimension. For example, the specification test conditions that need
to be met for consideration of a viable application to the DOE are listed below. All of
these targets will most likely need to be met by the DOE 2020 target list:

• ASTM D790-10 Standard Test Method for Flexural Properties of Unreinforced
and Reinforced Plastics and Electrical Insulating Materials
– Determination of flexural properties of unreinforced and reinforced plastics

formed as rectangular bars molded directly or cut from sheets, plates, or
molded shapes

• ASTM D638-14 Standard Test Method for Tensile Properties of Plastics
– Materials as unreinforced and reinforced plastics in a test specimen are

dumbbell-shaped. Pretreatment condition as temperature, humidity, and
machine speed is defined. Testing materials of thickness up to 14 mm

• ASTM E8/E8M-16a Standard Test Methods for Tension Testing of Metallic
Materials
– This method covers the tension testing of metallic materials in any form at

room temperature. It is a method of determination of yield strength, yield point
elongation, tensile strength, elongation, and reduction of area.

16.4 Proton Exchange Membrane

16.4.1 PEM Structure

The proton exchange membrane (PEM) materials for fuel cells have been exten-
sively researched to improve endurance, performance, and cost to be able to make
fuel cells an affordable technology for clean electrical energy production. Recent
works have focused on improving the material’s thermal, mechanical, and chemical
stability associated with operating conditions in the fuel cell. Up to recently, Nafion®

from DuPont (based on [(C7HF13O5S � C2F4)x]-) was considered the most stable and
efficient PEM for the fuel cell market. Nafion® is a perfluorosulfonic acid (PFSA)
membrane and is a copolymer formed of a chemical polytetrafluoroethylene
(-[(C2F4)n]-, PTFE)-based backbone providing rigidity and dimension stability;
meanwhile, its sulfonic side (-HSO3F-) chains add flexibility and water sorption to
the ionomer. The conductivity of Nafion for proton transport has improved in the last
years with the reduction of membrane thickness, reaching values of 50 μm and even
as low as 25 μm thick; yet, despite extensive research, the membrane mechanical
strength is poor. The thin membranes are prone to fast degradation due to chemical
and mechanical mechanisms creating pinholes, cracks, shorting, etc. Its water
content and temperature resistance limit the conductivity of Nafion. It is known
that the presence of water is essential to conduct protons through the Nafion
membrane. The higher the membrane water content, the greater the conductivity.
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In addition, Nafion has a glass transition temperature at 120 �C; therefore, the
temperature range for ensuring durability is always below 100 �C. The variations
of water concentration during fuel cell operation produce Nafion to swell and shrink,
with the consequential mechanical stress for the constant dimensional change. This
water uptake in PFSAs is determined by a number of hydrophilic sites in the
polymeric chain, as defined by the ion exchange capacity (IEC) of the ionomer.
The Nafion membrane can be mechanically reinforced and chemically stabilized in
the form of Nafion XL. The composite offers a 20-fold longer lifetime, over
unreinforced Nafion. The reinforcement is added by a microporous PTFE support
layer, and the stabilizers are silica-based additives on the membrane surface. This
arrangement promotes lower water uptake and shrinkage, lowering the mechanical
tension by dimensional changes occurring by the temperature and humidity cycles.
The plastic properties of the PTFE reduce the crack initiation that is frequent in the
unreinforced Nafion [20]. The major technical barriers related to PEM development
are related to its durability, cost, and performance. The technical targets for PEM
proposed by the DOE are summarized in Table 16.3 [21].

According to the DOE’s project proposed for “New fuel cell membranes with
improved durability and performance,” the main objectives were to produce chemical
and mechanically improved membranes using polymer technology based on multi-acid
side chain ionomers and electrospun nanofiber structures to obtain reinforced mem-
branes. The chemical stability was planned to be enhanced with peroxide scavenging
additives. The reports from this project indicated that the performance and durability of
the perfluoroimide - CF2ð Þ2n- CF2 � Cð Þ� �

n where X = -O(CF2)4 - O3S - NH - O3S -

(CF2)3OHO3S), PFIA)-based membrane were according to the expected, with 14-mm-
thick membranes with exceptional proton conductivity [21].

16.4.2 Mechanical Properties of Commercially Available PFSAs

Numerous research reports regarding the mechanical properties for PFSA demon-
strate the effect the different stressors have on these types of materials within
operational fuel cells. Below is a brief account of these reports that are presented

Table 16.3 DOE technical targets for polymer electrolyte membrane

Durability
2015
status

2016
status

Mechanical Cycles until >15 mA/cm2H2 crossover
a 23,000b 20,000

Chemical Hours until >15 mA/cm2 crossover or >20%
loss in OCV

742b >500

Combined chemical/
mechanical

Cycles until>15 mA/cm2 crossover or>20%
loss in OCV

– 20,000

aFor air or N2 testing, an equivalent crossover metric of 0.1 sccm/cm2 at a 50 kPa pressure
differential, 80 �C, and 100% RH may be used as an alternative
bReinforced and chemically stabilized PFIA membrane. M. Yandrasits et al. (3M), US Department
of Energy Hydrogen and Fuel Cells Program 2015 Annual Progress Report
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for a variety of the most common ionomers found in the market. The quantification
of the measured mechanical properties, the analysis techniques used, and the corre-
lation of materials properties with degradation phenomena are discussed to give an
overview of the fuel cell operating conditions that conduce to a longer lifetime.

The mechanical and chemical degradation processes are the main cause of early
failure in the membrane, and their prevention is key step to guarantee longer
operational lifetime. Regarding the mechanical aspect, the membrane undergoes
dimensional variations produced by hygrothermal cycling during fuel cell operation.
These cycles occur as a response to the power demand the fuel cell receives, as
shown in the graph of Fig. 16.1. In self-humidified fuel cells, when the current
density increases, there is more heat and water produced increasing the swelling of
the membrane. In the low power demand mode, dehydration and shrinking of the
membrane will frequently occur. The hygrothermal cycles thus give rise to the main
mechanical failures of the membrane producing cracks and pinholes and, eventually,
gas crossover and short-circuiting. Within the fuel cell, the constrained membrane
develops large in-plane stresses during swelling, causing permanent plastic defor-
mation. Then, during shrinking, the stress from the deformation develops tensile
residual stress, which, in some occasions, causes the membrane to reach tensile
yielding [22, 23]. The mechanical and chemical attack can also occur in combina-
tion. The chemical degradation occurs as result of mechanical compression. It is
believed that the membrane strain energy alters the molecular energy of the polymer
chain weakening the attack-site bonds. Chemical attacks then occur especially at
high potentials or when the fuel cell operates in idle (open circuit voltage) mode for
long periods. Under this mode the chemical damage to the membrane is faster than
the mechanical damage from thermocycling [24, 25]. Several studies have shown
that PFSA-based membranes become flexible with an increase in temperature and
water sorption up to 50 �C. The mechanical behavior of Nafion-117® has been
reported by means of differential scanning calorimetry (DSC) and dynamic mechan-
ical analysis (DMA). These tests determined the effect of temperature and water
activity on Nafion mechanical properties [32]. In temperatures below 50 �C ca.,
water produces a plasticizing effect on the membrane. By measuring tensile creep on
Nafion 1110, under constant load and controlled temperature and water activity, it
was confirmed the plasticizing effect of water over the membrane, from room
temperature up to 40 �C. Above 50 �C, when water activity was increased, the
creep decreased, confirming that the membrane became stiff in a first stage; but
further increase of water activity increased the creep. Table 16.4 illustrates the
plasticizing effect of water in Nafion; Young’s modulus [E = (F/A)/(ΔL/L�)]
(where F is the force exerted on an object under tension; A is the actual cross-
sectional area through which the force is applied; ΔL is the amount by which the
length of the object changes; and L� is the original length of the object) is also shown.
Young’s modulus (E) changed from 249 to 114 MPa, when the water activity is
increased at 23 �C. The elasticity goes further down to 64 MPa when the temperature
was increased to 100 �C and the membrane is fully saturated. In addition, temper-
atures above 50 �C can result in membrane stiffening as opposed to plasticization.
This reversal of plasticity above 50 �C may be due to formation of a network of
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hydrophilic clusters within the polymer and then stabilized by hydrogen bonding.
Bauer et al. found that at low humidity, the OH strength bonds in Nafion resemble
those of bulk water; in the medium range, from 50% to 80%, the bonding strength
decreased and then increased with higher humidity to reaching the maximum above
50 �C [29, 30]. For dry Nafion, the tensile creep strain measurements with a fixed
load and controlled environment were carried out to find a transition occurring
between 80 and 100 �C producing the elastic modulus to decrease and creep to
increase [31]. The authors mentioned the possibility of the glass transition temper-
ature (Tg) of Nafion being the cause for the Nafion flexibility and creep, although
previous investigations have mentioned that Nafion’s Tg occurs at 130 �C, which is
higher than the temperatures investigated. It is important to note that when the dry
membrane was put in contact with a small amount of water, it showed plasticization
with increasing temperature contrary to the theory supporting membrane stiffening.

The improved mechanical properties of the reinforced Nafion XL were probed
and showed that the PTFE layers on both sides of the membrane provide higher
dimensional stability, especially in the in-plane direction, reducing the swelling-
induced stress. This was distinct to the normal (unreinforced) Nafion, membrane,
which lacks the additional cross-linking components. The reinforcement in the
membrane produces anisotropy in the mechanical properties, as determined using
DMA-based testing. The measured storage modulus of Nafion XL resembles that of
PTFE, which indicates that the PTFE-based reinforcement dominates the mechanical
response of the membrane, where the ionomer has no contribution to the modulus.
The Nafion XL showed similar temperature dependence than normal Nafion, and
similar transition between 80 and 120 �C, where the value of the storage modulus
decreased [20]. Aquivion® from Solvay is another perfluorosulfonic acid ionomer
that showed higher mechanical strength than Nafion due to its shorter side chains.
This membrane possesses similar morphology and higher IEC than Nafion (1.29
vs. 0.91 mequiv g�1) and was found to have higher crystallinity [32], which may
explain its better mechanical properties (cf. Table 16.4). In dry conditions, Aquivion
850 was found to decrease its elastic modulus [λdef = stress/strain] with increasing
temperature, in the same way than Nafion® 1000 and 1100. It was found that the
thermal transition for Aquivion 850 membrane occurs at ca. 95 �C compared to
Nafion® 1100 for which its transition temperature is reached at ca. 60 �C [32]. For
Aquivion, it was also confirmed the same water doubles function on PFSA leading to
membrane plasticizing and later to membrane stiffening. It was also found that
below the thermal transition, the water plasticizer effect occurred resulting in
increasing creep and decreasing elastic modulus with increased water activity.
However, above the transition temperature, the elastic modulus increased and the
creep reduced dramatically in the beginning of the water activity ramp. A second
reinforced composite perfluorinated PEM, Gore-Select®, offers thinner and stronger
membranes to either Nafion or Aquivion. When tensile strength tested dry Gore-
Select for tensile strength, the polymer showed similar strength than dry Nafion: 23.9
and 24.7 MPa, respectively. However, wet Gore-Select membrane showed lower
plasticization than Nafion: 17.7 and 9.5 MPa, respectively. Comparing the tensile
strength loss from dry to wet PEMs can be summarized as [27]:
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• Nafion: 62% and 53%, respectively, in transverse direction (TD) and machine
direction (MD)

• Gore-Select: 26% and 6%, in TD and MD, respectively

From these numbers, it is evident that the reinforced membrane has minimum
softening effect by the presence of water, plus maintaining dimensional stability. In
other studies, reinforced hydrated perfluorosulfonic acid (PFSA) membranes, Gore-
Select, were mechanically tested in controlled environments within the ranges of
25–85 �C and 30–90% RH. These tests found that the reinforced membranes have
much larger Young’s modulus (E), limit of proportionality, stress, and break stress
than unreinforced PEMs at all temperatures and humidity conditions. Similar to
unreinforced PFSAs, these properties decrease proportionally with an increase in
temperature and humidity, and above 90 �C wet membranes become stiffer [24]. The
data in Table 16.4 shows numerical evidence of the improved mechanical properties
of the reinforced PFSA from Gore-Select.

16.4.3 Assembled Membranes

Studies have shown that restrained PEMs in a fuel cell, receive large in-plane stress
during swelling, causing permanent deformation. During unloading, the membrane
shrinks and the deformation stress develops tensile residual stress, which can cause
tensile yielding [23]. For Nafion® 212, subjected to hygrothermal aging, it resulted
in an increased modulus and tensile strength with aging [33]. Applying accelerated
stress test on Nafion, the membrane became stiffer and more brittle upon humidity
cycling. In numerical simulations of stress distribution within a fuel cell stack, the
membrane was found to receive up to 27 MPa from a typical clamping pressure of
20 pounds-per-square inch (psi), in the outer area. In experimental measurements,
similar stress values were observed even inside the active area, near the border,
especially when water is present [2]. From this, the use of a sub-gasket to protect the
membrane peripheral is considered critical to reducing the mechanical stress occur-
ring in hygrothermal cycles.

In MEAs, the membrane constrained within the catalyst layers receives mechan-
ical stress especially in the areas of the land of the flow field channels. These
stressors cause mechanical fatigue developing cracks on the surface of the catalyst
layer, as well as on the membrane. Tensile test performed by [28] on MEAs (Nafion®

NR211 and Pt/C catalyst layers) confirmed that MEA can be considered isotropic for
in-plane direction. Young’s modulus obtained for the MEA showed values above the
PEMs (210 MPa) indicating that the catalyst layer’s Young’s modulus is higher than
PEMs (cf. Table 16.4). The mechanical tests also probed that MEAs, fabricated
under thermomechanical stress, have a dependency on the temperature in the same
way that PEMs reduced Young’s modulus at increasing temperature and humidity
(below 60 �C); but above 80 �C, the presence of water increases Young’s modulus.
The maximum stress and yield stress decrease with temperature, and rupture strain
increases. What differed from PEM, in terms of the magnitude and variation in the
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Young’s modulus, is the alteration of the value at specific relative humidities (RH). In
the MEA, RH did not alter the last three properties, unlike for the membranes. The
mechanical response was independent of the water content for the MEA. It is thought
to be due to the constraint caused by the catalyst layers limiting the deformation of
PEM at high temperatures [28]. It was also observed that MEA under tensile stress
showed crack formation on the surface of the catalyst layer. Under these test
conditions, the MEA yielding is reached, as the catalyst layer cannot deform as
easily as in the PEM. It was also found that tensile direction had no effect on the
strain of the surface crack initiation and low temperature reduced the initiation point.
However, using 3D visualization techniques, such as X-ray computed tomography in
MEAs, it was found that half of the through-plane cracks occurred only within the
membrane structure without connection with cracks in the catalyst layers [34]. This
observation, using degraded MEAs by accelerated stress tests (AST), suggests a
different mechanism of crack occurrence independent of the molecular movement in
the catalyst layer as observed by Kai et al. These MEAs went through a combined
mechanical and chemical degradation (AST) in order to reproduce typical voltage
and relative humidity cycles imposed by automotive driving patterns on fuel cells.

16.4.4 Alternative Proton Exchange Membranes

In the search for increased mechanical strength and chemical resistance on PEMs,
there are reports of different chemical and physical methods to retard mechanical or
chemical failure. The goal is to design thinner membranes that are resistant to
pinholes, tears, and cracks and to increase performance and durability of PEMS
and fuel cells. With thinner membranes, ohmic resistance decreases and water
management improves, reducing manufacturing costs. With high-temperature-resis-
tant PEMs, water management-associated failures also decrease. However, the
mechanical strength still needs to be improved to warrant durability along expected
operational lifetimes. The physical reinforcement also includes incorporation of
inorganic materials and stable polymers, such as PTFE, polyimide film, polyethyl-
ene, and polyethylene terephthalate (-[C10H8O4]n-), to provide a porous matrix or
polyvinylidene fluoride (-[C2H2F2]n-) or fluorine-containing polyimide
(-C41H22N4O11-) as a polymer network. These approaches have probed mostly
successful to improve the tensile strength and dimensional stability of PEMs;
however, the incorporation of inorganic materials usually reduces the membrane
proton conductivity. The reinforcement with polymers has been successful to reduce
the liquid fuel crossover in direct alcohol fuel cells [26]. Recently, electrospinning
was used to make porous nanofiber mats with the advantage of improved homoge-
neity and interconnections with an adaptable fabrication technique. Nano-sized
inorganic particles, such as carbon nanotubes, binary metal oxides of silica (Si),
titanium (Ti), or zirconium (Zr) such as SiO2, TiO2, and ZrO2, were used as fillers of
PEMs in providing higher thermal stability and better water management as the
inorganic nanoparticles improve water uptake. The carbon nanotubes were also used
as fillers which offer the advantage of increasing the mechanical strength up to 29%,
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with as minimum as 1 wt. % of CNT in a composite membrane made with Nafion
212 [35]. The challenges rely on the difficulty to scale up the process as well as to
prevent the risk of short-circuiting if the concentration is kept high. Liu et al. also
found that keeping the CNT concentration below the percolation threshold, the latter
is prevented.

The chemical reinforcement approach relies on implementing cross-linking
within the polymeric matrix. This technique is known to improve the mechanical
strength of the polymer and can be the ionic or covalent type. Though there are
mechanical advantages of the cross-linking, the chemical conditions are not easy to
obtain in PEMs. The cross-linking sites must have the linkable functional groups,
which require in some cases extensive chemical and thermal treatment to either
convert the hydrophilic side chains or the incorporation of the cross-linkable func-
tional groups [36]. The electron beam irradiation and plasma-induced grafting
methods are examples of cross-linking techniques applied to polymers such as
Nafion or polybenzimidazole ((C20H12N4)n, PBI) fiber to improve the membrane
mechanical properties reducing the swelling and increasing elastic modulus. In the
PBI membranes, the cross-linking resulted in thinner membranes with improved
chemical stability to perform in high-temperature fuel cells [37]. To prevent the main
degradation mechanism in PFSAs by the radical attack, fluorination of terminal
H-containing groups was proposed to increase the durability of PFSAs without
change of the tensile strength values; Nafion has shown double lifetime with this
technique [38].

Graphene oxide (GO) has been considered a good candidate for nanohybrid
PEMS, providing membranes with better mechanical, thermal, and chemical prop-
erties. The carbon-based GO provides the membrane with higher proton conductiv-
ity via proton hopping mechanism and improves water uptake. The different routes
of hybridization for PEM with GO have been proposed. Even further, the GO’s
mechanical stability can be tuned by chemical grafting of charged functional groups.
Graphite oxide (GtO) has been used to improve the PEM mechanical stability via
surface modification. The drawback of this modified PEM is the increase in fuel
crossover. Another variety with GtO is the paper electrolyte from flake graphite and
cellulose acetate membrane (C6H7O2(OH)3-) filter for direct methanol fuel
cells [39].

16.5 Conclusion

The high relevance of mechanical aspects during the design and operation stages of
PEM fuel cell technology is necessary to ensure the successful application of an
efficient and clean energy system. A fuel cell stack is a very complex system that
integrates a series of different components with different properties, which are
exposed to mechanical stress from the way they are designed and also under their
operating conditions. These aspects together with the environment in which the FC
operates impose mechanical dynamics that may bring the hardware to unintended
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conditions that may cause failure, earlier degradation, and even unsafe conse-
quences, such as leakage of hydrogen fuel.

The fuel cell technologies are still evolving, and new proposed designs and
materials keep bringing new complexities and testing specifications. Further,
regimes need to be continually evaluated, including synergies among its compo-
nents. These proposed changes shall bring improvements in the performance and
costs convergence and eventually wide acceptance. Nevertheless, the mechanics
related to FC component fabrication, integration, simulation, bench, and laboratory
testing needs improvement and refinement to meet real operational constraints
related to hours of operation, operating humidity, temperature, feed gases, and
environmental fluctuations, in order to give developers the necessary data to develop
FC that meet consumer expectations related to FC integrity, reliability, form factor,
safety, low cost, and durability.
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Abstract
This chapter describes the method of producing hollow fiber for a microtubular
solid oxide fuel cell (MT-SOFC) using nanomaterial-based structures. This chap-
ter focuses on the utilization of yttrium-stabilized zirconia (YSZ) and cerium-
gadolinium oxide (CGO) nanomaterials for high and intermediate working tem-
peratures of MT-SOFC, respectively. The chapter then discusses the nanomaterial
available and a number of attempts to produce the nanomaterial for the electro-
lyte. Then, the advantages of using nanomaterial are also discussed. Finally, this
chapter concludes the future of nanomaterial for MT-SOFC and its future
challenges.

17.1 Introduction

The microtubular solid oxide fuel cell (MT-SOFC) is a breakthrough in the SOFC
research due to its robustness to thermal shock, ease of sealing, and longer stability.
The tubular shape is a cylindrical tube consisting all electrodes attached as a unit cell.
The MT-SOFC can also be found operating at various temperatures with high power
output. These features enable further development of SOFC in stationary and
portable power applications, particularly when nanomaterial is a part of the SOFC
fabrication systems [1]. The rationale for using nanomaterials in FC applications is
due to their large surface area which leads to an increase in FC performance, a
decrease in the conductivity, and an increase in the triple phase boundaries (TPB)
[2]. This chapter summarizes the fabrication procedure of MT-SOFC and the utili-
zation of nanomaterial-based components in an MT-SOFC to extend device robust-
ness, ruggedness, operation at lower temperatures, and improved catalysis through
better gas channeling.

17.2 Fabrication Method of MT-SOFC

Among many types of SOFC configuration, the planar design is the design of the
most active research by investigators. The geometry of the planar consists of the
electrode being attached to each other. The planar electrode comes in many sizes as
long as they fit into the reactor casing. All electrodes are attached together as a unit
cell. The fuel is channeled to the anode and air to the cathode compartments. The
electrolyte separates the two electrodes and provides for charge mobility. The planar
configuration is generally fabricated via tape casting method. Each electrode adheres
via multiple steps of sintering. The planar configuration has been developed by
several companies such as Siemens, Westinghouse, and Sulzer Hexis. The high
power output from the electrode-based FCs and simplicity of fabrication make the
planar configuration ripe for commercialization. Besides the planar geometry, FCs
can also be configured with tubular and microtubular configurations.
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Recently, a review of the recent fabrication techniques for anode-supported
MT-SOFCs has been published [3]. The review analyzed the most common methods
associated with fabrication, namely, the plastic mass ram extrusion method and the
dry-jet wet extrusion method which was adopted from the fabrication method of
polymeric membranes. Preliminary research led by Sammes and separately led by
Suzuki laid the foundations to employ the plastic mass extrusion method in fabricating
MT-SOFCs, whereas recent work by Li further refined fabrication ofMT-SOFCs using
dry-jet wet extrusion technique. For the ram extrusion technique, the anode materials
are mixed overnight with a polymer binder, and an organic solvent to form a mass or
viscous paste is formed. Prior to extrusion, a vacuum is applied to the paste in order to
remove air trapped inside the mass. Then, the paste is extruded through a custom-made
die using ram extruder to obtain the support tubes. The support tubes are dried and cut to
the desired length before transforming to a stronger fiber by sintering process [4].

The main difference between the fabrication methods is that the spinning suspen-
sion or dope for the dry-jet wet extrusion is in liquid form, whereas for the ram
extrusion, it is in paste or plastic mass form. Another major difference between the
fabrication methods is the solidification process of the tube (or hollow fiber). In
dry-jet wet extrusion, the solidification of the hollow fiber occurs via phase inversion
process initiated by the solvent/non-solvent exchange, while in ram extrusion pro-
cess, the tube is dried straightaway after the extrusion prior to the sintering. For dry-jet
wet extrusion, the suspension is firstly prepared from the anode material mixture, an
organic solvent, and a polymer binder, prior to the suspension extrusion through an
extruder called spinneret to obtain hollow fiber shape. Bore fluid or internal coagulant
is passed through at the center of the spinneret to form the hollow precursor. Then, the
precursor free-falls into a non-solvent external coagulant bath to allow solidification
process via solvent/non-solvent exchange, where the process commonly known as
phase inversion [1]. These exchanges encourage the precipitation of the polymer in
suspension and hold the ceramic materials in the desired configuration [2]. Finally,
the hollow fiber support is dried and cut to specific length before subjected to
sintering and reduction processes. The different fabrication methods of anode sub-
strate would result in different anode structures [5]. For example, the mass ram
extrusion technique generally produces a symmetrical structure of anode tubes [6],
while dry-jet wet extrusion technique creates anode hollow fibers with an asymmetric
structure [7]. The symmetric and asymmetric structures demonstrate the homoge-
neous and heterogeneous morphology, respectively.

In symmetric structures, microscopic pores are formed during the reduction of
NiO to Ni which is distributed uniformly in the anode as viewed by cross-sectional
examination of the anode. An advantage of this type of uniform dispersion is that the
generated pores yield high resistance for gas transportation through the layer [3,
8]. Thus, some researchers had added degradable pore-forming agent such as
graphite [9, 10] and polymethyl methacrylate (PMMA) beads [11] into the anode
suspension in order to induce the macro-size pore in anode substrate during the
sintering process. The artificial pore-forming agents should be chemically stable
toward solvent so that the pore former will remain in its original shape after the
extrusion process. The generated particles will be burnt off during the thermolysis
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stage of the sintering process and consequently leave pores intact in the sintered
tubes. In contrast, the solidification process through phase inversion in dry-jet wet
extrusion system has led to the formation of the asymmetric structures consisting of
fingerlike and spongelike regions. The resultant fingerlike structures enhance the
permeability and the flow of fuel and reaction products, while spongelike structures
intense the mechanical strength and give high Ni particle continuity [12]. If struc-
tural control is one of the limitations of ram extrusion, the flexibility of dry-jet wet
extrusion on producing desired morphology in anode structures can be achieved by
simple adjustment of fabrication parameters such as additive loading in the suspen-
sion, air gap, and flow rate of bore fluid.

This approach can be extended in the fabrication of multilayer hollow fiber
through multiple cycles creating a layer-by-layer deposition. A support layer is
first developed to provide mechanical strength to the membrane and followed by
fabrication of final separation layer after coating one or more intermediate layers on
the support layer [4, 10]. After the fabrication of each layer, the anode electrode must
undergo high-temperature heat treatment which requires time, money, and technician
with expertise in the use of high-temperature furnaces [7]. By combining these steps
into a single step, the fabrication process is simplified and greatly reduced associated
costs, processing times, and expertise of the individual carrying out the procedures
[13]. Li had employed the dry-jet wet extrusion technique for fabrication of anode-
supported dual-layer hollow fiber by combining the phase inversion-based
co-extrusion technique and co-sintering process. Two spinning suspensions are
separately prepared and simultaneously co-extruded through a triple-orifice spin-
neret before undergoing the co-sintering process. The dual-layer anode-supported
i.e., NiO-Ce0.9Gd0.1O1.95, in Ce0.9Gd0.1O1.95 (NiO-CGO/GCO) has been success-
fully fabricated via this method, and cathode layers were then deposited onto the
substrate to construct MT-SOFCs for intermediate-temperature applications. The
resultant hollow fiber produced the maximum power densities of 450 Wm�2 and
800 Wm�2 at temperatures of 450 �C and 550 �C, respectively.

The phase inversion-based co-extrusion and co-sintering methods consist of three
main steps, where each step plays a significant role in the production of desired
hollow fiber:

(i) Formation of particle suspensions by preparing anode and electrolyte spinning
suspensions

(ii) Packing of particle suspensions into a dual-layer hollow fiber precursor using
phase inversion-based co-extrusion process

(iii) Consolidation of dual-layer hollow fiber precursor by a heat treatment at a high
temperature a process known as co-sintering

17.2.1 Preparation of Spinning Suspensions

A spinning suspension is a viscous mixture (or in liquid form) which consists of
ceramic particles, solvent, a polymer binder, and additives, where each material
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composition has various influences on the resultant suspension. In order to prepare a
spinning suspension, several steps are involved: (1) dissolution of dispersant with
solvent, (2) addition of ceramic particles into the mixture, (3) disaggregation by ball
milling of the suspension, (4) addition of polymer binder followed by re-milling,
(5) addition of pore-forming agent followed by re-milling (for preparation of the
anode suspension), and (6) degassing the suspension dope prior to the extrusion
process. A ball milling machine with continuous rotary function is used to prevent
agglomeration of particles in the spinning suspension. The major constituent of the
typical anode and electrolyte spinning suspensions for the ceramic material contains
around 50–70 wt. % out of the total suspension. In the high-temperature SOFC
system, yttria-stabilized zirconia (YSZ) is widely used as an electrolyte ceramic
material because of its availability, it is reasonable in price, and it can withstand at
high operative temperature. The ceramic particle size is one of the important factors
that greatly affect the dispersion and viscosity due to the particle packing principle
and also influence the porosity and densification of fabricated fiber [14]. Figure 17.1
schematically illustrates the random dense packing when two different sizes of
ceramic spheres are mixed. Thus, it is no longer possible to achieve high packing
density because of the mismatch between quantities of small particles and the larger
clusters since most of the voids become filled or partially filled leaving some voids
which cannot be fully occupied. The optimal void filling may be achieved as long as
the proportion of the smaller particles is sufficiently great such that the large particles
are always in contact with three neighboring particles [16].

Tan reported a difficulty when using smaller particle diameter (i.e., 0.01 μm) of
ceramic material during the preparation of spinning suspension [17]. Instead of
becoming a dope solution, the suspension turned to ceramic paste when using the
0.01 μm diameter particles either as particles alone or as a binary mixture of ceramic/
binder at low binder mass %. The ultrafine powders promoted agglomeration during
milling and mixing process. This is because the presence of a large surface area of
small particles results in the formation of a suspension with less fluidity causing
aggregation during the spinning procedure. Therefore, it is advisory to blend the

Fig. 17.1 Schematic of random dense packing of (a) excessive small ceramic particles and (b)
excessive large ceramic particles and (c) optimal packing where the small spheres fill all voids in
large ceramic particle packing (Fig. 2.13 from Li et al., with permission. License # 4152300651973)
[15]

17 Recent Progress on the Utilization of Nanomaterials in Microtubular Solid. . . 501



small particle diameter with particles of a large diameter in sufficient ratio to make a
desirable spinning suspension. Besides preparing a suspension with spinnable prop-
erties, the suspensions should also be mixed sufficiently to ensure that YSZ particles
are wholly surrounded by the binder. In phase inversion technique, the binder plays a
vital role as it affects the viscosity of suspension and the solidification process of a
hollow fiber. Although the binder is completely removed from the fiber body after
undergoing high heat treatment, its inclusion does influence anode morphology and
robustness. In addition to the use of a sacrificial binder, the pore-forming agent will
also undergo pyrolysis and consequently be removed, although it will promote pore
formation into the sintered fiber, prior to its removal. Tan also studied the effect of
different ceramic/polymer ratios to pore size and porosity of hollow fibers [18]. They
indicated that the pore size and surface porosity decreased as the ratio of ceramic/
binder increased, promoting material density. Thus, in the fabrication of dense
electrolyte layer, higher ceramic YSZ loading in electrolyte suspension must be
maintained. At high loading, reduction in gas permeability is tailored through
adjustment of the ceramic/binder ratio to promote the transformation of the material
to a much denser structure. However, if the ratio of ceramic/binder is greater than
9 mol %/mol %, the experimental results revealed that it was hard to form a hollow
fiber precursor due to inconsiderable viscosity during extrusion/co-extrusion pro-
cesses. Most of the binders are long-chain polymers that dissolve in the polar
solvent. The interaction between polymer binder and solvent determines the solid-
ification of the polymer. Solvents used in the dry-jet wet extrusion technique must
exhibit a high exchange rate with non-solvents or coagulants because the rates of
solvent outflow and coagulant inflow also affect the morphology of the hollow fiber.
The morphology of hollow fiber can be confirmed by characterizing using scanning
electron microscopy (SEM).

A report done by Othman revealed the effect of the presence of solvent and
non-solvent in a spinning dope [12]. The most common polar solvent is dimethyl
sulfoxide (DMSO, 46.7 F/m) which has high freezing point and was empirically
shown to inhibit the formation of fingerlike overgrowth of voids in the material when
compared with more nonpolar solvents such as N-methyl-2-pyrrolidinone (NMP,
32.2 F/m) with water having a polarity index value of 80.1 F/m, indicating that NMP
is more nonpolar than DMSO, while the addition of ethanol (24.5 F/m) as
non-solvent in the mixture caused the formation of thick spongelike layers as ethanol
increased the initial mixture volume and accelerated the precipitation of polymer
binder during phase inversion [2]. In general, around 20–40 wt. % of solvent would
be needed and very little amount of dispersant (0.1–1.5 wt. %) in the spinning
suspension. The dispersant is used to improve the dispersion effect as it depends on
the ability of dispersant to break the surface interaction between particles to allow
them to remain separate. Finally, the preparations of spinning suspensions are
considered complete after going through the degassing process. A degassing proce-
dure is an essential step to remove any gas bubbles that may have been trapped
during the milling process to prevent the incorporation of gas bubbles into hollow
fiber structure [19]. The bubbles may cause defects in the fabricated fiber and lead to
cracking during sintering. The simplest technique for degassing is under an applied
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vacuum accompanied by gentle stirring. Several considerations in terms of rotation
time, rotation speed, pump suction power, and tightness of the system are also
important because it may alter the viscosity of the final suspension.

17.2.2 Phase Inversion-Based Co-extrusion Technique

The anode and electrolyte spinning suspensions will undergo a co-extrusion process
in the presence of bore fluid (or known as non-solvent internal coagulant) to form a
dual-layer hollow fiber precursor. The term “precursor” is used for extruding the
hollow fiber before sintering that is comprised of ceramic material, a polymer binder,
and dispersant. Figure 17.2 illustrates the flow of the co-extrusion process, where the
components of the inner and outer suspensions and bore fluid are co-extruded
simultaneously through specific small openings of the triple-orifice spinneret. The
bore fluid is then passed through at the center of the spinneret to produce hollow side
along the middle of the fiber. For anode-supported hollow fiber, an anode suspension
is directed as the inner suspension, whereas the electrolyte suspension is directed as
the outer suspension. As a result, a thin electrolyte outer layer supported by a thick
anode inner layer is formed. The dual-layer hollow fiber travels vertically downward
into non-solvent external coagulant bath where it forms a coil. A parameter such as
extrusion rates (inner, outer, and bore fluid) and dimension of spinneret mostly

Control
Unit

Control
Unit

Control
Unit

Air Gap Length

Inner Layer

Internal Coagulant

Outer Layer

External
Coagulant
Bath

Fig. 17.2 Schematic diagram of phase inversion-based co-extrusion process (Adapted from
Fig. 17.1 from Othman et al., with permission. License # 4154670599480)
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affects the resultant thickness of layers. While the bore fluid, external coagulant bath
plays a great role in the final morphology, other factors also influence final form,
such as the air gap which enables the production of controlled microstructures during
formation of the hollow fiber.

Furthermore, operational conditions of spinneret are essential to the final form of
the anode and need to be carefully controlled for uniform anode generation between
batches. For instance, by keeping the spinneret temperatures at or lower than room
temperature (i.e., 25 �C), interlayer diffusion phenomenon is inhibited resulting in
the fabrication of a more robust electrode. The lower spinneret temperature also
modulation of the viscosity of extruded dope to be maintained at a higher degree
which in turn will reduce the diffusion rate of polymer molecules between two layers
and increase electrode robustness [20]. For polymeric membrane, the interlayer
diffusion in the dual-layer hollow fibers (HFs) is desired since it could enhance the
adhesion between the layers. However, in ceramic membrane especially for SOFC
application, the interlayer diffusion must be prevented because this can reduce the
cell efficiency by the short-circuiting condition. During the co-extrusion process, the
same concept of solvent/non-solvent exchange in dry-jet wet extrusion is applied to
solidify the dual-layer hollow fibers. When the inner suspension attained high
viscosity, the suspension is immediately administered with bore fluid
(non-solvent). The generated binary mixture is hydrodynamically unstable due to
the mismatch between their viscosities resulting in fingerlike morphologies being
formed.

The resulting fingerlike formation on the inner surface alters the intrinsic porosity
of the electrode but may assist with gas diffusion. When the phase inversion is
complete, there is no solvent/non-solvent exchange, which in turn inhibits the
viscous fingering phenomenon. Based on the results obtained by [21], 50–70% of
fingerlike voids in anode layer can be considered as an ideal structure for producing
high-performance MT-SOFCs with high gas diffusivity. The dense structure is
required for the outer electrolyte layer instead of an asymmetric structure in anode
layer. Based on this requirement, an air gap is set as high as 15 cm [20] to eliminate
the fingerlike formations on the outer surface of hollow fiber. This is because the
external surface of the nascent fiber experienced solvent evaporation and absorption
of water moisture from the air, both of which will induce the solidification of the
outer surface. It takes place before immersing the nascent fiber into the external
coagulation bath, hence minimizing the viscous finger-type formation. But, spinning
the suspension at too high, an air gap may interrupt (i.e., break off) the flow of
nascent fiber due to the gravitational force. Table 17.1 summarizes factors that affect
fiber properties.

17.2.3 Co-sintering Process

The co-sintering process is a high-temperature process where heat is treated to two
different layers (i.e., anode and electrolyte layer) together in a furnace to develop the
desired microstructure. During the process, a powder compact of the components is
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fabricated that can transform into a strong and dense ceramic fiber without melting
the fiber. There are three major stages of co-sintering the dual-layer hollow fiber
precursor, (1) pre-sintering, (2) thermolysis, and (3) final sintering. The basic
mechanism of sintering of ceramics is also applied to the co-sintering dual-layer
hollow fiber. At pre-sintering stage (around 200 �C), the residual liquid that may
remain after the co-extrusion process and any moisture adsorbed in the precursor is
removed. The temperature is further increased at a low heating rate to prevent any
cracks or fractures within the fiber. As the temperature rises to 800 �C, the thermolysis
process can take place. During this period of time, organic compounds such as a
binder, pore-forming agent, and dispersant will be sacrificed. The removal of the
pore-forming agent will eventually leave pores without the cross-links. These two
stages in fiber formation are important to be controlled because incomplete organic
compounds removal and uncontrolled thermolysis may produce defects in the hollow
fiber. The final stage of sintering is achieved at a temperature as high as 1400 �C. The
structures of the ceramic particles undergo rearrangements, and later grain boundaries
start to form. The ceramic particles will then bind together and form pore channels
along the grain edges. The pores continue shrinking and some of them pinch off and
become isolated at the grain corners as the temperature increases. Therefore, some of
the spongelike structure that is formed during the phase inversion process become
smaller and eliminated. As a consequence of their removal, the initial regions of
spongelike morphology become densified and eventually become gas tight [22]. A
potential nucleation and fiber formationmechanism can be proposed by observing the
stages of the densification of ceramic particles as illustrated in Fig. 17.3.

As a result, the porosity of the fiber was greatly reduced after sintering due to the
reduction of the pore quantity and pore size [24]. Such a structure is highly
dependent on particle sizes and composition of spinning suspension besides the
sintering effect. The smaller particle size diameter results in the fabrication of a much
denser structure resulted from the higher shrinkage during the sintering process.
However, in most of the cases, macrostructure of the precursor formed during the
phase inversion process. The macrostructures which are formed as the result of the

Table 17.1 Features and influences of phase-inversion-based co-extrusion step to the fabricated
hollow fiber properties

Features Influences

Viscosity/homogeneous of suspension Uniformity (bore shape)

Particle size/distribution Particle packing density

Flow rate (inner suspension/outer suspension/bore
fluid)

Morphology of precursor (dense/porous)

Air gap Structure of precursor (symmetric/
asymmetric)

Humidity and temperature of experiment Thickness, dimensions, length of
precursor

Dimension and condition of spinneret Viscosity/homogeneous of suspension

Temperature (internal/external coagulant) Pore diameter/morphology

Temperature of suspension Pore density
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removal of pore-forming agent during the pre-sintering stage remain after lower-
temperature sintering. The macrostructures generated form fingerlike voids which
cannot be eliminated, although at high sintering temperature the probability is
negligible relative to lower-temperature processes [22]. In addition to the influence
of pore-forming agent on pore densities, the sintering temperature and sintering
duration also play important roles in the process related to pore formation or
elimination in hollow fibers. When the temperature or the duration of sintering
process increases, the porosity of the fiber will significantly decrease, resulting in
higher resistance to gas flow, but at the same time, the increase in porosity will also
dramatically improve the mechanical strength of the fiber [24]. Therefore, it is vital
to find suitable sintering temperature range that gives sufficient strength and perme-
ation for fiber to be fabricated into a module without cracking.

17.3 Nanoparticle Inclusion in MT-SOFC

The fabrication of fibers of nanosize dimensions yields mechanical and electrical
properties that are different from fibers at micrometer or greater dimension. These
very small dimensions promote uniqueness and clean energy for SOFC. The

Fig. 17.3 Various stages (a–d) of sintering where ceramic microstructure is developed, including
(e) electron scanning image of Ni based electrode from which the microstructure and porosity can
be visualized (Part 3e (this work) from (b) insert from Liu et al., with permission license #
4152271238771) [23]
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nanosize materials exhibit greater surface area leading to reaction area, oxygen
vacancies, and reduction sites, due to a greater degree of reactive edges relative to
bulk materials. The needs of developing nano-electrolyte were mostly due to the
densification issue. The previous study had demonstrated that the electrolyte densi-
fication is dependent upon the diameters of the electrolyte composite material. The
increase in material density is usually achieved by sintering at high temperatures
[22]. Therefore, the nanomaterial-based electrolyte promotes the densification of the
electrolyte at a lower temperature. The nanomaterial does not only facilitate to
enhance the cell performance but also provides the reduction in the operating
temperature. High operating temperature halted the development because of the
fast degradation and poor reliability. Therefore, the option of lowering the sintering
temperature can enable the generation of higher-density composite electrodes, with-
out any unwanted chemical reactions between the cell components and degradation
of the material. However, the reduction of temperature has its own drawbacks. The
electrode polarization is also lost at sintering at lower temperatures. The performance
of SOFC is affected by the morphology of the electrode. Nanomaterial-based
materials have demonstrated improved performance from the current micro-sized
electrodes by providing a channel for facile charge transfer. The charge transfer of
the corresponding nanomaterial-based electrodes is thus greater due to the higher
surface area. When the materials exhibit a grain size of <100 nm, reaction area is
increased as well as charge transfer. The anode (NiO) is in close proximity to the
electrolyte material; if composed of nanomaterial, the reaction rate is increased,
although the limiting factor in reaction rate is the availability of oxidants. Therefore,
increasing the number of an oxygen ion, in turn, increases the reaction rate [2]. This
chapter will focus on the application of the performance of SOFC using anodes
sintered using the nanomaterial composites at two different temperature ranges, to
facilitate the generation of different morphologies and pore densities. The nano-
composite occurs after synthesis of the anode, from which the power density of the
FC is determined and compared with anodes constructed using macro-sized
materials.

17.4 Intermediate-Temperature System Using Ceria
Gadolinium Oxide (CGO) Electrolyte

By lowering the sintering temperature a relatively high density of sintered for porous
nickel (Ni)/ceria gadolinium oxide (CGO) anodes. The other advantage of lowering
the CGO sintering temperature is a reduction of the processing cost and time and
improved batch-to-batch fabrication consistency, due to avoidance of excessive
grain coarsening, but also because it may serve as a solution to face the challenge
in the SOFC fabrication during the fabrication process. The phase inversion method
has been modified as the co-extrusion/co-sintering technique to prepare dual-layer
microtubular SOFC. In this method, two layers of anode and electrolyte are gener-
ated in single step [20]. Thus, the sintering behaviors of the two layers must be
synchronized to avoid the formation of cracks or defects during the high-temperature
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co-sintering. Hypothetically, there are several factors that can influence the sintering
behavior and densification of ceramic particles. These include the size and shape of
the powder particles, the porosity and initial density of the body, as well as chemical
factors such as dopant content, impurities, and sintering additives [25–28]. The
current problems are uneven densification and pore size, as well as varied morphol-
ogies, which contribute to material strain and lower power densities generated by the
FC device. Since the last decade, many researchers have attempted to reduce the
sintering temperature of the CGO composite to reduce these fabrication inconsis-
tencies. Some improvements were achieved by using different powder preparation
methods such as coprecipitation and hydrothermal method to synthesize active
nanosize CGO powders [29–32]. However, the complex powder synthesis step
with low yield and high cost makes it challenging for scalable practical applications
with high batch-to-batch reproducibility. Hence, one approach is a systematic study
to determine material computability to fabricate nanoparticle starting powder, which
by virtue of their increased surface area contributes toward higher FC power
densities [25, 33]. Theoretically, the smaller particle diameter introduced into the
bulk packing will fill the voids without increasing the total number of beds to a
higher degree when compared with micron-sized particles, resulting in the genera-
tion of materials with more homogeneous zones. Over the past 30 years, several
studies have been conducted to look at two-dimensional structures using the disk and
sphere synthesis approach [34]. The researchers demonstrated that the ratio of the
particle diameter and composition of the mixture were the main factors that
influenced material layering phenomenon in CGO fabrication. The ratio of the
particle size determines the coordination number on the packaging of the highest
packing density and is illustrated in Fig. 17.4, which is the optimal parameter to
promote the most effective packing improvement and electrode material robustness.

Three existing disk apparatus have a radius consisting of three rotating disks of
R1, R2, and R3.The fourth disk, R4, has an intermediate radius and is in contact with
the other disks. The effective packing consisting of particles with two distinct radii
can be calculated as follows:

1

R4

¼ 1

R1

þ 1

R2

þ 1

R3

þ 2
1

R1R2ð Þ þ
1

R1R3ð Þ þ
1

R2R3ð Þ
� �1=2

(17:1)

R1

R2

R3

R4

Fig. 17.4 The void at a three
disk junction which is just
filled by a touching disk of
radius R4 (Fig. 2.12 from Li
et al., with permission.
License # 4152300651973)
[15]
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For themost effective packing improvement, the added particle should just touch the
three adjacent particles. If the three large disks are equal in size, R4 was predicted to
have a radius of 1/6.464 or 0.1547 (dimensionless unit) of the large disk radius, with the
coordination number of three. As long as the proportion of the smaller spheres is
sufficiently greater than the smaller sphere, the proportion of large spheres could reach a
stage at which they touch each other resulting in an optimal packing. When there is a
mismatch between the quantity and diameters of the two particles, such as an over-
abundance of the smaller diameter particles, the voids and filled and further addition
will cause the larger particles to become too heavy and further addition will no longer
increase the packing density. Li [15] sketched the basic behavior for a random dense
packing in Fig. 17.3, which shows that the amount of packaging, called an “optimum”
(volume-to-mass ratio), is a function of the composition of the mixture consisting of
large and small spheres. It was observed that there was a maximum packing density
composition to achieve “optimum.” The relative increase in the packing density
depends on the ratio of large and small particle size. The fabrication of nanosize
particles was previously demonstrated with the generation of CGO pellets with high
densification produced at 1000 �C sintering temperature [35]. The weak agglomerates
between the different materials and high crystallinity of the synthesized nanopowders
were facilitated by the introduction of nanoparticles. Ruez reported that their synthe-
sized nanopowder possessed excellent sinterability at low temperatures (1250 �C) and
short reaction times (<1 h) [36]. Gil generated nano-CGO composite materials by
co-sintering the nanosize electrolyte layer that was dip-coated on the NiO-CGO anode
support at temperature 1300 �C with 98% relative density and ~10 μm thickness
[33]. Glasscock also successfully sintered the CGO pellet at 1400 �C using nanosize
CGO as the starting powder [25]. However, the final homogeneity and crystallinity of
the as-generated powder are strongly depending on the fabrication technique and
fabrication parameters. Nevertheless, most of the literature studies reported increased
consistency, reproducibility, and robustness of the anode through the introduction of
nanoparticles via pressing technique. To our knowledge, there are no published studies
using phase inversion technique particularly in preparing the electrolyte for the micro-
tubular SOFC application. The fabrication and parameterization offered by phase
inversion technique, particularly in enabling sintering to be performed at a lower
temperature by using nanopowders without compromising on pore density, have
advantages of the other fabrication techniques cited in the literature [25, 36]. A study
of technical parameters which influence the microstructure and densification tempera-
ture of the composite materials would fill a gap in their current literature regarding
optimization of fabrication of nanosize CGO-type anode materials. Recently, the
sintering temperature for the production of a dense CGO electrolyte layer was success-
fully lowered by incorporating nanosize CGO [21]. The sintering temperature was
lowered to 1450 �C by introducing 30% loading of nanosize CGO. The loading of
nanosize CGO (surface area 192 m2 g�1, particle size 60 mesh d50) during powder
suspension preparation played an important role in the densification temperature of the
CGO electrolyte as prepared by phase inversion technique. The precursor of mixed
particle size CGOwas sintered and compared with the full micron precursors as shown
in Fig. 17.5, whereby the zoomed area was focused at the center region of the flat sheet.
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The scanning electron microscope (SEM) micrographs shown in Fig. 17.5a, b
show flat sheet morphology at the micron-sized and mixed particle size CGO
sintered at 1450 �C for 12 h, respectively. In these images, newly grown CGO grains
were observed. The porosity and pinhole decreased at the sintering temperature of
1450 �C. Besides, the grain boundaries have become gradually clear at this temper-
ature especially in the mixed particle size which were visualized as flat sheet
morphologies (Fig. 17.5b). This may be attributed to the existing nanosize particles
which demonstrated a high driving force that can increase the rate of densification
[25]. While the nanosize particles filled up the porosity, a dense structure was formed
in this flat sheet structure. The pores and pinholes of the flat sheet almost disappeared
due to homogeneous grain growth. The fully densified CGO with no porosity and
cracks are desirable for the electrolytes of SOFCs [6, 22, 24–26].

The powders must achieve optimal packing in order to produce the desired
rheology of electrolyte suspension to be compatible with such a technique. It may
be concluded that the approach of mixed particle size electrolyte can be utilized as a
strategy for reducing the sintering temperature that is both scientifically and techni-
cally relevant with an understanding on how to synergize between this approach and
the fabrication technique and yield more robust electrodes and increased power
densities in SOFCs.

17.5 High-Temperature System Using Yttria-Stabilized Zirconia
Electrolyte

Even though the research now mainly focuses on reducing operational temperature
of SOFC to low and intermediate temperatures, the high-temperature sintering
process is the benchmark. This is due to YSZ material lower fabrication costs and
greater compatibility to high-temperature sintering (in terms of ionic conductivity
and stability at high temperature) as compared to CGO. The physical and chemical

Fig. 17.5 SEM cross-sectional images: (a) fully micron (b) mixed particle size CGO flat sheet
electrolytes sintered at 1450 �C
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properties of YSZ are similar to the CGO anode. The YSZ transport oxygen ion from
the cathode to the anode at high temperature. The conductivity of YSZ was higher at
the higher sintering temperatures as compared to CGO [37]. Despite the established
method of phase inversion, fabrication using bulk materials and the optimal fabri-
cation parameters using nanoparticle materials are still undefined. The behavior of
nano-YSZ is not the same as the micron-sized YSZ. While preparing the suspension,
the nano-YSZ tends to take longer time due to fine powder properties which is more
difficult to get into a suspension. Furthermore, mixing with the micron-sized NiO
while preparing suspension is a practical challenge in developing suspensions of
uniform viscosity and consistency. This is due to the requirement to generate anode
materials of a defined density, which for bulk materials are dependent upon sintering
temperatures, heating rate, solvent type, and particle diameter ratio. The relative
density of the YSZ composite material at certain sintering temperature exhibits a
dense morphology. The pre- and post-sintering temperatures of the YSZ indicated a
relative density change from 73% to 93% when sintered at 1250 �C as shown in
Fig. 17.6 [38].

The densification at lower sintering temperature is a critical step in obtaining
anode material with a high degree of porosity with the appropriate density, which is
experimentally shown to generate the highest power densities in the operational
FC. The introduction of YSZ mixture of nano- and submicron structures was able to
reduce the sintering temperature improving electrode fabrication since the lower
sintering temperature was able to reach the triple layer boundary consisting of the
anode/electrolyte/cathode without the introduction of overpacking or introduction of
different fingerlike morphologies into the electrode structure. The reduction of
sintering temperature can reduce the thermal expansion mismatch and speed up
batch construction due to the introduction of a single-step fabrication technique. The
production of a nano-YSZ also had its own challenges, since the instrument and
fabrication parameters to achieve “optimum” are not fully documented. Despite the
lack of literature findings on nanosize particles for anode fabrication, a few methods

Fig. 17.6 SEM images of YSZ sintered at 1250 �C (a) without nano-YSZ (b) with the addition of
nano-YSZ
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have been proposed such as hydrothermal, nitrate combustion, spray pyrolysis, and
sol-gel method [2], to enable researchers to batch fabricate anodes with the desired
consistency have not reached the same threshold as with anodes fabricated using
bulk materials. To meet expected SOFC demand, the electrodes will need to be mass
produced. At such large-scale production facilities, the reproduction of the elec-
trodes must be at steady state in order to maintain the effectiveness and quality of the
powders. In addition, the method must also be of low cost, simple, and efficient. The
usage of nano-Ni-YSZ/YSZ/YSZ-LSM lanthanum strontium manganite) as a unit
cell shows the power density ranging from 0.2 to 1.2 Wcm�2 at 600 and 800 �C with
hydrogen as the fuel source [39]. The power density obtained was higher than
previously reported using micron-sized Ni [40]. The use of nano-YSZ caused an
extension of the TPBs, which in turn generated higher conductivity, while
maintaining adequate porosity for facile gas diffusion. As mentioned earlier, the
nanosize YSZ increased the densification rate as well as the material packing order.
The denser electrolyte indicates that there is less fuel crossover and only allowed
ions to transport across the electrolyte to generate charge. However, the weak
connection of cathode and electrolyte contributed by the low sintering temperature
during the fabrication process contributed to the slow oxygen reduction reaction
(ORR) and low surface kinetics of YSZ-LSM that are major hurdles toward gener-
ating higher power densities for operational FCs. Chao showed that the YSZ
electrolyte could achieve 13,400 Wm�2 at 500 �C [41]. The power densities of a
number of FC systems are compared and summarized in Table 17.2. This data
summarized in Table 17.2 shows that the densified nano-YSZ had high activation
energy barrier relative to micron-sized YSZ anodes, which are needed to achieve
11,000 Wm�2 at 800 �C range of power densities. The high open circuit voltage
(OCV), another benchmark for FC performance, also indicates that the electrolyte

Table 17.2 Comparison of anode-supported SOFCs performance

Ref Year Anode Electrolyte Cathode
Fuel
stream

Temp
(�C)

OCV
(V)

Max. power
density
(Wm�2)

[20] 2009 Ni-
CGO

CGO LSCF-
CGO

H2 550 0.90 8000

[42] 2010 Ni-
CGO

CGO LSCF-
CGO

H2 570 0.89 5800

[7] 2011 Ni-
CGO

CGO LSCF-
CGO

H2 580 0.80 10,000

[43] 2017 NiO-
YSZ

YSZ LSM H2 800 0.90 10,800

[44] 2008 NiO-
YSZ

YSZ LSCF-
YSZ

H2 800 0.5 1800

[44] 2008 NiO-
YSZ

YSZ LSCF-
YSZ

H2 800 0.5 1800

[41] 2011 NiO-
YSZ

Nano-
YSZ

LSM H2 500 0.8 13,400
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was fully in contact with the electrode within the gas tight membrane surface with
minimal fuel crossover, contributing to the higher OCVs or measured power
densities.

17.6 Summary

The application of nanomaterial in the SOFC is relatively a new area of research as
measured by the number of peer-reviewed publications. The nanosize electrolyte
enables the operational FC to output higher OCVs when compared with electrolyte
and electrodes fabricated using micron-sized particles. The production of an
MT-SOFC by phase inversion technique has a number of advantages such as
lower production costs, fabrication time, and anode-to-anode fabrication consis-
tency. The single-step fabrication procedure to generate hollow fiber (HF) by simul-
taneously employing anode and electrolyte suspensions to be able to reduce the
sintering steps as advantages that non-expert technicians can be tasked to produce
batches that are more reproducible, which in turn will lower overall production costs
and facilitate mass commercialization of SOFC for stationary energy applications.
The MT-SOFC was able to produce high power densities which increase the
likelihood of its adaptation as a future renewable energy device. Although the
introduction of nanoparticles in producing hollow fiber, as electrodes within the
MT-SOFC, has advantages, the actual instrument and experimental optimum param-
eters to generate materials with the “correct” pore density, volume, and material
fingerlike homogeneity are not fully documented in the literature and need to be
empirically defined shown in Fig. 17.7.

The nanomaterial-based electrolyte is likely to enable the power densities of
SOFC to exceed current values, which are based on bulk materials if the fabrication

Fig. 17.7 Reconstructed 3D
pore, CGO, and nickel (three
different colors) within a
10 � 12 � 6 μm cube of a
Ni-CGO anode for SOFC
after prolonged operation by
FIB tomography and
sectioning (Fig. 17.3a from
Zekri et al., with permission.
License #
4152530719706 [45]
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parameters can be determined. With the nano-electrolyte, the sintering temperature
could be reduced, enabling higher densification to be reached, that in turn enables
higher power densities to be attained, although there is no linear correlation between
material densification and power density, although both increase relative to each
other. The incorporation of nanoparticles also increases the oxygen lattice within the
anode, which in turn assists the transport of oxygen ions. This causes the reaction
rate to increase with sufficient oxidant and is not the rate-limiting step in overall FC
performance. The lowering of the operating temperature also reduces thermal
stresses within the fabricated material and prolongs its operational life.

Overall, the addition of nanoparticles to the electrolyte or electrode enables
higher power densities to be reached, if the fabrication process can be optimized
and sintering temperatures lowered. The added nanoparticles must also be compat-
ible with the materials used in the membrane and electrodes as well as facilitate
charge transport to increased FC operational performance. The use of nanoparticle as
components for electrolyte has been demonstrated to increase the FC performance
by �3 when compared with FC operating with micron-sized electrolytes. When the
nanosize electrolytes are combined with the MT-SOFC, their improved cell design
and increased robustness of the electrolyte can synergistically combine to further
increase OCVand FC operability, although technical challenges remain in respect to
material computability, optimal fabrication parameters, and charge carrier efficacy.
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Abstract
The global demand for electricity has gradually increased to 20,000 TWh in
2016 at approximately 2% per decade. The top four resources to generate
electricity are coal, natural gas, nuclear, and renewables. In the USA, natural
gas has displaced coal as the primary source for the generation of electricity. In
the transport sector, fossil fuels dominate. The two major drawbacks of using
fossil fuels for energy and transport are the harmful emission of oxides of carbon,
nitrogen, and sulfur and the limited availability of these resources if measured in
centuries rather than years. To offset these short- and long-term problems,
researchers have proposed the development of fuel cells (FCs) as a potential
solution. The FCs convert fuels (such as hydrogen) into water and electricity with
zero or near-zero emission of harmful gases. Hydrogen is generated using either
water splitting or steam reformation of methane, coal gasification, or from
methanol. The above alternative solutions require chemical and electrical energy
and are not necessarily carbon dioxide neutral. To improve the efficiency and
lower the cost of the fuel cell stack, researchers have focused on replacement of
platinum anode/cathodes with other non-precious metals. Their potential toxicity
and interactions with the environment, animals, and people have received little
attention, unlike our understanding of the toxicity of gasoline volatiles, particu-
late matter, and organic residues. In this study, we evaluated the potential
biological effects using core-shelled Fe3O4 magnetic nanoparticles (MNPs) as
an example. The toxicity results indicate that electrocatalyst with appropriate
structural support may be biologically benign. The toxicity of these catalysts may
be an issue in the near future since the number of electric and hydrogen-powered
automobiles with fuel cells is expected to increase. This increased utilization will
lower consumption of fossil fuels, as well as emission of greenhouses gases, but
will increase a secondary risk of the effects of these electrocatalysts. Our results
demonstrate the minimization of oxidative stress and cellular damage if encap-
sulated with natural product extracts.

18.1 Introduction

The world’s energy demand over the last decade has increased approximately by 2%,
although this slowed down in 2015, the lowest increase since 1998 (and the 2009
recession) [1]. In large part, increases in the demand for energy in the USA, Europe
and particularly China were lower than expected, although China still recorded the
largest increment in primary energy consumption, maintaining its dominant position
for a 15th consecutive year [2]. The dip in primary energy usage also impacted fossil
fuel prices [3]. The price of crude oil was the lowest since 1986 and natural gas since
1999, while coal prices also dropped for a fourth consecutive year since 2014 [4].
Global renewable consumption continued to rise to under 3% and accounted for
more than 210 TWh of electricity with China and Germany using the most energy
from renewables [2]. China also overtook Germany and the USA to become the
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dominant producer of electricity from solar sources [5]. The energy production by a
source within the USA is summarized in Fig. 18.1 [6].

While there has been a slight drop in energy consumption, the overall trajectory is
the energy demands are increasing, with natural gas (37%) overtaking coal (34%) as
the primary source of energy for the generation of electricity in 2016. This is the
reverse of the usual energy mix, for example, in 2007 natural gas accounted for 25%
of the total electricity generated, while coal accounts for 46%, respectively [6]. The
decline in coal usage is in part due to lower natural gas prices and more demand for
“cleaner” energy sources [7]. The gasoline in the transport sector remains dominant,
approximately 19.6 million barrels/day in 2016 of which 13 million barrels are used
[8]. It is anticipated that improved efficiency in miles-per-gallon automobiles will
reduce overall demand [9]. Although gasoline and diesel usage in light trucks and
compact cars are anticipated to decrease, their aggregate use toward carbon dioxide
(CO2) emissions and biologically harmful by-products is likely to increase until
electric or hybrid including fuel cell-powered automobiles become dominant [10].

18.1.1 Historical Overview

The internal combustion engine displaced the steam engine as the central “driving
engine” in industry and leisure at the turn of the century when a significant
percentage of the population could utilize these “horseless carriages” [11]. The
ecological and toxicological impact of diesel was evaluated much later. Since diesel
fuel is distilled at a higher temperature (<390 �C), the distillate contains longer
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aliphatic carbons (<9–28 carbons), polycyclic aromatic hydrocarbons (PAHs), and
sulfur (0.5 wt%) [12]. The final composition is highly dependent upon feedstock,
extraction site, and additive inclusion. During ignition, PAHs are formed due to
combustion of oil in the crankcase, or engine oil, or from the exhaust [13]. The
incomplete combustion also yields particulate matter to be released with the ten-
dency to be modified once in the atmosphere [14]. Factors which promote soot
formation are engine load, the timing of the injection, cold start, and fuel-to-air ratio
[15]. At very high temperatures (~2300 �C), reactive oxygen and nitrogen species
are generated [16]. Exposure to diesel exhaust has a number of effects [17] in the
environment, human health, and ecology. The physical effects, such as irritation to
eyes, nose, and throat, resulted from diesel vapor, or oxides in the exhaust gas from
nitrogen oxides (NOx) or sulfur dioxide (SO2). Both types of oxides can form mild
acidic solutions in lungs and organs with moisture, for example, eyes, lips, tongues,
and internal organs [18]. The biochemical effects are the interaction of carbon
monoxide (due to incomplete combustion) with hemoglobin.

At higher temperatures in the engine block, PAHs and soot are produced, causing
mutagenesis effects through interactions with deoxyribonucleic acid (DNA), cell
damage through increased adduct formation [19], stimulated tumor formation
through cell proliferation, and reduced particulate matter (PM) clearance through
reactive oxygen species (ROS) formation [20]. In addition to the mechanical dam-
age, soot elicits biochemical stress due to the release of adsorbed organics from its
surface. PAHs undergo transformation into methyl-, nitro- and oxygenated deriva-
tives that in turn are carcinogenic [21]. These previous studies have relevance to the
current proliferation of fuel cell-based vehicles that utilize compressed hydrogen gas
as a fuel [22]. These cars do not generate any CO2 emissions; however, the biological
impact remains to be evaluated on the electrocatalysts, such as platinum and/or
non-platinum, to better qualify their end-of-life fate [23].

18.1.2 Fuel Cell Electrocatalyst

Platinum-based electrodes are used at the anode and cathode in proton exchange
membrane fuel cells (PEMFCs) in which hydrogen is converted to water, while elec-
tricity generated, summarized in Eqs. 18.1, 18.2, 18.3, and 18.4 [24]:

Hydrogen gð Þ þ 2ē ! H2O lð Þ þ electricity at 1:23V (18:1)

Anode : 2H2 gð Þ ! 4Hþ aqð Þ þ 4ē (18:2)

Cathode : O2 gð Þ þ 4Hþ aqð Þ þ 4ē ! 2H2O lð Þ (18:3)

Overall : 2H2 gð ÞþO2 gð Þ ! 2H2O lð Þ (18:4)

The hydrogen may be obtained from methane (Eqs. 18.5, 18.6, and 18.7) or
methanol (Eqs. 18.8 and 18.9) or coal (Eqs. 18.10 and 18.11). Assuming that coal
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contains negligible sulfur or nitrogen, the by-products are xCO + (x � z + y/2)H2

and (x)CO2 + (2x � z + y/2)H2 (Dou et al. 2014):

CH4 gð Þ þ H2O gð Þ ! 3H2 gð Þ þ CO gð Þ,ΔH� ¼ þ210 kJ=mol (18:5)

CO gð Þ þ H2O gð Þ ! H2 gð Þ þ CO2 gð Þ, DH� ¼ �42 kJ=mol (18:6)

Overall : CH4 gð Þ þ 2H2O gð Þ ! 4H2 gð Þ þ CO2 gð Þ (18:7)

CH3OH gð Þ þ H2O gð Þ ! CO2 gð Þ þ 3H2 gð Þ,ΔH� ¼ þ49:2 kJ=mol (18:8)

CH3OH lð Þ ! CO gð Þ þ 2H2 gð Þ,ΔH� ¼ þ90:7 kJ=mol (18:9)

CxHvOzNuSv þ x� zð ÞH2O ! xCOþ x� zþ y=2ð ÞH2

þ u� z=2ð Þ NOþ v� z=2ð ÞSO2 (18:10)

CxHvOzNuSv þ 2x� zð ÞH2O ! xCOþ xð ÞCO2 þ 2x� zþ y=2ð ÞH2

þ u� zð ÞNO2 þ v� zð ÞSO3 (18:11)

The platinum (Pt) resource is limited to meet projected demands, therefore
necessitates the development of non-precious alternates or decreased use of Pt
[25]. The aim is to reduce Pt loading in membrane electrode assemblies to 150 mg
cm�2 without degradation in measured power densities [26]. A literature survey
indicates a broad range of Pt loading between 0.05 and 0.15 mWmg Pt�1 [27]. The
hydrogen reduction reaction (HOR) at anode is facile [28]. More research has
focused on Pt loading with other metals such as ruthenium (Ru) [29], tungsten
(W) [30], tin (Sn) [31], cobalt (Co) [32], iridium (Ir) [33], manganese (Mn) [34],
or composites [35]. Platinum is also the metal of choice for the oxygen reduction
reaction (ORR) which is the rate-determining step in PEMFC performance [36]. This
is a four-electron process mechanism with the intermediates share the electrode Pt
oxide or hydroxide surface [37]. In direct methanol fuel cells, the Pt loading is higher
than in PEMFCs with a focus on cobalt (Co) [38], nickel (Ni) [39], and iron (Fe) [40]
as possible Pt replacements. In addition, other approaches use structured carbon
supports such as Pd/titania nanotubes [41] or inner transition metal oxides such as
ceria [42]. The hydrogen-to-carbon ratio, energy-per-gram, and amount of carbon
dioxide released are summarized in Table 18.1 [43].

In the absence of compressed hydrogen, methanol (Eqs. 18.12, 18.13, and 18.14)
and ethanol (Eqs. 18.15, 18.16, and 18.17) are the other common fuels. Their
corresponding electrode redox reactions would be [44]

Anode : CH3OH lð Þ þ H2O lð Þ ! CO2 gð Þ þ 6Hþ þ 6ē (18:12)

Cathode : 3=2O2 þ 6Hþ þ 6ē ! 3H2O (18:13)

Overall : CH3OH lð Þ þ 3=2 O2 gð Þ ! CO2 gð Þ þ 2H2O lð Þ (18:14)
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Anode : C2H5OH lð Þ þ 3H2O lð Þ ! 2CO2 gð Þ þ 12 Hþ þ 12ē (18:15)

Cathode : 3O2 gð Þ þ 12Hþ aqð Þ þ 12ē ! 6H2O lð Þ (18:16)

Overall : C2H5OH lð Þ þ 3O2 gð Þ ! 2CO2 gð Þ þ 3 H2O lð Þ (18:17)

The number of electrons involved in a redox reaction is related to theoretical
energy capacity of the fuel cell, and the energy conversion efficiency is close to 90%.
The specific energy (ESE) is proportional to the number of electrons (n) and cell
potential (E�) and is inversely proportional to the molar mass of the fuel (MW) as
nE�/MW summarized in Table 18.2 [46].

18.1.3 General Comments About Toxicity

The above fuels are by definition highly flammable and asphyxiate (for compressed
gases). Methanol is a poison while ethanol is an irritant [47]. With respect to the
fuels, the most optimal fuel is hydrogen in terms of its high energy density and low
toxicity [48]. The problem as described in Eqs. 18.5, 18.6, 18.7, 18.8, 18.9, 18.10,
and 18.11 is that hydrogen is difficult to extract from precursor materials that require
energy and generates carbon monoxide (a biological and fuel cell poison) and carbon
dioxide, which is a greenhouse gas and also contributes to global warming [49].

Table 18.1 The energy content and physical properties of common fuels [43]

Fuel
H/C
ratio

Energy
(kJ/g)

CO2 released
(mol/MJ)

Density at 20 �C
(g/mL)

Hydrogen 0 120 0 0.000089 at 0 �C
Methanol 4 20.0 1.2 0.79

Ethanol 3 27.3 1.6 0.79

Natural gas
(CH4)

4 51.6 1.2 0.72 at 15 �C

Petroleum
(octane)

2.25 43.6 1.6 0.737 at 15.5 �C

Coal <1 39.3 2.0 833 kg/m3 (bulk)

Table 18.2 Energy and electrochemical properties of common fuels

Fuel
MW
(g/mol) n (ē) n/MW (ēmol/g) E� (V)

ESP

(MJ/kg) η (%)

Hydrogen 2.01 2 0.995 1.23 142 83

Methane 16.00 8 0.5 1.03 55.5 60

Methanol 32.04 6 0.187 1.21 19.7 97

Ethanol 46.07 12 0.260 1.15 26.4 97

Gasoline (octane) 114.22 6 0.05 18.07a 46.4 20

1 MJ � 0.28 kWh � 0.37 HPh
aE

�
= � ΔG

�
/nF, where F= 96,485 A�s/mol, n is the number of electrons involved, and ΔG� is the

Gibbs free energy of the redox reaction (kJ/mol) [45]
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The most practicable method of hydrogen storage is through compression that
introduces other engineering and safety factors to be considered. In addition, since
the volumetric compression ratio and density is different to compressed natural gas,
a separate distribution and storage network must be created [50].

While the hazards of gasoline and hydrocarbons are better known, the potential
biological effects of nanomaterials used in fuel cells are less known. Iron or
lanthanide oxides, such as cerium oxide (CeO2) nanomaterials, have been used in
solar cells [51] and fuel cells [52] and were evaluated to determine potential toxicity
in both microorganism and human cells in vitro [53].

18.2 Experimental Procedure

Experimental procedures include extraction of medicinal plant and formation of
magnetic nanoparticles using metal cations, such as Fe2+ and Fe3+. In this study, an
aqueous solution of starting materials was used to produce magnetic nanoparticles
(MNPs). The medicinal product extracts will be used to functionalize the MNPs. The
medicinal product extracts contain various fatty acids, carbohydrates, saponins,
flavonols, and various proteins. The chemicals of FeCl2 � 6H2O were used as a Fe2+

source and Fe(NO3)3 as a Fe
3+ source, respectively. Gum arabic was introduced as a

dispersing agent to prevent particle agglomeration. Chlorophytum borivilianum and
Hygrophila auriculata are the two traditional drugs which have various medicinal
uses [54]. Hygrophila auriculata belongs to genus Hygrophila, while Chlorophytum
borivilianum belongs to genus Chlorophytum [55] with known medical properties
[56]. Seeds from these plants are obtained, cleaned, and extracted using distilled
water. The extraction of this natural product was carried out over 8 h.

18.2.1 Extraction of Natural Products

In the medicinal plant, there contain a significant amount of fatty acids and saponin,
which contain both hydrophilic and hydrophobic groups permeable through the cell
membrane. These amphiphilic groups will enhance the biocompatibility of MNPs
with biological fluids. The active chemicals’ different molecular percentages were
used to functionalize the MNPs [57].

18.2.2 Synthesis of Magnetic Nanoparticles

Iron oxide MNPs were synthesized using a sol-gel method under ambient conditions.
Initially, 0.5 g of gum arabic was dissolved in 100 mL distilled water and stirred using
a mechanical agitation until it becomes a homogenous solution. Two startingmaterials,
FeCl2 � 6H2O (0.5 M) and Fe(NO3)3 (0.5 M) as Fe2+ and Fe3+ precursors, were
dissolved in 25 mL of distilled water, respectively. As Fe2+ cations are easily oxidized,
the inert gas N2 was introduced to protect from oxidation. Five different formulations
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of Fe3O4 MNPs were generated for structural and biological evaluation. The crystal-
line and morphological structures were studied using X-ray powder diffraction and
electron microscopy [59]. The toxicity against human cells (retinal pigment epithelium
(RPE)) was evaluated using an in vitro bioassay for NO and ROS.

The chemical reactions to produceMNPswere shown in equation (Eqs. 18.18, 18.19,
18.20, 18.21, and 18.22) [58], and the overall reaction is represented by Eq. 18.22:

Fe3þ aqð Þ þ 3OH� aqð Þ ! Fe OHð Þ3 sð Þ (18:18)

Fe OHð Þ3 sð Þ ! FeOOH sð Þ þ H2O lð Þ (18:19)

Fe2þ aqð Þ þ 2OH� aqð Þ ! Fe OHð Þ2 sð Þ (18:20)

2FeOOH sð Þ þ Fe OHð Þ2 sð Þ ! Fe3O4 sð Þ þ 2H2O lð Þ (18:21)

Fe2þ aqð Þ þ 2Fe3þ aqð Þþ8OH� aqð Þ ! Fe3O4 sð Þ þ 4H2O lð Þ (18:22)

18.2.3 Structural Characterization

The Quanta 600 FEG is a field emission scanning electron microscope capable of
generating and collecting high-resolution and low-vacuum images. It is equipped with
an x-y-z tilt-rotate stage in which x and y with 150 mm and z with 65 mm. Field
emission gun along with Schottky emitter source bearing voltage 10 kV and a beam
current of >226 μA. The pressures of the chamber and gun were controlled at
4.58 � 10�5 torr and 2.81 � 10�9 torr, respectively. SEM determines morphology
and particle size distribution of prepared MNPs. The resolution is measured as gold
particle separation on a carbon substrate [60]. Scanning transmission electron micro-
scope (FEI Tecnai G2 F20) was used to evaluate the morphology and crystalline phase
of Fe3O4 MNPs. This utilizes ZrO2/W (100) Schottky Field emitter (FEG) with a
resolution of 0.27 nm and information limit of 0.16 nm. The FEI Tecnai produces better
coherence and higher brightness. In scanning transmission electron microscope
(STEM) mode, high current is delivered to a fine probe with which microanalysis
along with sub-nanometer spatial resolution is accessed [61]. The TEM was equipped
with X-ray energy dispersive spectrometer (EDS) capabilities to obtain an elemental
composition of MNPs. The instrument was operated in the TEM mode to obtain the
high-resolution images and a high-angle angular dark-field (HAADF) detector. A probe
size of 1 nm was used for EDS and STEM, at 150 mm camera length for the HAADF
detector to collect for Rutherford scattered electrons. The gun and chamber vacuum
were controlled at 3.5 � 10�5 Torr and 3.0 � 10�9 Torr for high resolution. Three-
dimensional lattice structure and d-spacing of magnetic nanoparticles (MNPs) can be
obtained using Bruker D8 Advance X-ray powder diffraction. X-rays generated in this
process will not damage the powdered sample and can be used to map the major
transition and main block elements which have the same wavelength. The scan range
varied from 20 to 90� with a scanning rate at 2�/min. The voltage and current were
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controlled at 40 kVand 44 mA [62]. Ultraviolet-visible (UV-Vis) spectroscopy is used
to test the formed Fe3O4 magnetic nanoparticle absorbance. MNPs are tested with
Beckman Coulter DU 800 UV-VIS Spectrophotometer using quartz cuvette; the
wavelength ranges from 200 to 800 nm. Initially, distilled water is used as blank and
sample is scanned later on. Here D1 lamp used is deuterium and D2 lamp as tungsten.
The intensity was controlled at 0.6 under ambient temperatures [63].

18.2.4 Toxicological Evaluation of Magnetic Nanoparticles

Immortalized human hTERT retinal pigmented epithelium (RPE) whole cells (WCs)
[64] were grown in the dark (-RL) until confluent and then incubated with phosphate
buffered saline (PBS) [65] orMNPs. The level of nitric oxide (NO)was measured as an
indicator of cellular toxicity. This cellular signaling molecule is important for vascular
tone, insulin secretion, airway tone, angiogenesis, neural development, and peristalsis.
Chemical treatments using six cofactors (to be stated below) and MNPs were carried
out to detect the cell viability. These WC-RL cells without treatment were used as a
control. Cells were also treated using sodium nitrite (NaNO2, NIT) as a generator for
NO production and superoxide formation. Sodium nitroprusside (Na2[Fe(CN)5NO],
NitroP) was used as another control due to its slowNO release. The 7-ethyl-10-hydroxy
camptothecin (SN-38, C22H20N2O5) was used to induce chemical stress and DNA
fragmentation through inhibition of topoisomerase-1. The dithranol (C14H10O3, DIT),
known as a reducing agent, was used to lower the oxidative stress of cells. An oxidizing
agent, hydrogen peroxide (H2O2, HP), was to enhance oxidative stress and promote cell
death. An irreversible inhibitor of cytochrome c oxidase, sodium cyanide (NaCN, CN),
was used to determine whether the oxidative stress occurred in the mitochondria. The
toxicology of Fe3O4MNPswas evaluated byNO release and/or absorptionmeasured in
whole RPE WCs with a number of cofactors mentioned above.

18.2.5 Measurement of Reactive Oxygen Species (ROS)

Dichlorofluorescein derivative dye in non-fluorescent until the acetate groups are
removed by intracellular esterases and oxidation occurs within the cells [66]. This
study provides a complementary indicator of oxidative stress to the measurement of
NO.

18.3 Results and Discussions

18.3.1 Structural Evaluations of MNPs

The scanning electron microscopic data (Fig. 18.2a, b) indicated that the pseudo-
spherical particles were formed and the grain size was averaged at 25 μm. It was
found that Fe2+ oxidation was prevented by addition of medicinal plant extracts.
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Meanwhile, the agglomeration of MNPs occurred due to the high surface tension.
The energy dispersive spectroscopy (EDS) equipped with this SEM provided infor-
mation on the elemental composition (Fig. 18.2c). It was found that the Fe principle
emission occurred at ka1: 6.425 keV [67].

The transmission electron microscopic analyses (Fig. 18.3a) indicated that the
size of pure Fe3O4 MNPs was averaged at 6.5 nm. The uniformity of the MNPs was
found controlled well using natural product extracts as a dispersing agent. The ring
pattern depicted highly crystalline MNPs were obtained using a feasible
wet-chemistry method under moderate synthesis conditions. The crystalline phase
was found to be in agreement with the X-ray powder diffraction data (discussed in
the next section).

Fig. 18.2 Scanning electron micrographs of core-shelled Fe3O4 magnetic nanoparticles prepared
by sol-gel method, (a) the spherical Fe3O4 particles; (b) a different spot of the Fe3O4 MNPs; and (c)
the EDS analysis of the Fe3O4 MNPs, showing the principle emission of Fe element
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Upon functionalization using medicinal extract (Hygrophila auriculata), the
core-shelled structure (Fig. 18.3b) was clearly detected [68]. The core is composed
of Fe3O4 MNPs based on the EDS elemental composition analysis. The shell
composed of medicinal extract provides protection of MNPs from agglomeration
and increases bioavailability for RPE cells. The tunability of the size, shape, and
composition of MNPs enables the precise control of their cellular uptake.

The X-ray powder diffraction results (Fig. 18.4) indicated that the inverse spinel
crystalline phase for the MNPs was formed. The results were well-indexed with the
standard Fe3O4 powders (PDF 65-3107, a ¼ 8:3905Å, α = 90�). The series of
characteristic peaks at different diffraction angles are corresponding to the Miller
indices as indicated in the XRD patterns [69]. It was found that the functionalization
using the medicinal extract has no effect on the crystalline phase; however, the
crystallinity was subject to decrease. The heat treatment to obtain the MNPs showed
an increase in temperature essentially results in the increase in crystallinity [70].

Ultraviolet-visible (UV-Vis) spectroscopic analyses of core-shelled Fe3O4 MNMs
were carried out using Beckman Coulter DU 800. The results indicated that the
plasmon of linoleic acid occurs at approximately 290 nm [71]. This linoleic acid is
one of the major chemical constituents from the Hygrophila auriculata and
Chlorophytum borivilianum, respectively. The absorbance at 290 nm resulted from
the electrons, which were excited from nonbonding (n) to anti-π bonding (π�)

Fig. 18.3 Transmission electron micrographs of core-shelled Fe3O4 magnetic nanoparticles pre-
pared by sol-gel method, (a) pure Fe3O4 MNPs and (b) core-shelled Fe3O4 MNPs and the insert
showing formation of core-shelled structure
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orbitals. In this MNP core-shelled structure, the adsorption of Fe3O4 MNMs was not
detected, indicating the full coating of the Fe3O4 core by the active chemicals
extracted from natural products [72]. Both medicinal extracts as shells showed
similar functions under UV-Vis characterization (Fig. 18.5a, b).

DeltaNu Advantage 200 A was used to collect Raman spectra under ambient
conditions (Fig. 18.6). The results of core-shelled Fe3O4 MNPs indicated that [73]
vibration of Fe-O bond occurred at 582–640 cm�1. The Raman spectra of two
medicinal plants (Hygrophila auriculata and Chlorophytum borivilianum) showed
the different vibrational modes from the functional groups between the shell and core
(Table 18.3). The OH in-plane stretching mode was found to occur at the
wavenumber of 640 cm�1. At wavenumber of 1481 cm�1, the O-H bending [74]
was observed, and at the wavenumber of 3195 cm�1, the asymmetrical mode of O-H
was detected. These results demonstrated that the Fe3O4 core was completed encap-
sulated by the medicinal extract without any shell defects.

18.3.2 Toxicological Evaluations of MNPs

The RPE cells incubated at 37 �C in the dark were measured using NO fluorescence
at a wavelength of 562 nm. The % fluorescence change of NO or ROS of the
no-cofactor control was used as a baseline to determine potential toxicity [75].
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The high fluorescence of NO after addition of sodium nitrite (NIT) validates the
bioassay design [76]. The data indicates that both SN-38 and hydrogen peroxide
(HP) inhibit cell division, further cause cell death due to the ROS production, resulting
in lower NO fluorescence [77]. Three cofactors, NIT, SN-38, and HP, were found to
promote rapid cell death at threshold concentrations. In particular, it was observed that
cells can be damaged within 30 min using NIT as an external fast NO-releasing
cofactor. On the other hand, the damage was less severe using slow NO-releasing
cofactors. Our study showed NitroP released NO slowly, suggesting low NO levels
may trigger cell death [78]. The RPE cells showed the cellular stress within 10 h after
addition of NitroP, implying a different biochemical pathway. It was hypothesized that
the generation of ROS is one of themajor reasons causing cell death. This generation of
ROS can be minimized if the NO generation is controlled in a specific concentration
window (100–1000 μmol), depending on cell density, age, and type. If dithranol is
added into RPE cells, the NO production increased slightly, suggesting the creation of a
reducing environment to assist with cell recovery from oxidative damage. This obser-
vation confirms that one of the modes of cellular damage is the oxidizing environment.

To evaluate the toxicity of different formations of Fe3O4 MNPs toward RPE cells,
we employed the same procedure as mentioned above. Toxicity data indicated all
MNPs exhibited similar NO profiles to those of control cells, indicating the core-
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shelled Fe3O4 MNPs (100 ppm) are not toxic. It was observed that MNPs encapsu-
lated with Chlorophytum borivilianum aqueous extract at 100 �C promoted cell
proliferation. This proliferation was enhanced due to the elevation of the cell NO
compared with the control [79]. When red seeds of Hygrophila auriculata (RS) were
used as an aqueous extract, the extraction temperature appears to influence cell
proliferation. It was found that MNPs synthesized at two extraction temperatures
at 60 and 100 �C were nontoxic, since cell NO level was similar to that of control.
However, MNPs with extracts at room temperature (RT) or 65 �C appear to be
slightly cytotoxic since NO levels decreased at least by one-third compared with the
control (Fig. 18.7). It was reasonable to conclude that Fe3O4 MNPs acted as an
oxidizing agent unless they were fully encapsulated. The degree of capsulation
appears to be dependent on the extraction and reaction temperatures.
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Table 18.3 A summary
of the functional groups
of core-shelled Fe3O4

MNPs using Raman
analyses

Wavelength (cm�1) Vibrational mode

640 cm�1 Fe-O stretching vibration

1500 cm�1 C=O stretching vibration

1660 cm�1 C=C stretching vibration

1900 cm�1 Symmetric C=C

1750 cm�1 O-H bending vibration
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Reactive oxygen species (ROS) are mostly generated during the energy produc-
tion from electron transport chain, due to the ionizing radiation interaction and by
some enzymes like neutrophils. The generated ROS will react with hydrogen and
forms peroxide radical (HOO�), which is much more reactive than hydroxyl radical
(HO�) and can cause greater damage to the cell than HO�-based ROS [80]. In our
study, the fluorescent compound 5-(and-6)-carboxy-20,70-dichlorofluorescein
diacetate (C29H17Cl2NO11), a succinimidyl ester, was used to measure the oxidative
stress in RPE cells. This ester is colorless and non-fluorescent under ambient
conditions but becomes brightly green fluorescent once it is hydrolyzed by intracel-
lular esterases. The fluorescence change can be used as a gauge to estimate the
cellular health. Fluorescence obtained from ROS data indicated an enhancement to
160% from 100% (control) by HP. When compared to control, the generated ROS
will not damage the cells to the maximum extent (Fig. 18.8) but may cause damage
to the oxidizing environment after a wide time window (30 min to 48 h, accord-
ingly). This delay of cell death may be due to the passive diffusion of oxidizing
species into cells through the membrane. This diffusion will lead to a covalent
modification of intracellular proteins, resulting in a long-term cell labeling and
loss of protein catalysis. Further, a loss of enzyme function can result in an eventual
cell death at the later time than the initial oxidization.

Calcein acetoxymethyl ester (C46H46N2O23, calcein AM), a non-fluorescent,
converts to the strongly green fluorescent calcein when it is hydrolyzed by intracel-
lular esterases in live cells [81]. This cell permeable compound is widely used to
determine cell viability since its fluorescence intensity is proportional to the number
of live cells. Measurement of live cells using calcein AM dye showed less number of
viable cells at 10 min when the Hygrophila auriculata encapsulated Fe3O4 MNPs
were tested. The fluorescence was found to be increased after incubation for 30 min,
indicating an increase in viable cells. This proves that Hygrophila auriculata
extracted at room temperature is not toxic to the cells (Fig. 18.9) although MNPs
did generate high NO levels. It is hypothesized that the Hygrophila auriculata shell
is not complete and exposed surface of Fe3O4 MNPs was used to generate ROS,
which led to an increase in intercellular NO levels.

18.4 End-of-Life Safety Implication

Safety concerns with engineered catalysts for human health in vitro (TOX) were
summarized in the toxicological section. The environmental life cycle assessment
(LCA) and risk assessment (RA) were summarized in Table 18.4. The life cycle
assessment is a comprehensive study of the potential impact on human health
through degradation of the materials or transformation of natural matrices. The RA
is a set of procedures established to estimate if a specific material or exposure to this
material can cause adverse health or environmental effects. The comparison of these
two studies provides guidelines for risk management of severity and probability of
nanomaterial toxicity.
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Fig. 18.8 The bioassay of reactive oxygen species (ROS) from RPE cells after introduction of
standard drug and the core-shelled Fe3O4 MNPs under different temperatures: (a) the bioassay of
ROS within 10 min and (b) the bioassay of reactive oxygen species within 30 min
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Fig. 18.9 The calcein live assay from RPE cells after introduction of standard drug and the core-
shelled Fe3O4 MNPs under different temperatures: (a) the calcein live assay within 10 min and (b)
the calcein live assay within 30 min
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The combined LCA and RA approach should be structured to include information
on impact but also on decision making on how the life cycle is defined [84]. Using
particulate matter as a classical pollutant, the LCA component has a focus on product or
processes, while RA component focus is on emissions and toxicity. The problem with

Table 18.4 The relationships between LCA and RA

Life cycle assessment (LCA) Risk assessment (RA)

Standard operating procedure to assess the
impact on environment and health [82].
This is broken down into ten steps

Standard operating procedure to reduce risk of
exposure to humans or transformation of
environmental matrices [83]

Life cycle identification Identify each cycle and associated toxicity

Material identification Initial hazards of materials, even ones that are
encased

Qualitative exposure assessment A dose response of the major nanomaterials on
target cells such as nerve, skin, kidney, and
liver cells

Identification of exposure potential at each life
cycle stage

The use of derivatives that can be modified
during the life cycle, such as Fe to Fe-OH for
metal catalysts as an example of the type of
analysis

Evaluation of nonhuman toxicities The toxicity to fish, birds, and grasses should
be examined, and materials that are disposed of
in land fills should also be examined

Analysis of risk potential The short-term (acute) and long-term (chronic)
toxicity should be modeled

Identification of uncertainty and risk groups The range at which these materials show acute
toxicity should be modeled first including
thresholds at which toxicity is measured and
possible chronic effects such as low doses over
prolonged time may be toxic, even though a
single dose may not be toxic

Development of risk management strategies What biomarkers are indicative of stress across
cell lines, or different organisms need to be
established

Gathering of information on materials and their
end-fate

Severity versus probability rating, the severity
is from low, medium, high, and very high
reaction or response, and probability is
extremely unlikely, less likely, and likely to
probable

Review and modify LCA based on whether
predicted RAs match measured RAs

The toxicity of a material should take into
account material surface chemistries, shape,
diameter, and solubility from which
carcinogenicity, mutagenicity, dermal or
reproductive toxicity is obtained. A dose-
response relationship to acute and chronic
conditions should also be determined and
modeled
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the classical approach is the RA has a focus on a single chemical, whereas fuel cell
nanomaterials as shown in the toxicology section generatemultiple of bioactive species
[85] that can cause cellular stress and toxicity. Lastly, LCAs tend to cover a large array
of environmental impact parameters, while RA covers toxicity. Therefore, the danger in
disposal of nanomaterials used in fuel cells is greater scope than the limited danger
using particulate matters (PM) [86]. By adjustment of the LCA approach, the model
accuracy can be improved through incorporation of the functional units used to
calculate exposure limits [87]. A similar method can be used to determine the toxicity
if the functional unit is treated in an analogousmanner to the assessment of the PM. The
RA framework is broken down and simplified to that used determinate toxicity for bulk
chemicals. A four-step procedure (Table 18.4) is adopted to model the risks associated
with the functional units, (1) hazard identification, (2) dose-response relationships,
(3) exposure assessment, and (4) risk characterization [88]. The hazard identification
step is necessary to better understand the physicochemical properties of functional units
and their biological interactions. The dose response is required to understand a quan-
titative estimation of chemical concentrations, which have health effects under both
acute and chronic exposure scenarios. Exposure assessment is applied to the model for
actually measured toxicity data to generate the predictive environmental concentration
(PEC) threshold for specific scenarios. These three aspects are used to provide a risk
characterization, ultimately generating a risk quotient that can be measured from
predictive to actual conditions.

Our RA analyses indicated the Fe-based magnetic nanoparticles (MNPs) are toxic
at 100 ppm thought in vitro measurement of reactive oxygen species (ROS) in retinal
pigmented epithelium (RPE) cells, which was minimized through encapsulation of
MNPs by Hygrophila auriculata and Chlorophytum borivilianum by measurement
of nitric oxide (NO). The size of MNPs was controlled around 6.5 nm, and their
toxicity was mediated through COO-Fe catalyzed ROS as determined by FT-IR
(1430 cm�1). The effect of ROS on RPE was deoxyribonucleic acid degradation that
was similar to one of the cofactors, SN-38. A literature survey indicates few studies
that link RA and LCAs, which is required to generate meaningful scenarios for
hazard, exposure assessments and toxicity impact in the environments. The current
inventory lacks data on the effect of nanomaterials indoors and outdoors. There are
few studies on the toxicity of the emissions into atmosphere or penetration into the
soil and subsurface water table. The lack of empirical data limits our understanding
of nanoparticle release into the soil and production of secondary species (such as
Fe-OOH). The efficiency of local municipalities to remove these nanomaterials
through incineration or filtration is unknown, although it is expected that these
processes will be ineffective or generate more pollutants through aerosolization.
Furthermore, the long-term (chronic) effects of nanoparticles to the water table are
entirely unknown. Lastly, the indirect exposure to humans through drinking of this
contaminated water source poses servers healthcare concerns that presently are
under investigation.
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This chapter is dedicated to Professor Peter J. Derrick who passed away on February 06, 2017,
during the writing of this chapter.

Tributes to Dr. P. Derrick by Dr. Sajid Bashir
Dr. Derrick was my Ph.D. advisor when I was at Warwick University. Dr. Derrick was someone who
not only expected high academic rigor but also high ethical and professional standards. We mourn
his loss deeply and celebrate his life and profession through the publication of peer-reviewed
research. I also mourn the loss of my best friend Rakesh Prajapat whom we shared our childhood
until I left for university. It seems incredible someone so young could not be here. I deeply miss his
loving company and as always excellent counsel. I pass my deepest condolences to Miss Sophie
Prajapat, who will carry out his legacy of being the utmost professional in his work, best friend,
neighbor, and a decent human being. I am proud and privileged to call him “friend.”
Tributes to Dr. P. Derrick by Dr. Jingbo Liu
Dr. Peter J. Derrick was a role model for me although we never and will always inspire me. Based
on Dr. Bashir’s learning trajectory and a strong sense of responsibility, I can envision Dr. Derrick
as a shining star who led his crew to explore the new scientific frontier with the honesty, diligence,
and talent. From Dr. Bashir’s intonation and determination, I sensed clearly the important role
model set by Dr. Derrick, who has been our academic Papa for 20 years. I have experienced three
very sad experiences in my life: the death of my grandparents who raised me up and taught me to be
a nice person, the death of my parents who gave me life and encouraged me to be a strong person,
and the death of Dr. Derrick who guided Dr. Bashir and me through his example. I pray for the
sweet, courageous, and dedicated scholar, mentor, and role model, Dr. Peter Derrick.
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Correction to: Evaluation of Cell Performance
and Durability for Cathode Catalysts
(Platinum Supported on Carbon Blacks or
Conducting Ceramic Nanoparticles) During
Simulated Fuel Cell Vehicle Operation:
Start-Up/Shutdown Cycles and Load Cycles

Makoto Uchida, Katsuyoshi Kakinuma, and Akihiro Iiyama

Correction to:

Chapter 3 in F. Li et al. (eds.), Nanostructured Materials for
Next-Generation Energy Storage and Conversion,
https://doi.org/10.1007/978-3-662-56364-9_3

The original version of this chapter unfortunately contained mistakes in the figure
captions of Fig. 3.7, Fig. 3.9, and Fig. 3.27.

In the figure captions of Fig. 3.7, Fig. 3.9 and Fig. 3.27(d) “(1.0 MPa)” was
incorrectly given instead of “(0.1 MPa)”.

In Fig. 3.7 the reference number [9] was incorrectly given instead of [13].

The corrected figure captions are given in the following:

Fig. 3.7 Cell performance I-E curves for initial (open symbols) and after (filled
symbols) durability testing for c-Pt/CB (○), c-Pt/GCB (Δ), Pt/GCB-HT (□), and
n-Pt/GCB (∇) catalysts at 65 �C, 100% RH with H2 and air (0.1 MPa). MEA: Pt
loading (cathode/anode) 0.5 mg-Pt cm�2, Nafion (NRE212), active electrode-area
29.2 cm2, Japan Automotive Research Institute (JARI) standard cell [13]

The updated online version of the original chapter can be found at
https://doi.org/10.1007/978-3-662-56364-9_3
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Fig. 3.9 Effect of scan rate (0.50 V s�1, 0.10 V s�1, and 0.05 V s�1) for the triangular
wave cycling and lower potential limit (0.8 V, 0.9 V, and 1.0 V) for the square
wave cycling at 80 �C, 100% RH with H2 and N2 (0.1 MPa). MEA: Pt loading
(cathode/anode) 0.5 mg-Pt cm�2, Nafion (NRE212), active electrode-area 29.2 cm2,
JARI standard cell [22]

Fig. 3.27 (a) Normalized ECA changes during the durability evaluations of load
cycles with holding times of OCV/load (0.5 A cm�2) between ca. 0.63 Vand OCVat
80 �C and 100% RH, ◊: 3 s/3 s (A1), ○: 3 s/60 s (A2), □: 60 s/3 s (A3), (b) IR-free
I-E curves before and after the durability evaluations at 80 �C and 100% RH under
H2/air, (c) Normalized ECA changes during the load cycles and the OCV holding at
80 �C and 100% RH, □: OCV/load holding time of 60 s/3 s (A3), △: OCV holding
time of 10,000 min (A4), (d) IR-free I-E curves before and after the load cycles and
OCV holding at 80 �C and 100% RH under H2/air (0.1 MPa), Pt loading (cathode/
anode) 0.1/0.5 mg-Pt cm�2, Nafion (NRE211), active electrode-area 29.2 cm2, JARI
standard cell [59]

The original chapter has been corrected.
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HAXPES, see Hard X-ray photoelectron

spectroscopy
Hazard identification, 536
HCP, see Hexagonal close packing/packed
Heat transfer, 251, 264, 273, 279, 415
Heat treated/treatment (HT), 60, 94, 211, 289,

290, 313, 314
Heptanuclear, 121
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Lowest unoccupied molecular orbital,

349, 350
LSC, see Lanthanum strontium cobaltite
LSCF, see Lanthanum strontium cobalt ferrite
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