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1 Definition of the Topic

This chapter lays out experimental evidence from the field of liquid cell electron
microscopy, related concepts from radiation chemistry, and models explaining
particle growth, diffusion, and electron beam charging during experiments. We
present an overview of main results regarding particle growth, observation of low
contrast systems such as proteins, and operando experiments using nonaqueous
solutions.

2 Overview

Using liquid cell transmission electron microscopy (TEM) stages, in situ observa-
tions of dynamic processes in liquids can be made with (sub)nanometer spatial
resolution. This approach allows for a large variety of experiments to be
implemented; the main reasons being: (1) stages can be used in any TEM and thus
benefit from any specific capability available, and (2) newly designed stages and
microfabricated chips provide an increasing number of stimuli, substrates, and
experiment-control capabilities for the study of liquid phase reactions. To fully
exploit the myriad of experiences that this relatively new technique offers, knowl-
edge on the different effects of the beam on the liquid and how to control them is
needed.

In this chapter we present an overview of the main results obtained regarding
various experiments that are possible in liquid cells and discuss methodologies,
concepts, and best practices related to each of them. We will discuss results on in situ
radiation chemistry–induced growth of metallic particles from solution, methods to
avoid artifacts and damage of low-contrast objects (e.g., proteins), relevant effects
related to the presence of membranes and the use of ionizing radiation during the
experiments, and the use of organic solvents and operando methodologies for
observation of electrochemical processes. Important concepts from radiation chem-
istry and useful models on particles diffusion and electrostatic charging effects are
introduced.

3 Introduction

From the advent of the first transmission electron microscope (TEM) by Ruska and
Knoll in 1931, there has been a sustained interest in using TEM to image hydrated
samples in their native environment. This is not a trivial problem as a high vacuum
must be maintained in the electron microscope. Initially, researchers approached the
problem in two ways [1]: (1) preservation of samples in vitreous ice (i.e., cryo-TEM)
[2, 3] and (2) maintaining liquid water in the sample using either a high humidity
environment via differential pumping [4] or hermetic sealing via thin carbon win-
dows [5]. While the technical challenges associated with achieving high spatial and
energy resolution electron beams, differential pumping, and reliable membrane
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fabrication inhibited early efforts to image samples in liquid water in the TEM,
the advent of microfabrication and micromachining techniques for producing strong
robust thin film membranes and sealed sample cells revitalized an interest in
electron microscopy of liquid samples, now termed liquid cell electron microscopy,
LCEM [6–9].

During a LCEM experiment, the microscope settings can be tuned, thus changing
the incident electron-beam characteristics. Changes in the beam current, irradiation
time (pixel dwell time in scanning TEM (STEM) or exposure time in conventional
TEM), or irradiation area determine the electron dosage delivered. Higher doses can
increase image contrast and signal-to-noise ratio as well as nominal pixel resolution
in STEM, but will also accelerate the breakdown of molecules in the solution via
radiation damage. Changing the electron-beam energy (kV) will ultimately either
produce slower or more rapid recombination of species. The thickness and material
properties of the membranes, especially electrical resistance, will also have impor-
tant consequences that are only starting to be understood. In this chapter we will
highlight some of the general trends that have been observed and that describe the
effect of each individual parameter. A schematic of a sample for LCEM experiments
is shown in Fig. 1.1a. Experiments in a (S)TEM are performed in transmission and
thus the interaction volume (combined thickness and density of membranes and
solution) must be electron transparent. The high-energy electrons (80–300 kV) used
for imaging will also induce radiolysis of the solution as they interact with the
sample.

Experimental observations in LCEM consist of a sequence of in situ data (typi-
cally images, but also spectra) that are collected and subsequently analyzed (see
Fig. 1.1b for a cartoon example). A main challenge that the LCEM community has
faced since the advent of this field is whether the characteristics of the primary

Fig. 1.1 A main challenge in LCEM is to establish a relationship between the incident electron
beam and the in situ observations. (a) Schematic of a sample for LCEM, where two thin membranes
“sandwich” a small – overall electron transparent – liquid sample and separate it from the high
vacuum of the microscope column. The electron beam probes the sample in transmission. Radiol-
ysis of the solution will occur. Note the different parts of the drawing are not to scale for illustrative
purposes. (b) Observations in LCEM mainly consist of a set of time-resolved TEM/STEM
micrographs with nanometer scale resolution
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incident beam can be directly correlated with the process observed. Indeed, this
direct correlation would provide means for quantification, in situ control, and
reproducibility. To make this important connection, the chemical effects of the
incident electrons on the solution must be known, which will enable elimination of
confounding variables. Ideally, as will be discussed in Sect. 5.1, these effects must be
anticipated and predetermined.

As mentioned above, changes in the microscope settings (imaging electron beam)
and encapsulating membranes have important effects on the experiments and will be
a main topic of this chapter. The crucial role of the chemistry of the solution
irradiated will be also discussed. For more details on the effect of microscope
settings and membranes, we redirect the reader to the following manuscripts and
reviews written by the authors [10–13], and for the chemical effects of the incident
electrons in a solution in the (S)TEM, to the following works [13–15]. The overall
effect of ionizing radiation in a solution is the production of a number of chemical
species. Many LCEM in situ growth experiments that trigger particle growth using
the incident electron beam have interpreted observations based on the main interac-
tions driving the process and often ignore other secondary interactions and back
reactions that alter the kinetics of the process. In general, radiation chemical methods
used outside the electron microscope for growth of nanostructures include an
important step aimed at dealing with back reactions and which consists of purposely
tuning the primary radicals produced in the solvent into a completely different pool
of radicals/molecules by adding a small amount of an additive to the initial solution.
Whether in situ growth and observations in the STEM are done following one
approach or the other (using scavenged or unscavenged solutions), the chemical
effects of the incident electrons must be understood to achieve reproducibility and to
understand any phenomena observed in the liquid cell. Once established the LCEM
methodology can be a powerful tool for chemical and materials sciences experimen-
tation in the microscope.

As mentioned above, electron beam-sample interactions can be harnessed to
investigate important dynamic nanoscale phenomena, such as electron
beam–induced nanoparticle growth, [12, 16] nanoparticle manipulation and motion,
[10, 17] and self-assembly and aggregation [10, 18–20]. On the other hand, exper-
iments involving the application of external stimuli or requiring the preservation
of native structure, such as in situ electrochemistry [21] and live cell imaging
[7, 22–24], require electron-beam interactions to be minimized. These two types of
experiments represent a bifurcation in the experimental approach taken by liquid cell
electron microscopy researchers; on the one hand, electron beam effects are desir-
able, while on the other hand they would ideally be eliminated. Both approaches
have yielded extraordinary fundamental insights into various nanoscale systems and
require an in-depth understanding of the underlying physics and chemistry of
electron beam-sample interactions; however, each requires a distinct experimental
approach. The knowledge presented in this chapter could be used for either of these
purposes. Finally, we will review different fundamental processes that can be
investigated by LCEM and discuss recommended practices and methods, see
Sects. 5.1.2, 5.2, and 5.4.3.
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4 Experimental and Instrumental Methodology

4.1 General Sample and Microscope Preparation Considerations

Preparation of a liquid cell electron microscopy sample consists of three aspects:
preparation of the liquid cell membranes, the liquid cell sample holder, and the liquid
sample (Fig. 1.2). Sample preparation for liquid cell electron microscopy is a critical
experimental aspect to enable reproducible experiments, high spatial resolution, and
probing of native structure of nanomaterials. Liquid cell membrane preparation
should be consistent and may include cleaning with solvents to remove protective
photoresist followed by plasma cleaning to remove residual organics and render the
surface hydrophilic. Adventitious organics in the solution can lead to sample con-
tamination [11] or act as radical scavengers that alter the radiation chemistry of the
solution, which will be discussed in Sect. 5.1.3. In most cases, it is ideal for the
nanomaterial sample to adhere to the liquid cell membranes instead of freely
diffusing in the liquid layer, such that it can be imaged without severe image blur
due to diffusion (Fig. 1.2b; see Sects. 5.2 and 5.3.3). Several methods can be used to
adhere the sample to the membrane, including electrostatic binding, antibody-
antigen binding [25], or physical adsorption via Van der Waals forces (Fig. 1.2c).
Electrostatic binding can be achieved by functionalizing the liquid cell membranes
with a surface chemistry of opposite surface charge compared to the nanomaterial
sample: functionalized liquid cell membranes are currently commercially available.
It is worth noting that coating the liquid cell chips with poly-l-lysine or
(3-aminopropyl)triethoxysilane (APTES) will create a positively charged surface
that promotes cell adhesion [23, 24] and adhesion of negatively charged nano-
particles. Prior to experiments, liquid flow lines should be flushed with ethanol
and DI water to remove organics and salts. For electron beam–induced growth
experiments, flushing the lines with a strong reducing agent, such as sodium

Fig. 1.2 (a) Silicon nitride liquid cell membrane. (b) Side view of the thin liquid layer between two
liquid cell membranes. Nanomaterials are attached to the membrane surface by various mechanisms
shown in (c) (Figure 2c adapted with permission from Ref. [26] copyright Royal Society of
Chemistry 2015)
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borohydride, will react away any residual metal ions that could potentially compete
with the intended reaction.

Calibrating the electron dose rate of the (S)TEM is key to mitigating beam
damage and performing reproducible electron beam–induced nanomaterial nucle-
ation, growth, and degradation experiments [27]. Practical considerations include
whether an aberration corrected or uncorrected instrument is being used, as
Cs-corrected STEM generally employs large condenser apertures and electron
beam currents, which should be considered in designing experiments. If electron
beam–induced growth experiments are being performed, electron beam current
should be measured for a variety of aperture sizes and electron beam spot sizes.
The electron dose rate is a key parameter to measure for imaging and depends on
magnification, beam current, and beam size for TEM. For STEM, the frame average
electron dose rate is typically employed, which is determined by the size of the scan
area, pixel dwell time, and beam current (for calculation examples of electron dose
rate see methods sections in refs [12, 27]). Radiation chemistry literature typically
expresses the electron dose in units of grays, which takes into account the energy
deposited by the electron beam in the material (for an example of direct conversion
between units used in the STEM and in radiation chemistry see Ref. [28]).

4.2 Lessons Learned from the Development of Cryo-EM

The motivations for and origins of cryo-EM and liquid cell electron microscopy are
unmistakably similar. The history of cryo-EM development, one of the most prolific
techniques for determining near-native macromolecule structure, can thus be com-
pared to the current trajectory of technique development for liquid cell electron
microscopy. The development of cryo-EM was faced with difficulties familiar to
liquid cell electron microscopy researchers [9, 11], such as issues with sample
reproducibility [29, 30], electron beam damage [31–33], and sample preparation
and manipulation [1, 34]. Cryo-EM sample preparation involves depositing a very
thin liquid layer onto a carbon TEM grid and freezing it rapidly enough to render it
vitreous, which creates a low contrast background for imaging. Initial attempts
utilized liquid nitrogen but were plagued by crystallization of the ice. Not until the
utilization of liquid ethane were quenching rates rapid enough to consistently form
vitreous ice. Cryo-EM faced criticism as a technique because the physics of water
vitrification were still not well understood. Similarly, early liquid cell electron
microscopy experiments suffered from uncontrolled electron beam interactions
with the sample and surrounding fluid, confinement effects, and experimental
repeatability. Consistent treatment of liquid cell membranes with plasma and new
cell designs that limit membrane bulging are enabling more repeatable experiments.
These similarities indicate that liquid cell microscopy researchers stand to learn
much from the development and popularization of cryo-EM as a mainstream
microscopy technique.

One of the main obstacles for cryo-EM imaging during its initial development
was avoiding beam damage to the biological samples [29, 33]. Low dose imaging
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techniques were devised to minimize the amount of dose received by the sample
during imaging [1]. This method involves shifting the electron beam off the area of
interest for focusing and stigmation, and then quickly shifting back to the area to
acquire an image. To preserve secondary and tertiary structure of biological macro-
molecules, the electron dose must be kept below ~1 e�/Å2; however, for lower
resolution a tolerable dose is typically between 10 and 50 e�/Å2. Bubbling of the
area surrounding the sample begins to occur at 2000–5000 e�/Å2, and mass loss will
occur at much higher electron doses. Similar threshold electron doses should be
developed for liquid cell electron microscopy, for instance, to limit alteration of ionic
strength, pH, dissolved gas, and electron beam charging. Currently, cryo-EM has
implemented dose fractionation techniques and direct electron cameras to reduce the
dose per image and enable higher resolution. Similar techniques will find importance
in liquid cell electron microscopy to reduce total dose and dose per image; direct
electron cameras are already being utilized in LCEM experiments [35, 36].

5 Key Research Findings

5.1 Growth of Particles from Aqueous Solutions

In the last decades, radiolytic synthesis routes have exploited the chemical effects of
the absorption of high-energy radiation on precursor solutions to form nano-
structures in a selective reducing/oxidizing environment. Radiation chemical syn-
thesis provides a powerful means to form nuclei which are homogeneously
distributed in the whole volume and where the growth rate can be easily controlled
[37–40]. The latter has recently been achieved using liquid cell electron microscopy,
with examples of formation kinetics of particles in polar (water) [28] and nonpolar
(toluene) [14] solvents following a linear relation with applied dose rate. Thus far,
most experiments in the liquid cell involved the use of water as a solvent, which
explains the large amount of work dedicated to understanding the effects of the
electron beam in aqueous conditions. We will discuss the radiation chemistry of
water next.

5.1.1 Radiation Chemistry of Water
All liquids partially decompose during high-energy electron beam irradiation; under-
standing electron-beam interactions is key to successful and reproducible liquid cell
experiments in a TEM. Radiation chemistry is the chemistry initiated by the inter-
action of incident high-energy electrons – the so-called ionizing radiation – with the
liquid. In this section, we will present an overview of the radiation chemistry of
various solvents, the effect of tuning different parameters during data acquisition,
and some of the main observations in LCEM.We note that the energy involved when
the primary electrons interact with the solution under investigation is much larger
than the energy needed to break any bond in the molecules. A main reason all bonds
in the solution molecules are not instantly broken is that the interaction duration is
less than 10�15 s, indicating that the immediate direct effect of the incident electron
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beam is to ionize solution molecules, which produces electronic excitations. The
bond scissions only take place further on in the process, during the relaxation of the
system [41].

An important characteristic of radiation chemistry is that solution phase species are
ionized per their relative abundance. Thus, for dilute solutions ([Solute]� 0.1 M), the
ionized molecules are essentially those of the solvent [40]. This means that for dilute
solutions in the STEM, knowledge of the radiation chemistry of the solvent is of
paramount importance to understand the chemical processes initiated by the electron
beam during liquid cell electron microscopy. LCEM experiments typically employ
dilute solutions, except for battery materials (e.g., electrolytes solutions) and
operando experiments in batteries, for which solution concentrations are typically
1 M (see Sect. 5.4.2).

From the possible solvents that are available for radiation chemistry outside the
electron microscope, water is by far the most commonly used. Some reasons include
(1) the simplicity of the radicals formed as compared to organic solvents; (2) the high
reactivity of the species produced as well as their large G-values (high concentra-
tions), which means that a large pool of radicals can be produced with relatively low
dosages; and (3) the fact that the radiolysis of water has been broadly studied and
therefore much information is available to be used for applications. The radiolysis of
water produces the breakdown of molecules into the following primary radicals and
several other molecular species [42]:

H2O ! H3O
þ, OH�, e�aq, H

�, OH�, H2O2, H2, HO2: (1:1)

The species in Eq. 1.1 are listed in descending order of their G-value for 300 keV
electrons, which is the rate of generation per 100 eV of energy deposited in the
solvent [42]. Several properties of the solvent can alter the G-values of radiolysis
species [43], which determines the concentration of species created. The most
relevant factors are (1) additional competing reactions due to high solute concentra-
tions [44], (2) the presence of molecular scavengers, and (3) the alteration of the
solution pH. A more complete discussion of these points and further references can
be found in Ref. [15]

For the case of pure DI water, if the irradiation ceases and the system is allowed to
evolve freely, it will eventually equilibrate back to the nonirradiated steady state of
water. This is in principle not the case when solutes are present. Figure 1.3 shows a
diagram illustrating different kinetic paths during radiolysis and provides the
approximate timescales for each process [41]. In fact, in the presence of additives,
the chemistry of the solution is irreversibly changed following irradiation and does
not equilibrate back to the original state. The effect of additives in aqueous solutions
will be the topic of Sect. 5.1.3. Generally, the generation of products for low LET
radiation (e.g., high energy electrons) is very inhomogeneous and typically occurs in
spurs, i.e., small pockets in the solvent where most ionization events occur (non-
homogeneous kinetics range in Fig. 1.3) [41]. Only for timescales longer than
10�7 s, the concentration of radicals will reach steady state and the reaction kinetics
will be within the “homogeneous kinetics” regime.
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We note here that while both TEM and STEM images are recorded within
milliseconds, the irradiation time for TEM (~10�3 s) and STEM (~10�6 s) differs
by several orders of magnitude. In the case of STEM, signal collection at each pixel
occurs within microseconds. In principle, production of primary radicals and steady-
state conditions should occur during data collection for both imaging modes;
however, for the case of applying steady-state conditions to simulate the reaction
products formed, STEM is expected to have larger errors.

Three primary species of particular importance in the radiation chemistry of water
are the aqueous electron (e�aq

�
, the hydroxyl radical (OH�), and the hydrogen radical

(H�), which have standard reduction potentials of �2.9 V, 1.8 V, and �2.3 V at
neutral pH [46] respectively, indicating that they are strongly reducing (e�aq, H

�� and
oxidizing (OH�) species. Aqueous electrons, or solvated electrons for the case of
nonaqueous solutions, are a particularly interesting species. Following the simplest
model used to describe the properties of solvated electrons, namely the cavity model,
aqueous/solvated electrons can be envisioned as a delocalized negative elementary
charge surrounded by water molecules (or solvent for solvated electrons).

Fig. 1.3 Diagram showing the radiolysis of water and timescales involved with and without
solutes. Data, diagram, and processes explained in [45]
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Their properties are not well known even after decades of research: the delocalized
negative charge effectively creates a cavity of 2.5 Å of radius, but the reason for this
is unknown. It is a thermodynamically stable radical and has a short lifetime (~50 μs
in neat water) due to its high chemical reactivity [47].

5.1.2 In Situ Particles Growth in Unscavenged Aqueous Solutions
Metallic nanoparticles formed by the effect of electron beam irradiation inducing
chemical reduction of metal ions (or metal complexes), are mainly due to the
interaction of these with aqueous electrons via the following general reaction [40]:

e�aq þMn ! Mn�1: (1:2)

Here M represents a metal cation species with an oxidation state of n. As an
example, the first order reaction rate for reduction of Ag+ into Ag0 by aqueous
electrons is k = 4.5 � 1010 M�1s�1. Such a high reaction rate suggests diffusion
limited reaction conditions in most cases of metal cation reduction [46, 48]. We note
that in unscavenged solutions, there will also be competing oxidation reactions that
might have similarly high reaction rates. For the case of silver, the competing
reaction OH� + Ag+ ! AgOH+ occurs with a large reaction rate of
k = 1.4 � 1010 M�1s�1, indicating it will counteract the metal ion reduction process,
where the AgOH+ species react with aqueous electrons to decrease the rate of Ag0

precipitation.
Figure 1.4a shows the effect of electron dose rate on the nucleation rate of silver

nanoparticles under STEM irradiation [12]. The power law dependence of radical
concentration on electron dose rate enables systematic control over the nanoparticle
reduction reaction conditions. Typical dose rates for (S)TEM imaging are 105–107

Grays/s, allowing for steady-state concentrations of aqueous electrons of

e�aq
h i

� 10�6 � 10�7 M . The nucleation rate increased as a function of electron

dose rate (Fig. 1.4a); however, the total threshold electron dose necessary to initiate
nucleation remained constant [12]. A similar threshold electron dose was observed
by Park et al. for beam-induced growth of gold nanoparticles in water [49].
The existence of a threshold to nanoparticle nucleation suggests a solution
chemistry–dependent activation energy for nucleation during electron beam–induced
nanoparticle growth that is not determined by electron beam parameters.

Further investigation of the effect of dose rate on beam-induced nanoparticle
growth revealed the electron dose rate determined the nanoparticle growth mecha-
nism (Fig. 1.4b) [12]. At relatively low dose rates growth was reaction limited, while
at high dose rates growth was diffusion limited. Park et al. found that the nanocrystal
volume increased approximately linearly with time for reaction limited growth
conditions (Fig. 1.4c) [49]. Thermodynamic growth (i.e., reaction limited) of faceted
gold nanoparticles was observed to occur below a critical supply rate of precursor to
the nanoparticle surface, corresponding to a critical dose rate of 4 � 106 Gy/s
(Fig. 1.4d) [28]. Fast diffusion limited reaction kinetics above this critical dose
rate led to the loss of nanoparticle faceting. This experimental evidence shown
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across several research groups indicates that minimizing the electron dose rate
sufficiently can result in reaction limited kinetics even though radical reactions are
generally considered to be diffusion limited.

5.1.3 Creating Net Reducing Conditions for Particle Growth
The general approach for nanomaterial synthesis in conventional radiation chemistry
is to convert primary radicals, consisting of both oxidizing and reducing species, to
either net reducing or oxidizing conditions to simplify reaction kinetics and prevent
back reactions. Species such as secondary alcohols, for instance, are highly reactive
with �OH and H�, while they do not strongly interact with aqueous electrons.
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In general, species that react specifically and strongly with a certain radical product are
referred to as radical scavengers. As a guideline, Table 1.1 outlines values of the reaction
rates of the most reactive primary radicals in water with typical organic functional
groups that would act in some cases as radical scavengers for the primary radical of
water indicated. Recently, we have detailed this information in a review article and
provided a number of methodologies and relevant references about the use of additives
in radiation chemistry and, in particular, in the (S)TEM (see Woehl and Abellan [15]).

Growth of metal nanoparticles by radiation chemistry has typically employed net
reducing conditions by adding OH� radical scavengers such as alcohols or formate
anions [40, 46]. Generally, this method either converts �OH to a relatively inert
secondary radical or to a reducing species. A commonly used method is the addition
of isopropanol to the aqueous solution. The following reaction thus occurs:

Table 1.1 Relative reactivity of primary radicals with organic functional groupsa (Adapted from
Ref. [51] with permission)

Functional group

Relative reactivity

e�aq H� �OH
H+ *** � �
O2 *** *** �
Halide ions (Br�, Cl�, I�)b � –, * ***

Saturated carbon (–CH2–) � ** ***

Unsaturation

Alkene � *** ***

Aromatic * *** ***

Pyrimidine *** ** ***

Nitrile (–C � N) ** * **

Carbonyl (>C═O) *** * **

Carboxylic acid (–CO2H)
c ** * **

Ester (–CO2R) ** * **

Amide (–CONH2) ** * **

Amine (–CH2)
c * * ***

Nitro (–NO2) *** ** �
Alcohol (–CH2OH) � ** ***

Ether (–O–) � ** ***

Chloro (–Cl) ** *

Bromo (–Br) *** **

Iodo (–I) *** ***

Thiol (–SH)c *** ** ***

Disulfide (–S–S–) *** ** ***
aApproximate rate constants for reactions between the primary radical products from water and
organic compounds containing the functional groups displayed. Oxygen, hydrogen ion, and halide
ions are included for comparison. Symbols used to represent rate constant ranges (dm3 mol�1 s�1)
are ***, k > 109; **, k = 107–109; *, k = 105–107; �, k < 105
bH� + I� and �OH + Cl� only occur in acidic solution
cpH dependent
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OH: þ CH3CHOHCH3 ! H2Oþ CH3C
:OHCH3 (1:3)

Note that isopropanol reacts with �OH radicals to form the reducing radical
((CH3)2 � COH).

In the electron microscope, growth of palladium on the surface of silver nano-
particles (seeds) was achieved by following this methodology. A comparison of the
seeded particle growth from a PdCl2 solution with and without the use of isopropanol
showed that while a hollow silver nanocage is generated in the former case, due to the
oxidation and dissolution of silver, adding isopropanol results in growth of a homo-
geneous palladium shell on the silver seed [52].

Radical scavengers can also be used to establish oxidizing conditions during
radiolysis as well (cf. Table 1.1). For general methods we redirect the reader to the
book chapter [45] and to the recent review focused on radiolysis during LCEM [15]
and references therein.

5.2 Dose, Motion, and Contrast Limited Resolution for Imaging
(Bio)macromolecules

Resolution and contrast for imaging proteins and macromolecules with liquid cell
TEM should be comparable to cryo-EM: the liquid layer thicknesses achieved for
LCEM and cryo-EM are similar and low dose imaging can be employed for both
techniques as well. The key differences between the two techniques are radical
diffusion, molecule mobility, and sample membranes. Proteins are frozen into a
single conformation during cryo-EM, meaning essentially no motion blur during
imaging. However, during liquid cell electron microscopy, proteins in free solution
rotate and translate by Brownian motion in the liquid layer, making imaging
impossible without high temporal resolution (microseconds) imaging, which is not
achievable even with high-speed direct electron detectors. One strategy to image
protein and biomolecules with liquid cell electron microscopy is to attach them to the
liquid cell membranes using nonspecific physical interactions such as Van der Waals
or electrostatic forces; or specific biochemical interactions, such as antibody-antigen
interaction [25]; or other specific binding chemistries (e.g., biotin-streptavadin, DNA
hybridization) (cf. Fig. 1.2). We note, however, that binding of a protein to a surface
using nonspecific or specific interactions can change its inherent structure.
Antibody-antigen binding has been shown to successfully fix rotavirus particles,
enabling liquid cell TEM imaging at resolutions of ~2 nm. Similar spatial resolutions
were obtained for crystalline acrosomal bundles [53]. However, this is still approx-
imately an order of magnitude worse spatial resolution than achieved by the best
cryo-EM techniques. The reduced spatial resolution is likely due to various factors.
Experiments comparing cryo-EM directly to liquid cell TEM images are helpful in
determining the predominant factors limiting resolution for liquid cell imaging
(Fig. 1.5). Spontaneously self-assembled star miktoarm polymers were synthesized
and imaged using cryo-EM and liquid cell TEM to determine their size and
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morphology (Fig. 1.5a–c) [54]. The cryo-EM images had approximate spatial
resolutions of single nanometers, while liquid cell TEM images had resolutions on
the order of tens of nanometers. The authors suggest the main cause of low spatial
resolution in liquid cell TEM images was increased sample thickness. While this is
likely a major effect, molecular mobility likely also contributes to decreases in
spatial resolution as well. Energy filtered TEM and most probable loss imaging
increased resolution and contrast of liquid cell TEM images, by reducing chromatic
aberrations [54]. Comparison of cryo-EM and liquid cell TEM images of rotavirus
particles revealed similar spatial resolutions due to preparation of liquid cell samples
with very thin liquid layers (Fig. 1.5d, e) [25]. Relatively thick silicon nitride
membranes, compared to the thickness of cryo-EM samples, enclose the liquid cell
and reduce spatial resolution by introducing additional chromatic aberration in TEM
mode, beam broadening in STEM mode, and increase the amount of radiation
damage due to their higher density and atomic number compared to the water
layer. This is evidenced by recent examples of liquid cell TEM protein imaging
using graphene as an alternative membrane material. Increased sample tolerances to
radiation damage [55] and higher spatial resolution [56] were achieved using
graphene membranes, suggesting experimental conditions more closely resembling
cryo-EM.

Fig. 1.5 Comparison of images obtained from cryo-EM (b and d) to LCEM images of the same
samples. (a) Schematic cartoon of the structure of miktoarm star polymer. (b) LCEM image of the
polymer acquired using most probably loss energy filtered TEM (EFTEM) imaging. (c) Cryo-EM of
the same polymer. (d) Cryo-EM image of rotavirus double-layered particles. (e) LCEM image of the
same virus particles. Scale bars in (d) and (e) are 300 nm; the polymer in (b) and (c) is approxi-
mately 20 nm in diameter. (a–c) reproduced with permission from Ref. [54]. (d) and (e) reproduced
with permission from Ref. [25]
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5.3 Other Effects of the Electron Beam in LCEM Experiments

5.3.1 Depletion of Precursor Solution
Unlike the study of solid samples in the electron microscope, the observation of
processes in liquids requires different methodologies for low dose image acquisition.
The main reason behind these new requirements is that observation of liquids by
means of an ionizing radiation source, particularly for the case of small experimental
volumes and the presence of membranes and layer-like geometries of liquid cells, is
that the sample retains a memory of previous irradiations. This has been previously
termed the history of dose delivery [27]. For beam-induced nanoparticle growth,
sample history is typically manifested as reduced nanoparticle growth rates and
differences in nanoparticle shape to more rounded and agglomerated structures and
is due to depletion of precursor ions. Figure 1.6 illustrates the effect of precursor
solution depletion and other changes in the solution chemistry upon accumulation of
radicals over consecutive Ag nanoparticle growth experiments recorded in different
pristine areas during the same microscope session.

As discussed elsewhere [27], precursor depletion and the increasing number of
excess unreacted radicals in solution likely altered the growth rates measured and
modified the experiments over time. Figure 1.6 demonstrates that sample history can
have a large effect on in situ experiments and, if not prevented, may limit reproduc-
ibility in the growth rates. The rapid diffusion of radicals away from the viewing area
during LCEM experiments, which has been proposed in several recent works to
explain particles growth rate observations [14, 49], contributes to the rapid depletion
of radicals and solution chemistry changes. This is especially evident when high
doses are used, such as during in situ growth of dendritic gold nanostructures [57, 58].

Fig. 1.6 Three frames from different datasets recorded consecutively during the same microscope
session and recorded after increasing number of experiments. Despite using the same irradiation
conditions, the growth of particles observed in the first experiment could not be reproduced after
several additional observations. From left to right, BF STEM images from different sample areas
recorded using M = 40,000� magnification, 3 μs pixel-dwell time (frame time accounting for
flyback was 3.78 s), and beam currents of 6.2 pA (left and right) and 3.9 pA (middle).
Corresponding dose rate values are indicated on the images (Images reprinted with permission
from Abellan et al. [27] Copyright 2014 Royal Society of Chemistry)
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5.3.2 Electron Beam Charging
Predominant electron-beam sample interactions during liquid cell electron micros-
copy stem from inelastic electron scattering in the membrane windows and thin
liquid layer. Typical membrane windows are 10 – 50 nm amorphous silicon nitride or
silicon dioxide. Ultra-thin graphene based windows are also used in liquid cells,
providing minimal electron scattering for high-resolution applications but less con-
trol of specimen thickness and experimental reproducibility. In this section, we
review electron beam charging effects for silicon nitride and silicon dioxide mem-
branes. Inelastic scattering of high energy electrons, typically 100–300 keV for
liquid cell electron microscopy in a TEM, induces secondary and Auger electron
emission into the liquid layer and vacuum of the TEM [59]. Loss of negative charge
renders the thin membranes positively charged because the membrane windows are
highly insulating [11, 60]. An electrostatic model developed by Cazaux provides
estimates of the amount of charging that occurs in an isolated thin insulating
membrane under TEM illumination [59]. The total charge induced by irradiating
an isolated thin insulating membrane with high energy electrons (>100 keV) is as
follows:

Q 1ð Þ ¼ I0 δx þ yxð Þeme0
σ

(1:4)

Here Q(1) is the steady-state charge in the irradiated area of the film, I0 is the
incident electron beam current, δx is the secondary electron (SE) yield, yx is the
Auger electron yield, em is the relative permittivity of the membrane, e0 is the
vacuum permittivity, and σ is the electrical conductivity of the membrane. The SE
yield δx is assumed to be insignificant as the foil potential will be >50 V (SEs are
defined as having energies <50 eV). The Auger electron yield of an insulating
100 nm SiO2 membrane is estimated to be yx = 10�4 for 100 keV electrons
[61]. Assuming a uniform distribution of charges throughout the irradiated area,
the following expression for the maximum electric potential in the foil is obtained.

Vm ¼ Q 1ð Þ
4πeme0

1þ 2 ln
r0
a

� �
¼ I0 δx þ yxð Þ

4πσ
1þ 2 ln

r0
a

� �
: (1:5)

Here Vm is the steady-state electric potential in the thin film, r0 is the path length to
electrical ground, and a is the radius of the electron beam. Note that the electric
potential and charge are both linearly proportional to the electron beam current.
Electron irradiation of two parallel membranes separated by a liquid layer will induce
an electric field between the membranes. Both membranes will acquire charge;
however, beam broadening due to beam divergence and elastic scattering [62] in
the liquid layer causes a larger potential in the top window compared to the bottom,
and induces a potential drop and electric field normal to the two parallel windows,
directed toward the bottom membrane. Additionally, a divergent tangential electric
field will be induced due to the potential difference between the irradiated and
nonirradiated areas. We estimate the magnitude of the potential drop between the
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two windows by simply subtracting the electric potential of the top window from that
of the bottom window.

Δφ ¼ Vm, t � Vm, b ¼ I0y
x

2πdσ
ln
ab
at

(1:6)

Here Δφ is the potential difference between the top and bottom membranes, Vm, t

is the potential of the top membrane, Vm, b is the potential of the bottom membrane,
ab is the electron beam radius at the bottom membrane, and at is the electron beam
radius at the top membrane. The electric field is estimated by dividing the potential
difference by the thickness of the liquid layer, En � Δφ=t . Calculation of the
membrane potential and electric field strength for parameters typical for TEM and
STEM imaging yields unrealistically large electric field strengths exceeding the
dielectric breakdown strength of water (> 70 MV/m). Obviously, naïve application
of models developed for isolated membranes does not capture the complex physics
associated with the liquid layer between the two membranes. In fact, Glaesar and
Downing suggested that electron beam charging of thin insulating films in contact
with a conducting layer likely involves complex charge compensation via capacitive
charging and the formation of a “dipole sheet” at the conductor-insulator interface
[63]. For the case of liquid cell electron microscopy, this effect is likely manifested as
an induced electrical double layer in the liquid at the membrane/liquid interface.
Describing specimen charging in the liquid cell will likely require more intricate
modeling that is out of the scope of this chapter. Regardless, Cazaux’s model
(Eq. 1.4) and empirical evidence [19, 60, 64] demonstrate that the amount of electron
beam charging can be controlled with the electron beam current.

5.3.3 Diffusion of Nanoparticles in the Liquid Cell
Diffusion is ubiquitous to all liquid phase nanoscale systems, including synthetic
nanomaterials, naturally occurring biomineral nanocrystals, and biomolecules. Dif-
fusion controls the collision rate of nanophase materials, colloidal stability, assem-
bly, and aggregation mechanisms that dictate growth. Numerous reports have
experimentally shown that diffusion during liquid cell (S)TEM imaging is severely
hindered, where measured diffusion coefficients are typically 107–109 orders of
magnitude smaller than the Stokes-Einstein prediction for Brownian motion [10,
17, 18, 35, 65–69]. Understanding the predominant diffusion mechanisms during
liquid cell electron microscopy is important to compare in situ observations in the
TEM to processes outside of the TEM. During liquid cell electron microscopy
experiments, nanoparticles are typically confined between two solid membranes
(silicon nitride or graphene) in a liquid layer that is hundreds of nanometers thick.
The increased hydrodynamic drag due to the presence of the solid wall seems an
attractive explanation for the retarded diffusion; however, it only accounts for a 5�
decrease in the expected diffusion coefficient [70].

There are currently several proposed mechanisms for the retarded diffusion
during liquid cell (S)TEM experiments (Fig. 1.7): Verch et al. have suggested
local ordering and thus increased viscosity of the liquid layer near the window
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surface [17], Chee et al. have proposed a Levy flight model based on heterogeneous
window charge distribution and significant beam-induced pH effects, [35] and
Woehl and Prozorov proposed electrostatically induced hopping diffusion of nano-
particles mediated by the electron beam [10]. Van der Waals attraction between
nanoparticles and the silicon nitride membrane is typically stronger than double
layer repulsion, especially in the presence of buffer, causing nanoparticles to phys-
ically adhere to the membrane prior to imaging, as predicted by the particle-
membrane interaction potential of mean force (Fig. 1.8). Imaging of the nano-
particles with TEM or STEM irradiation induces subsequent diffusion of the nano-
particles, often with a lag time between the initial irradiation and the beginning of
movement [17]. Under moderate beam currents, diffusion is two dimensional and
occurs parallel to the membrane surface; large beam currents (> 1 nA) cause
complete ejection of nanoparticles from the field of view [11].

Both Woehl and Prozorov and Chee et al. showed an increase in diffusion
coefficient with electron beam current but proposed different models to explain
the ensuing behavior. Woehl and Prozorov explained the hindered diffusion and
increase in diffusion coefficient with beam current in terms of increased electron

Fig. 1.7 Current models for explaining slow diffusion of nanomaterials during liquid cell electron
microscopy. (a) Electrostatically mediated hopping-induced surface diffusion. Image reproduced
with permission from Woehl and Prozorov [10]. (b) Liquid ordering near the membrane surface
increases local viscosity and decreases diffusion coefficient. Image reproduced from permission
Verch et al. [17] (c) pH-meditated desorptive diffusion of nanoparticles during LCEM (Images
reproduced with permission from Chee et al. [35])
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beam–induced charging ejecting the nanoparticles from the silicon nitride mem-
brane for longer times (Fig. 1.7a). Ejection of secondary and Auger electrons into
the vacuum during irradiation of the silicon nitride membrane causes positive charge
to be acquired on membrane [59]. Physically adhered nanoparticles acquire the
positive charge via contact electrification over a 1–10 s timescale and are subse-
quently repelled from the membrane via coulomb interactions. After ejection,
nanoparticles diffuse in the liquid via Brownian motion for a short time (~ns),
during which they lose their acquired charge to the conducting buffer solution.
The uncharged nanoparticles then fall back into the potential well at the surface of
the membrane and the process begins again. Because the imaging timescales are
much longer than the nanosecond diffusion timescales, this desorption-adsorption-
mediated diffusion appears as continuous diffusion with intermittent sticking.
Importantly, scaling estimates of the charging and discharging times associated
with contact electrification and charge leakage in the liquid layer agreed with the
order of magnitude of the experimentally measured diffusion coefficients. This
mechanism draws a direct comparison to classical surface diffusion of adatoms
induced by thermal forces; however, in this case it is electrostatic forces that
imbue the surface adsorbed nanoparticles with the energy to overcome the activation
barrier. Hence, this mechanism has been termed electrostatically induced surface
diffusion [10].

Chee et al. offered an alternative explanation based on a heterogeneous charge
distribution on the silicon nitride window surface and electron beam–induced pH
change (Fig. 1.7b) [35]. The authors observed nanoparticle diffusion during liquid
cell TEM at high frames rates on the order of 100 fps and found that diffusion
occurred via a combination of sustained sticking sequences in which nanoparticles
rotated rapidly but did not translate, intermittently dispersed with large sporadic
flights where the nanoparticle would travel 10–100 nm at a time. This diffusion

Fig. 1.8 Total interaction
potential of mean force
between the liquid cell
membrane with a zeta
potential of �15 mV and a
30 nm gold nanoparticle with
a zeta potential of �15 mV
dispersed in a 29 mM acetate
buffer. The primary minimum
at a separation distance of
0 nm indicated nanoparticles
will physically adhere to the
membrane due to strong Van
der Waals interactions
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behavior is consistent with a Levy flight model, which can be described as a random
walk diffusion process with a heavy tail on the jump distance distribution,
corresponding to the large flights taken by the particles. The wait time distribution
between flights followed a power law behavior, suggesting a distribution of adsorp-
tion binding energies and a heterogeneous charge distribution on the silicon nitride
membrane. The increase in mobility with beam current was attributed to electron
beam–induced decreases in solution pH, which decreases the binding energies
between the nanoparticles and membrane, allowing for more rapid diffusion.
While the models of Woehl and Prozorov and Chee et al. offer scaling estimates
and/or qualitative explanations of nanoparticle diffusion, quantitative agreement
between experiment and theory has yet to be achieved in either case.

Verch et al. found that electron beam current did not affect the mobility of gold
nanoparticle during liquid cell electron microscopy but did influence the lag time
from initial irradiation to when nanoparticles became mobile [17]. As with the model
of Woehl and Prozorov, this suggests that electron beam–induced charging is
responsible for the nanoparticle mobility, where the initial lag time corresponds to
the time it takes for a sufficient amount of charging to occur to induce nanoparticle
desorption. As opposed to the desorption-mediated mechanisms proposed by Woehl
and Prozorov and Chee et al., Verch et al. proposed that after charging induced
desorption, nanoparticles diffuse by Brownian motion near the membrane surface,
but in an ordered liquid layer (Fig. 1.7c). This model requires that this ordered liquid
layer has a viscosity 107 times higher than water.

Differing experimental conditions could lead to the various diffusion behaviors
described here, meaning each of these proposed mechanisms could in principle be
correct. However, we note that models that do not impose specific restrictions on the
experimental system will be more generally applicable for different types of liquid
cell membranes (silicon nitride, silicon oxide, graphene), various buffer conditions,
and different classes of nanophase materials. More systematic experiments varying
each of these parameters are needed to develop more quantitative models of diffu-
sion during LCEM.

The overwhelming experimental evidence points toward surface diffusion con-
trolling mobility of nanoparticles during liquid cell electron microscopy. This has
advantages and disadvantages for imaging nanoscale growth and assembly pro-
cesses in situ. The obvious advantage is that nanomaterial mobility is low enough
to capture images at high resolution without significant image blur due to motion.
Understanding the effect of electron beam current on diffusion is important in that it
allows researchers to optimize imaging conditions to minimize movement and image
blur. On the other hand, many nanoscale liquid phase growth and assembly pro-
cesses rely on rapid three-dimensional diffusion to enable kinetics that are accessible
over experimental timescales. Reproducing the transport phenomena conditions of
bulk experiments while obtaining useful in situ images of these fast processes in
liquid cell electron microscopy is currently a limitation of the technique. Dynamic
TEM (DTEM) may offer a solution for imaging fast diffusive processes at timescales
over which there is no image blur.
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5.4 In Situ Observations in Nonaqueous Solutions

5.4.1 Radiation Chemistry of Organic Solvents
Organic solvents, while giving us access to a broader range of experimental condi-
tions, are not as commonly used in radiation chemistry as water and thus less
information can be found about them. Radiolysis of nonaqueous systems typically
generates a complex mixture of species including molecular hydrogen, small mol-
ecules, dimeric species, and even larger polymeric molecules. Furthermore, the
G-values for organic materials are not well established compared to water. The
main reason for this is that they are strongly influenced by irradiation conditions
and the presence of impurities [71].

The free-ions G-values of nonpolar solvents (e.g., hydrocarbons) are generally
lower than those of polar solvents. Abellan et al. proposed the use of polar solvents
including in general any solvent that also allows for smaller production of radicals
for similar amount of incident irradiation as water, as an alternative for synthesis in
LCEM [14]. In fact, dose rates in LCEM are orders of magnitude higher than for
typical radiation chemistry synthesis and alternative methodologies allowing for
lower production of radicals are desirable. As an illustrative example exposed in
that work, the G-values of H2 from the radiolysis of toluene is G(H2) = 0.14
molecules/100 eV, which is much lower than production yields of radicals from
the radiolysis of water (G(eaq

�) = 2.7 molecules/100 eV for water). Experimentally,
it has been estimated that in the liquid cell the number of incident electrons required
to form each Pd0 atom incorporated into a Pd nanoparticle is at least one order of
magnitude higher than those needed for production of one Au0 in unscavenged water
(we note that in a solution where the oxidizing radicals were scavenged this
difference would be even higher). This observation supports the fact that a lower
production of radicals is formed in hydrocarbon solvents as compared to more polar
solvents (e.g., water). Palladium particles with homogeneous 2–3 nm size were
grown by molecular hydrogen in toluene, see Fig. 1.9.

5.4.2 Radiolysis of Highly Concentrated Electrolyte Solutions –
Degradation and Aging Studies

While most examples in this chapter relate to solutions with solute concentrations of
<0.1 M, electrolyte mixtures for Li-ion battery applications are in the 1 M range.
This difference means that radiolysis of solvent molecules will not necessarily
dominate the radiation chemistry of the solutions; solute molecule radiolysis will
also have a significant impact. Indeed, the specific salt-solvent combination dictates
the specifics of the breakdown products [13]. Note the different breakdown behavior
in Fig. 1.10c, d, corresponding to two different salts, LiPF6 and LiAsF6, dissolved in
the same solvent, EC:DMC. Importantly, in the same work, a qualitative correlation
between degradation kinetics and the biomolecular rate constants of the salt was
observed. In that work, Abellan et al. proposed to use radiation chemistry in the
electron microscope as a fast and efficient method for studying and directly probing
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the degradation mechanisms of electrolyte solutions upon reduction. More recently,
different timescales have been used to investigate electrolyte aging and degradation
using radiation chemistry outside the electron microscope, [72] thus confirming the
validity of the method proposed.

Interestingly, an electrolyte solution containing 1M lithium triflate (LiTf) dissolved
in DMSO was observed to be stable (no signs of structural degradation observed) for
extended period of times (see Fig. 1.10e), while the other electrolyte mixtures
degraded when exposed to much lower cumulative electron doses (Fig. 1.10b).

5.4.3 Imaging Electrochemical Processes In Situ
Liquid cell electron microscopy is a powerful technique for operando characteriza-
tion of electrochemical processes, such as understanding the effects of lithiation/
delithiation on electrode structure and solid electrolyte interphase formation
[73]. The electron beam can create similar effects as electrochemical reactions,
namely oxidation and reduction reactions due to radiolysis of the solvent (Sect.
5.1). As electron beam effects have similar chemical mechanisms (i.e., redox
reactions) to electrochemical reactions, they must be fundamentally understood
and accounted for during experiments.

Various strategies can be used to account for and mitigate electron beam–induced
artifacts during in situ electrochemistry experiments. Unlike reversible electrochem-
ical processes, radiation damage is typically irreversible and independent of electro-
chemical charge state [74] and beam current dependent [12, 75–77], so observing an
electrochemical process as a function of electron dose will reveal any imaging
artifacts. It is worth mentioning, however, that there are reports of reversible redox
reactions where the electron-beam drives reversible deposition/dissolution cycles of
copper shells over gold nanoparticles which show aparrent similarities with

Fig. 1.9 We recently introduced the use of aromatic hydrocarbons (toluene) as solvents that are very
resistant to high-energy electron irradiation and achieved synthesis with tunable kinetics for sub-3 nm
particles by creating net reducing conditions (with no addition of scavengers for oxidizing radicals) and
very low yields of reactive species for a given incident electron dose. Dihydrogen (H2)was proposed as
themain primary species involved in the reduction process leading to Pd0 particle formation, which is a
widely used reductant in the synthesis of supported metal catalysts (Image reprinted with permission
from Ref. [14] with permission, copyright 2016 American Chemical Society)
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Fig. 1.10 Electron beam degradation of different electrolyte mixtures when exposed to the same
electron dose rate. Images are compared to one another after the same irradiation time, thus after the
same electron dose. While inorganic particle formation and polymerization are observed for most of
the mixtures, the LiTf:DMSO solution remains stable. This electrolyte mixture was thus proposed
as a good candidate for in situ Li-air experiments in the (S)TEM (Image reprinted with permission
from Ref. [13] Copyright 2014 American Chemical Society)
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structural changes and kinetic speeds observed in electrochemical experiments [78].
Leenheer et al. used this method recently to determine the effect of the electron beam
on the morphology of a solid electrolyte interphase formed during charging of a
lithium battery inside a TEM [79]. The authors observed electron beam–induced
solid electrolyte interphase layer growth and investigated the growth as a function
of total electron dose delivered to understand the process and separate it from
electrochemically induced SEI formation (Fig. 1.11a). In situ microscopists can

Fig. 1.11 (a) Electron beam–induced solid electrolyte interphase growth on a tungsten electrode
(Images reproduced with permission from Leenheer et al. [79]). (b) TEM electron beam–induced
electrochemical charging of a gold electrode. Plot reproduced with permission from Sun et al.
[84]. (c) Minimal effect of STEM electron beam irradiation on a cyclic voltammogram (Plot
reproduced with permission from Unocic and Sacci [21])
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learn lessons from radiation damage mitigation strategies for cryo-EM, such as
acquiring a reference image at very low electron dose [3, 80]. Specific to in situ
electrochemistry, this could mean performing an initial experiment, such as a cyclic
voltammetry scan, with the electron beam blanked to form a reference structure
relatively free from imaging artifacts. Low dose imaging can be used for electrode-
position experiments with solutions containing reactive metal ion precursors to slow
[75] or stop beam-induced crystal growth in aqueous or organic solutions [11,
12]. The stability of battery electrolytes can be tested empirically with systematic
irradiation experiments to determine the most electron beam–resistant battery elec-
trolytes for an in situ electrochemical system [13] (see Sect. 5.4.2).

Measuring and reporting electron beam imaging parameters is imperative for
designing a successful in situ electrochemistry experiment as well as correctly
interpreting the results. Many radiolysis-induced processes, such as beam-induced
nanocrystal growth [12, 81] and nanobubble formation, [77, 82] have threshold
electron dose rates or beam currents below which they do not occur. Using kinetic
modeling and liquid cell STEM experiments, Grogan et al. demonstrated there was a
threshold beam current for radiolytic H2 bubble nucleation and growth [77]. Similarly,
Woehl et al. showed that there was an inherent electron dose below which beam-
induced nucleation of silver nanocrystals did not occur (see Sect. 5.1.2) [12].
Establishing threshold electron doses for the imaging artifacts found specifically in
in situ electrochemistry experiments will set limitations on useable (S)TEM imaging
parameters, e.g., a dose-limited resolution [83], at which images and electrochemical
data can be faithfully interpreted free from artifacts. Thewell-known radiation damage
threshold of ~10 electrons=Å

2
established for cryo-EM [3] (see Sect. 4.2) exemplifies

the type of electron dose threshold that must be set for in situ electrochemistry and
liquid cell electron microscopy for these techniques to become well established across
multiple research fields. Other beam-induced processes that we suspect will have
unique electron dose thresholds are pH changes, formation of passive layer (solid
electrolyte interface, SEI), and beam-induced amorphization of materials.

Electron beam charging has been shown to induce current in in situ electrochem-
ical measurements: positive charge induced by secondary electron emission from the
electrode causes flow of electrons from ground to neutralize the charge. The deter-
mining factors as to whether electron beam charging will be observed in electro-
chemical data is (1) the amount of active electrode area being imaged relative to the
amount of unirradiated electrode, (2) the electron dose rate, and (3) the atomic
number and density of the electrode material. Two recent in situ electrochemistry
studies demonstrate the effects of these factors in determining whether there is
significant electron beam–induced electrochemical current. Sun et al. showed that
electron beam charging of a gold electrode in a closed in situ electrochemical cell
(200 kV TEM, dose rate of 500 electrons=Å

2
s) increased the current flow in the cell

by ~5 times (Fig. 1.11b) [84]. In a separate study, irradiation of a glassy carbon
electrode (300 kV STEM, dose rate of 1:54 electrons=Å

2
s ) in a similar closed

electrochemical cell showed no significant effect on the cyclic voltammogram [21].
The significant beam-induced electrochemical charging observed by Sun et al. is likely

1 Liquid Cell Electron Microscopy for the Study of Growth Dynamics of. . . 25



due to the strongly scattering gold electrode, which has very high secondary electron
emission yields, in combination with irradiation of nearly the entire electrochemically
active area [84]. On the other hand, irradiation of a weakly scattering material, such as
glassy carbon, over a small region of the electrochemically active area does not
produce significant electrochemical charging. The custom fabricated electrochemical
cell developed by Leenheer et al. isolates the electrochemically active area to a micron
sized region using atomic layer deposition (ALD) to mask the majority of the electrode
area with a passivating layer [79]. Thus, electron beam–induced electrochemical
charging can be clearly seen in their electrochemical data when images are taken
and must be accounted for. Accelerating voltage will also contribute to electron
beam–induced charging, where higher voltages should decrease charging effects due
to decreased scattering cross sections. Calibrating image artifacts and radiation dam-
age dose thresholds between different imaging modes, accelerating voltages, and
electrode materials will allow for reproduction of in situ electrochemistry experiments
between different electron microscopes and liquid cells and help microscopists iden-
tify optimal imaging conditions and techniques for each experiment.

6 Conclusions and Future Perspective

The focus of this chapter has been to provide an overview of methods and concepts
relevant to various experiments that are possible using liquid cell transmission
electron microscopy. Imaging liquids in the electron microscope requires means of
separating the solution from the high vacuum in the microscope column. This is
done by using specially designed holders (commercial holders for the most part)
using a three o-ring sealing system and microfabricated chips that maintain the liquid
in an encapsulated volume. Different considerations for preparing these membranes
for experiments have been overviewed. The most important imaging parameters to
consider in a LCEM experiment are the dose rate and the total dose. For this reason,
we have discussed the evolution of cryo-EM, which faced relatively similar chal-
lenges and found creative solutions and methodologies to overcome them.

Experiments that are possible now in the liquid cell span from in situ particle
growth and dissolution, imaging of biological objects in their native environment, to
experiments where more than one solution is mixed in situ, and electrochemistry at
the nanoscale. We have selected some of these different aims of LCEM and
presented important observations, models, and concepts that we believe provide
important information. We discussed the main findings on electron beam–induced
growth of metallic particles from aqueous solutions. Knowledge of the radiation
chemistry of water is particularly relevant for these experiments, since it describes
the effect of the incident electrons in a solvent and in particular explains which
species trigger the reduction reactions. We have also discussed competing and back
reactions during radiolytic growth processes and explained that these chemical
effects can ultimately be “directed” for general chemistry and materials science
applications.
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Besides the effect of dose rate and dose, contrast, spatial, and temporal resolution
can be an important factor for some structures, such as biological and organic
materials. We discuss LCEM observations of proteins and macromolecules and the
main challenges faced during these experiments. Important considerations for suc-
cessful experiments and/or for interpretation of in situ images have been described.
Among them, irreversible solution chemistry changes, precursor depletion, electron
beam charging, and the diffusion of particles at membranes surface have been
discussed. Finally, we have covered a range of in situ experiments that employed
organic solvents. A complex mixture of species, more complex than for the case of
water, is formed upon irradiation of organic solvents. While this has disadvantages,
like the lack of knowledge on radiolysis of organic solvents as compared to the
radiolysis of water and that control of the experiments is more difficult due to the
complexity of the reactions, some clear advantages stand out. We have discussed
how nonpolar solvents produce lower concentrations of reactive species upon
irradiation and the prospects of different types of experiments, such as the investi-
gation of the degradation mechanisms and aging of electrolyte solutions. The use of
these solvents also allows for performing electrochemistry and we have reviewed
some of the main findings in this field with a focus on the influence of the incident
electron beam in the results and how to overcome it.

While huge progress in the field of liquid cell electron microscopy has been made
in the last decade, a main challenge in the field is still ruling out the effect of the
electron beam and reproducibility. The large diffusion gradients and effect of
membranes makes quantitative kinetic modeling of radiolysis in the liquid cell
very challenging. The development of experimental sensors for detecting in situ
pH variations or the concentration of radicals could provide valuable information on
radiolysis. New acquisition methods in combination with image processing allowing
for lower dose and more sensitive detection schemes will provide further control of
the experiments. We anticipate that the application of the concepts of radiation
chemistry for modifying the environment for specific purposes will have a huge
impact in the field, as we have recently described in an extensive review on this
topic [15].
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1 Definition of the Topic

In Situ and time-resolved X-ray scattering and diffraction is dedicated to
yielding the change of structural information as the materials are processed or
grown in a controlled environment. In this chapter, we introduce the use of
in situ and time-resolved X-ray techniques to understand molecular packing,
crystal orientation, and phase transformation during the synthesis and pro-
cessing of functional organic semiconductors, organic nanowires, and hybrid
perovskite materials.

2 Overview

Understanding the fundamental structural information of organic and hybrid
organic-inorganic materials is the basis for developing high-performance functional
electronic devices such as organic photovoltaics, perovskite solar cells, organic thin
film transistors, organic photodetectors, and organic light-emitting diodes. These
materials and devices are particularly intriguing because they can be highly flexible,
light in weight, and provide a wide range of tunability over structure and optoelec-
tronic properties. The optoelectronic performance of functional materials is largely
determined by the molecular packing, crystal orientation, and phase transformations
that evolve kinetically and thermodynamically during growth and subsequent pro-
cessing that, in turn, generally govern the charge transport properties and charge
recombination processes when operated as devices.

Despite rapid progress in the design and application of functional organic and
hybrid optoelectronic materials in recent years, understanding the molecular inter-
actions and kinetics that govern their synthesis and assembly during processing lags
far behind, mainly due to a lack of time-resolved, in situ diagnostic techniques.
Compared to post-processing ex situ structural characterizations of functional mate-
rials by conventional X-ray diffraction, advanced in situ and time-resolved X-ray
measurements offer a more in-depth understanding of how structural phases evolve
in real time during the synthesis and growth of materials, yielding valuable insights
of chemical reactions, solvent interactions, and interactions with substrates. Such
real-time kinetic information provides the input for models of growth, and feedback
to guide improvements in materials design. Here, we first describe the use of in situ
and time-resolved X-ray scattering/diffraction techniques to understand molecular
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packing and ordering during organic film processing, and then how crystallization
kinetics and ordering can be revealed during the synthesis and growth of organic
nanowires and hybrid perovskite thin films.

3 Introduction

Functional materials, especially functional organic soft materials and hybrid organic-
inorganic materials, are currently the subject of intensive investigations due to their
promising applications in the multiple fields including electronics [1–5], photonics
[6–10], and magnetics [11–13]. The family of π-conjugated organic materials [14] is a
versatile class of carbon-based soft matter sharing molecular designs that often result
in appealing optoelectronic properties such as enhanced electronic conductivity [15]
and photoresponsivity [16]. Conjugated molecular materials are of highly desired for
applications in flexible electronic devices [17, 18], such as building integrated photo-
voltaics [19], high-definition ultra-thin organic light-emitting diode (OLED) displays
and televisions [20], and radio frequency identification tags [21]. Compared to
conventional inorganic semiconductors such as silicon, gallium arsenide, and conju-
gated organic materials have a number of unique attractive characteristics such as
flexibility and light weight, and hold the promise of large-scale synthesis and pro-
cessing, resulting in low fabrication cost [22]. As a result of this flexibility, organic
materials can be processed onto a variety of surfaces and shapes including plastic (e.g.,
PET, PEN) substrates for flexible electronic devices [23].

The performance of organic electronic devices is strongly influenced by the
charge transport properties of their constituent conjugated materials and is greatly
affected by the orientation and ordering of the organic molecules on substrates
[15]. In general, preferential charge carrier transport occurs along the π-π stacking
direction of the aromatic rings of the organic molecules. Therefore, it is of critical
importance to find a reliable approach to control molecular orientation, packing
behavior, and crystallinity during organic thin film processing. Since molecular
orientation and crystallinity are determined not only thermodynamically but kinet-
ically, it is essential to understand the kinetics of molecular ordering and crystalli-
zation of organic materials on various substrates as they occur during processing.

Organic photovoltaics (OPVs) harvest solar energy by converting solar photons
to electricity and are one important class of organic electronics that have received
intensive attention during the past decade [24–27]. In particular, building-integrated
organic photovoltaics offer high market potential due to their advantageous features
that include colorable, semitransparent features, and the ability to easily print organic
photovoltaic modules, which could enable savings for construction and materials
costs [28]. However, the ultimate application of OPVs still relies on the steady
improvement of their power conversion efficiency (PCE) in devices, which measures
how efficiently photons can be converted to electrons. Past efforts on organic
photovoltaics have focused primarily on the design and synthesis of new organic
polymeric or small molecular materials to enable a broader range of light absorption,
and the understanding of the molecular packing, i.e., crystallization and orientation
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behavior of organic molecules in the donor/acceptor bulk heterojunction layer for
improved charge transport and collection efficiencies, leading to PCE of ~12% at the
current stage according to literature [29]. In order to further improve PCE, beside
resorting new materials design and synthesis, it is also essential to tune the molecular
orientation and molecular packing through processing control during the organic
thin film growth and/or post-treatments of as-cast organic thin films. In situ and time-
resolved X-ray diffraction allow the detection of possible time-dependent/transient
film structures and for monitoring the evolution of these structures during growth.

Another representative application is organic thin-film transistors (OTFTs) which
are devoted to acting as a complementary or replacing the silicon-based integrated
circuits in next-generation flexible consumer electronics [30]. To obtain high charge
mobilities in OTFTs, it is a crucial step to obtain organic thin films with desirable
charge transport properties, which is dependent on the fundamental understanding of
the molecular orientation and packing behavior in the organic semiconductor chan-
nel layer. Such molecular level understanding and tuning of molecular packing could
be realized by in situ and time-resolved high flux synchrotron X-ray scattering and
diffraction [31].

Compared to the abovementioned 3D organic bulk films, 1D crystalline organic
nanowires, which is assembled from small molecules to incorporate functionalities
arising from nanoscale and microscale ordering, can offer a more promising
approach to develop high-performance OPVs and OTFTs [32]. These 1D organic
nanowires systems hold unique advantages as compared with amorphous or disor-
dered domain structures in the regular bulk films [33]. Their 1D assembled structures
promise unidirectional charge transport which is superior to anisotropic transport in
bulk film. More importantly, controllable growth of organic nanowires enables the
packing of donor/acceptor heterojunctions through the π-π interaction force along
the axial direction or normal to the axial direction, which could be more efficient
than conventional bulk heterojunction OPVs due to longer exciton diffusion length,
more efficient exciton dissociation, and faster charge transport [32]. Recent studies
have shown that OPVs [34] and OTFTs [35] could be efficient based on vertically or
parallely aligned nanowires on substrates, respectively. To further improve the
performance of organic nanowire electronic devices, a critical step is gaining the
fundamental understanding of growth mechanism and kinetics of these nano-
structures to tailor their molecular orientations and packing behavior.

Recently, a class of functional hybrid organic-inorganic materials, organometallic
trihalide perovskites (OTPs), invigorated a tremendous research effort to understand
their fundamental material properties, how they operate and assemble as thin films,
and their ultimate limitations as electronic devices [36–41]. Perovskite solar cells
relatively quickly achieved PCEs of around 22%, which is comparable or better
than the current state-of-the-art inorganic thin film photovoltaic technologies
[42–44]. These organic hybrid perovskite materials have many appealing properties
such as strong light absorption [45, 46], excellent carrier transport [47, 48], tunable
electronic structure [43], and feature defect-tolerance [48, 49], although both envi-
ronmental stability and thermal stability are still an issue [50–53]. These appealing
optoelectronic properties result from the nanoscopic packing and orientation of
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inorganic frameworks and organic moieties in organic-inorganic hybrid systems,
which in turn governs charge transport [48]. In order to further improve OTP device
performance, again it is imperative to study how organic and inorganic precursors
interact to determine the synthesis and assembly of these hybrid perovskite mate-
rials. Furthermore, to minimize grain boundaries and enable long-range carrier
transport, it is of great significance to understand the kinetics and orientation of
crystal growth during the controlled chemical reactions of the precursors, and during
any subsequent post-processing of the perovskite films [47, 54, 55].

Recently, Kowarik has briefly reviewed the development of in situ X-ray diffrac-
tion analysis of thin film growth [56]. In situ X-ray is a powerful tool for the
fundamental understanding of a large variety of materials systems and further for
the optimization of materials processing for enhanced materials performance
[56]. However, to the best of our knowledge, a more specific and deeper survey
has not yet performed about frontier organic and hybrid functional materials and
associated thin films using in situ X-ray to reveal the chemical reaction kinetics,
phase transformation, and crystal nucleation and growth. Here we focus on nonde-
structive in situ and time-resolved X-ray diffraction/scattering techniques, which not
only offer the flexibility of operation in different sample environments (vacuum/air/
liquids/penetration of thin solids) but also offer access to relatively deep penetration
depths in organic soft materials [32, 57, 58]. Real-time X-ray diffraction measure-
ments therefore offer the potential to reveal the key fundamental information about
the crystallization kinetics and ordering in the abovementioned functional organic
[59, 60] and hybrid materials [56]. In particular, this technique not only offers the
capability to probe the molecular orientations and packing structures during the
growth of organic thin films [61], but also provides the detailed information for the
diffusion-controlled reactions and crystal growth kinetics in the growth of organic
nanowires and organic-inorganic hybrid perovskites [62].

In this chapter, we introduce how to use in situ and time-resolved X-ray diffraction
techniques to understand the molecular packing behavior during film processing and
reveal crystallization kinetics and ordering during the growth and/or post-treatments of
organic thinfilms [63–65]. By directlymonitoring the growth of organic nanowires [32,
62] and hybrid perovskites film [62] on substrates using real-time X-ray diffraction,
insights into the vapor-solid growth processwill be discussed to understand and explain
how crystals grow through atomistic modeling. Such fundamental understanding of the
growth process should lead to processing insights for more effective incorporation of
these functional materials into electronic devices.

4 Experimental Methodology

4.1 Fabrication of Organic Thin Films

Organic thin films are fabricated on substrates by multiple methods including
ink-based solution processes [1, 17, 29] or thermal vacuum processes [66–68].
For the solution processes, thin films are deposited by a variety of spin-coating [69],
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spray-coating [70], roll-to-roll coating [57], Gravure printing [71], and inkjet printing
processes [72]. To make electronic ink solutions, organic materials are dissolved in
organic solvents such as dichlorobenzene, toluene, and chloroform. The thickness of
the films can be tuned by changing solution concentrations. For some organic mate-
rials, the as-cast films were thermally annealed above the glass transition temperature
to facilitate the reorganization of molecular chains and enhance the crystallinity [73].
The pentacene films (introduced later) were deposited with a vacuum thermal evap-
oration method under two different conditions: room temperature (RT) and 75 �C. The
P1 and P2 polymer films (introduced later) were spin-casted at RT. The P3HT films
were fabricated with a roll-to-roll printing. In situ X-ray diffraction (XRD) was used to
monitor the growth of these films during processing.

4.2 Growth of Organic Nanowires

The metal-TCNQF4 organic nanowires were synthesized from reactions between the
metal film (e.g., Ag, Cu) and TCNQF4 vapor at 150–170 �C. The metal films were
deposited on precleaned silicon Si substrates with e-beam evaporation method. The
metal film samples were placed on a ceramic holder and surrounded by TCNQF4
powders. Flow of N2 gas was applied during the synthesis of organic nanowires.

4.3 Growth of Perovskite Thin Films

Lead halides (e.g., PbI2, PbBr2, PbCl2) were dissolved in polar solvents
dimethylformamide (DMF) and dimethyl sulfoxide (DMSO) to make precursor
solutions with different concentrations (550 mg/mL in this study). To make
(I, Br)-based mixed halides solution, mixture of PbI2 and PbBr2 with 1:1 weight
ratio was dissolved in DMF or DMSO. As for the (I, Cl)-based mixed halides
solution, mixtures of PbI2 and PbCl2 with 1:1 weight ratios were also dissolved in
DMF or DMSO. All the lead halide precursor films were grown on glass substrates
by spin coating solutions at spin speed of 6000 rpm for 30 s in an N2-filled glovebox.
The lead halide precursor films were then placed on a ceramic substrate in the Anton
Paar XRK-900 chamber and were surrounded with methylammonium iodide
(CH3NH3I) powder. When the CH3NH3I was heated up 70 �C, materials transform
from solid state to the vapor state, and the CH3NH3I vapor diffuses into the lead
halide films to facilitate the chemical reaction between them. Such reaction process
was monitored by in situ X-ray diffraction.

4.4 In Situ Grazing Incidence Wide Angle X-Ray Scattering Using
Synchrotron X-Ray Source

A schematic diagram is shown in Fig. 2.1a to depict the in situ synchrotron grazing
incidence X-ray scattering measurement setup to probe the in situ crystallization
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process occurring during the fabrication of OPV P3HT:PCBM blend films by
ink-based roll-to-roll printing technology. In this case, the intense and fine collimated
state-of-the-art synchrotron X-ray source combined with high-speed and high-
sensitivity 2D X-ray detectors ensure the reliable real-time investigation of the
orientation and crystallization process of P3HTand characterization of the molecular
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Fig. 2.1 In situ GIWAXS of P3HT:PCBM films during roll-to-roll printing. (a) Schematic
representation of the setup of to track crystallization dynamics and morphology evolution, and
(b) shows the real setup with different viewing angle (Reprint with permission from Gu et al. [57],
Copyright # 2016, American Chemical Society)
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structure. Figure 2.1b shows the real experimental setup of combination of roll-to-roll
printing machine with GIWAXS instruments which was designed by Gu et al. at high-
flux synchrotron X-ray radiation facility, Beamline 7–2 at the Stanford Synchrotron
Radiation Laboratory SSRL Beamline 7–2 [57]. As seen in Fig. 2.1a, b, the roll-to-
roll printing stage was mounted onto a goniometer to align the substrate to the X-ray
beam. A Dectris 300k Pilatus detector was used to collect the 2D GIWAXS images
with sample–detector distance of 260mm and the grazing incidence angle of 0.14�. In
order to reduce absorption of X-rays through the electron-rich chlorinated solvent, the
X-ray energy was set to be 15 keV, which gives rise to the X-ray wavelength of
0.8270 Å. The bay-annulated indigo-based polymer P1 and P2 films were examined
at Beamline 7.3.3 at Advanced Light Source of the Lawrence Berkeley National
Laboratory by He et al. [69, 74]. In the study, in order to investigate the structural
evolution occurring upon elevating temperature in greater detail, in situ GIWAXS
measurements were carried out, where thin film samples were mounted on a heating
stage inside a helium box along the X-ray beam path. The X-ray energy was set to be
10 keV yielding the X-ray wavelength of 1.25 Å. In the in situ GIWAXS measure-
ments during heating and cooling, the applied heating rate was 10 �C/min, while
natural cooling was used for the investigation of structure change during cooling.

4.5 Time-Resolved, In Situ X-Ray Diffraction

Powder X-ray diffractometer (PANAlytical X’Pert MPD Pro) equipped with a
silicon-based position-sensitive 1D solid-state detector, i.e., X’Celerator detector
and X-ray tube generating Cu-Kα radiation (λ= 1.54050 Å) was used to characterize
the reaction process and crystallization kinetics of the hybrid perovskite films. Since
X’Celerator detector can speed up XRD measurement time up to 100 times much
faster than a traditional point detector and the entire reaction time, using the detector
with excellent counting rate and statistics is critical to in situ X-ray studies to catch
up with the fast process of chemical reaction, crystallization kinetics, and phase
transition of hybrid perovskite in real time. Also, an Anton Paar XRK-900 reaction
chamber was used to induce the reaction and the reaction-induced crystallization of
lead halide perovskite and acquire the X-ray diffraction (XRD) patterns during the
entire reaction and crystallization process of the perovskites. For the XRD measure-
ments, X-ray was generated at the tension of 45 kV and tube current of 40 mA, and
the measurement step size and scan rate were 0.0167113� and 0.107815�/s, respec-
tively. For the reaction, the spun-cast lead halide precursor (e.g., PbI2) films were
placed on the ceramic sample holder and the lead halide samples were surrounded
with CH3NH3I powder as depicted in Fig. 2.2. For the reaction to occur, both lead
halide precursors and CH3NH3I powder were heated up to 100, 120, and 140 �C by
surrounding heater coils in the XRK-900 reaction chamber under N2 or He inert gas
environment. As the temperature reached to the desired reaction temperature, i.e., the
isothermal reaction and reaction-induced crystallization kinetics were monitored in
real time by collecting in situ XRD patterns. The specific diffraction geometry is
shown in Fig. 2.2.

40 B. Yang et al.



5 Key Research Findings

5.1 Molecular Packing and Orientation of Organic Molecules
Revealed by In Situ GIWAXS

Charge transport properties of organic molecules are determined by their orientation
and ordering with respect to substrates. In principal, the preferential charge transport
is along the direction of π-π stacking of the aromatic rings of the organic molecules.
Understanding how organic molecules align and further finding a controllable
approach to tune molecular orientation and packing behavior during the deposition
of thin films by thermal vacuum evaporation method or solution-based processing
method is essentially important for the improvement in performance of organic
electronic devices.

Vacuum thermal evaporation has been widely employed as a method to fabricate
highly uniform organic thin films for high-performance electronic device such as
OLEDs, OPVs, and OTFTs, especially for the commercially available AMOLED
displays and TVs. To further improve device performance, it is urgently required to
understand the molecular crystallization kinetics during the growth stages of organic
thin films. The real-time measurement of GIWAXS is an excellent tool to reach this
goal. Watanabe et al. developed an in-house-built thermal evaporation chamber
coupled with in situ and time-resolved 2D GIWAXS to track the real-time growth
of pentacene thin films [58].

Well-defined conjugated small molecular materials, such as pentacene, prove
relatively easy to process by simple synthetic and processing control to achieve
reproducible device performance. Vacuum thermal evaporation has been widely
applied to deposit such small molecules into thin films. Real-time GIWAXS is one
of the major tools to probe thin films as they grow and has been used to analyze the
structural evolution of pentacene thin films. The GIWAXS patterns were collected
from the pentacene films grown at room temperature and 75 �C. Two diffraction peaks

Fig. 2.2 Schematic
representation of the in situ
X-ray diffraction
measurement setup and
XRK-900 reaction chamber.
The chemical reaction is PbX2

(X = I, Br, Cl) + CH3NH3I!
CH3NH3PbX3 (X = I, Br, Cl)
(Reprint with permission from
Yang et al. [62], Copyright
# 2016, American Chemical
Society)
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along the qz out-of-plane direction are assigned to (001) and (002) planes. The
diffraction peaks along the in-plane direction are assigned to (11 L), (02 L), (12 L)
planes. The thickness dependence of growth mechanism was studied with in situ
GIWAXS. The diffraction peaks transform from streaks to spots with increasing
thickness of the pentacene films, suggesting the transformation of 2D layer growth
to 3D bulk island growth behavior with increasing film thickness. It is mentioned that
the (00 L)B represents the bulk-phase of pentacene films. Since these diffraction peaks
are off the qz axis, indicating that the bulk phase plane is tilted with the respect to the
substrate. In addition to the thickness effect, the growth temperature also makes an
impact on the orientation and packing of pentacene molecules. The discrete diffraction
spots appear in the case of a 1 nm-thick film at 75 �C, which is invisible for the room
temperature growth conditions. This suggests that the pentacene film formed a tex-
tured polycrystalline structure when the organic film is as thin as 1 nm. Since such
in situ X-ray diffraction analysis only offers average structural information and lacks
the microscopic local structure details, it is still possible that the film is noncontinuous
at an elevated growth temperature of 75 �C and the pentacene shrinks into individual
domains at such high-temperature growth condition. It is anticipated that the combi-
nation of in situ microscopy measurements (e.g., SEM) with in situ X-ray diffraction
analysis would offer a more complete understanding of the growth mechanism.
Moreover, the diffraction intensities of (11 L), (02 L), and (12 L) planes increase
with increasing film thickness. The (001)B diffraction peak of the bulk-phase appeared
on the qz axis, indicating (001) plane of bulk phase orients parallel to the substrate
when it was grown at 75 �C. Further reading can be found in Ref. [58].

While vacuum thermal evaporation thus has proven to be a reliable approach to
deposit uniform and reproducible organic thin films, this method requires expensive
high-vacuum instrumentation that may increase the ultimate cost of organic elec-
tronic devices. Therefore, much effort has been devoted to developing solution-
based processing approaches such as spin-coating and roll-to-roll printing. Despite
of the large amount of effort expended to date, the understanding of the morpholog-
ical evolution and structural change during the assembly of thin films from solution
is far from understood.

Spin-coating methods have been used to process a broad variety of organic
materials, including recently intensively studied low bandgap polymers. In order
to develop efficient low bandgap organic semiconductors, recent efforts have
focused on the design and synthesis of alternating donor and acceptor structures
within the backbone of the organic molecular materials, where the donor unit and the
acceptor unit is electron-rich and electron-poor, respectively [75–78]. Bo et al. report
an electron accepting unit, bay-annulated indigo (BAI) [69], which was applied to
design a series of high-performance donor-acceptor organic materials (e.g., P1 and
P2 polymers). Organic thin film transistors (OTFTs) based on these materials show
ambipolar behavior with a mobility of around 1 cm2/Vs. The success of the P1 and
P2 polymers is based on a number of good features of the BAI unit, including strong
planarity, high conjugation, and high solubility. To understand the molecular pack-
ing and ordering of the spin-coated thin P1 and P2 films, GIWAXS data was
collected as shown in Fig. 2.3. The as-cast P1 film exhibits a strong (100) scattering
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peak along the out-of-plane direction with respect to the substrates. In addition, the
edge-on orientation is suggested by the second-order diffraction peaks along the out-
of-plane direction (100) as shown in Fig. 2.3b. It should be mentioned the thermal
annealing treatment offers positive effect on the original as-cast films. The thermal
annealing increases the overall crystallinity and edge-on stacking as indicated by the
enhanced scattering intensity and sharper peak of the (100) plane. Moreover, the
narrower (010) peak suggests the enhanced π-π stacking, i.e., increased crystal size
along the in-plane direction (Fig. 2.3c). However, with a reduction of the number of
side chains (from P1 to P2), the crystallinity is significantly decreased as shown in
Fig. 2.3d, e. As for the as-cast P2 film, (100) peak is weak due to the lower degree of
orientation along the out-of-plane direction. Both edge-on and face-on molecular
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Fig. 2.3 (a) The synthesis routes of P1 and P2 polymers. Ex situ GIWAXS patterns collected from
P1 thin films (b and c) and P2 thin films (d and e); b and dwere both as-cast films while c and ewere
films after thermally annealed at 100 �C for 10 min (Reprint with permission from He et al. [69],
Copyright # 2014, American Chemical Society)

2 In Situ X-Ray Studies of Crystallization Kinetics and Ordering in Functional. . . 43



orientation of the P2 are reflected by the presence of the strong reflections along both
in-plane and out-of-plane directions.

In general, thermal annealing provides energy to induce the reorganization of
polymer chains for promoting molecular packing and ordering. To understand how
P1 and P2 polymers orient with respect to substrates with changing temperatures,
in situ GIWAXS measurements were conducted. The temperature ramp rate was
10 �C/min during the heating circle, which was followed by a cooling circle. As
shown in Fig. 2.4a during the heating circle, the (100) peak associated lamellar
stacking increased with increasing temperature while the strong, (010) peak origi-
nated from the π-π stacking of aromatic ring showed up at 200 �C, indicating the
initiation of an edge-on molecular orientation on the substrate. The π-π stacking was
observed to reduce with further increase in temperature to 250 �C. It is not surprising
that the edge-on orientation on the substrate was maintained during cooling of the
sample as shown in Fig. 2.4b. The P2 polymer crystallized at 100 �C and exhibited
hexagonal packing structure at 150 �C (Fig. 2.4c), which was also maintained during
the cooling process (Fig. 2.4d).

The abovementioned organic films for GIWAXS studies were deposited by the
spin-coating method. However, it is generally believed that the morphology of the
films is highly dependent on the processing methods and conditions. For example,

Fig. 2.4 In situ GIWAXS patterns collected from P1 and P2 polymer thin films during heating (a,c)
and cooling (b,d) cycles (Reprint with permission from He et al. [69], Copyright# 2014, American
Chemical Society)
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the morphology of the films processed by roll-to-roll printing and spin-coating could
be different due to different drying speeds of the as-cast wet films. This results in
different molecular packing and crystallinity for the two different processing tech-
niques. Moreover, roll-to-roll printing is a high-throughput production method to
make large-scale electronic devices. Therefore, fully understanding the evolution in
the molecular structure, morphology and the associated molecular ordering and
crystallization processes of organic thin films fabricated by roll-to-roll methods are
of great importance. Recently, Gu et al. have applied in situ GIWAXS to monitor the
crystallization dynamics of P3HT:PCBM bulk heterojunction blend films during the
roll-to-roll printing process [57]. Figure 2.5 shows the in situ diagnostic setup used
in the roll-to-roll printing to track the crystallization dynamics and morphology
evolution at multiple stages: (a) wet film after printing, (b) drying film, and
(c) dried film.

Fig. 2.5 Schematic representation to show the in situ GIWAXS characterization at multiple stages:
(a) wet film after printing, (b) drying film, and (c) dried film (Reprint with permission from Gu et al.
[57], Copyright # 2016, American Chemical Society)
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Using in situ setup, Gu et al., obtained the real-time evolution of the out-of-plane
(100) patterns, which could be ascribed to the diffraction of P3HT lamella packed
normal to the substrate [57]. It was pointed out that the (010) peak, which is a signature
of π-π stacking of P3HT main chains, was not observed, and was most likely masked
due to strong scattering from the PET substrate used for this roll-to-roll printing study.
Figure 2.6 shows the time evolution of GIWAXS images of out-of-plane (100)
peak of the P3HT thin film. It was shown that the diffraction intensity of (100) peak
increased with time during the drying process. From these measurements, Gu et al.,
showed that the drying and crystallization process can be divided into three stages:
(1) dissolved state, (2) nucleation and growth, and (3) vitrification. During stage
1 (dissolved state), no diffraction was observed since the molecules were disordered
in the wet state. During stage 2 (nucleation and growth), the out-of-plane (100)
diffraction peak shows up and its intensity increases with time, as a result of the
nucleation and packing behavior of P3HT molecules. During this stage, the P3HT
molecules start to align and order to form crystalline domains. In stage 3 (vitrifica-
tion), after the film dried, the vitrification of P3HT polymers initiates, and during this
stage, the side chains of P3HT polymers become more closely packed along the out-
of-plane direction.

5.2 Understanding the Metal-Direct Growth of Single-Crystal
Organic Nanowires

It is still a challenge to obtain fully-crystallized organic thin films, especially via
solution-based processing methods [79, 80]. Most organic thin films have a certain
amount of morphological disorder in addition to well-ordered domains [81]. These
features lead to anisotropic charge transport and low charge mobilities [82–84]. This
challenge can be potentially overcome by assembling organic materials into single
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Fig. 2.6 Real-time evolution of GIWAXS images of the out-of-plane (100) peak of the P3HT thin
film (Reprint with permission from Gu et al. [57], Copyright# 2016, American Chemical Society)
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crystalline organic nanowires, or organic nanorods, or other nanostructured forms
[86]. In this case, strong π-π interactions are a driving force toward the growth of the
one-dimensional structures, which could have excellent unidirectional charge trans-
port behavior with high charge mobilities [85–87]. More importantly, both exciton
dissociation and charge separations could be potentially improved by constructing
donor/acceptor heterostructure-type organic building blocks along the axial direction
or normal to the axial direction [88, 89]. In order to design and fabricate organic
nanowires-based electronic devices, it is essential to understand the synthesis and
processing process, i.e., controllable growth of organic nanostructure with well-
defined molecular orientations and alignment and packing motif, etc.

A typical approach to grow oriented crystalline organic nanowires is the vapor-
solid chemical reaction (VSCR) [90, 91], e.g., the reaction between organic vapor
molecules with solid thin films. One example of VSCR is the growth of M-TCNQF4
nanowires (M = Cu, Ag), where the metal film (e.g., Cu, Ag) is used to localize and
direct the growth of organic nanowires [91]. By replenishing metal reactants to
maintain the chemical reaction between metal atoms with the organic small mole-
cules along the π-π stacking direction, the metal atoms are directly incorporated into
the structure of organic crystalline nanowires during the reaction process. With such
directional growth and spatial confinement of chemical reactions, a mechanism
exists to tune the nanowire size, molecular structure, and crystal orientation. For
example, by using optical lithography to pattern the metal reactant in combination
with the VSCR method, researchers have grown vertically or horizontally aligned
organic nanowires [34, 35]. Further controllable growth of organic nanowires
between electrodes has also been realized to build transistor and memory devices
[35, 92]. The fundamental understanding of nucleation and growth mechanisms of
organic nanowires with VSCR method is of fundamental importance to obtain a
more precise control of structure, orientation, position, and size of crystalline organic
nanowires [92–94].

X-ray diffraction allows for the real-time characterization of the crystallization
kinetics of organic nanowires during their growth process. Xiao et al. applied in situ
and time-resolved XRD to probe the growth kinetics during the VSCR process
[32]. In particular, the nucleation and growth mechanism of M-TCNQF4 nanowires
(M = Cu, Ag) was studied with in situ XRD to understand how metals direct the
assembly of small-molecules into nanowires, and further reveal what governs the
selectivity of which metal that an organic vapor prefers to react with.

Xiao et al. studied the growth kinetics of highly crystalline Ag- and Cu-TCNQF4
nanowires at different temperatures (i.e., 160 �C, 170 �C, 180 �C, and 190 �C). For
the growth of Ag-TCNQF4, the time-resolved XRD patterns were collected at
growth temperature of 170 �C (Fig. 2.7). To monitor the growth kinetics, scattering
windows of 27–30� and 37–39� were chosen to trace the X-ray reflection from
Ag-TCNQF4 (222) and Ag (111) peaks. After reaction for 15 min, the (222) peak for
Ag-TCNQF4 nanowires became detectable while the Ag (111) peak decreased
simultaneously, suggesting the continuous growth of Ag-TCNQF4 nanowires and
the simultaneous consumption of the Ag film due to the chemical reaction with
the TCNQF4 vapor. The (222) peak of Ag-TCNQF4 and (111) peak of Ag were
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integrated and then the peak areal intensity was plotted as a function of time to show
the dynamic process of growth of nanowires and consumption of Ag metal, respec-
tively. The normalized integrated X-ray peak intensities were shown in Fig. 2.7c.
The modified Avrami model was used to fit the growth kinetic curves, and it was
found that the Avrami exponents (n) at four growth temperatures were between 1.1
and 1.7, which indicates the growth mechanism of Ag-TCNQF4 nanowire is one
dimensional, diffusion-controlled growth behavior. Additionally, Xiao et al. also
found that the growth rate of Ag-TCNQF4 nanowires increases with increasing
temperature, as suggested by the higher kinetic constant at higher temperatures.
The growth kinetics of the organic nanowire probed using in situ XRD combined
with theory calculations and modeling suggested that the metal ions from the film
diffuse along the nanowires to their tips where they react with the organic vapor to
continue the growth, an energetically favorable process (Fig. 2.7d).

Xiao et al. also conducted another in situ X-ray diffraction experiment to test the
above- proposed growth mechanism and to investigate the long-range migration
behavior of the metal ions (such as Ag+ in the abovementioned case) during the
ionic exchange reaction process. Real-time X-ray diffraction was again applied to
monitor the chemical reaction between TCNQF4 vapor molecules and Cu/Ag double
layers to study the growth kinetics of nanowires involving a competition between Ag
and Cu with TCNQF4. Here, the Ag layer is on top of Cu layer. The Ag layer thickness
varies whereas the bottom Cu layer thickness was maintained at 50 nm. The reaction
temperature was set at 170 �C. XRD peaks at 15.5� and 16.8� were monitored to
obtain the growth kinetics of Ag-TCNQF4 and Cu-TCNQF4, respectively (Fig. 2.8a).
Interestingly, when the thickness of Ag layer was less than 200 nm, only the Cu was
involved into the reaction with TCNQF4 vapor molecules and only Cu-TCNQF4
nanowires were formed (red and green); however, when the Ag thickness was larger
than 200 nm, the TCNQF4 vapor molecules initially reacted with Ag to form the
intermediate state Ag-TCNQF4, which was then transformed into Cu-TCNQF4 due to
ion exchange reactions where Ag+ ions were replaced by Cu+ ions (dark and blue).
The SEM images show the consumption of Cu and remaining of Ag after the growth
process of nanowires (Fig. 2.8b–d). This result confirmed that the metal ion migration
over long distances along the 1D channel of nanowires is possible during the ionic
exchange reaction process. The selectivity of a metal for the vapor reactant is quite
distinct. For example, the deposition of nickel (Ni) film on top of Cu film may block
the diffusion of Cu, preventing the growth of nanowires.

�

Fig. 2.7 (continued) from Ag metal at four different temperatures (160 �C, 170 �C, 180 �C, and
190 �C) to describe the growth kinetics of the nanowires: rise in the Ag-TCNQF4 222

� �
peak

reflection and consumption in Ag (111) peak reflection of Ag metal. The curves were fitted with a
modified Avrami model. (d) Illustration of ionic diffusion tip growth process with three steps: Top:
TCNQF4 vapor molecules adsorbed on the Ag film surface; middle: an electron migrates from Ag to
TCNQF4 to form a TCNQF4

� ion, and Ag+ interacts with TCNQF4
� ion form Ag-TCNQF4;

bottom: face-to-face stacking of TCNQF4 molecules to form periodic 1D channels for Ag+ diffusion
normal to the substrate. (Blue, N; gray, C; green, F; light gray, Ag) (Reprint with permission from
Xiao et al. [32], Copyright # 2012, American Chemical Society)
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5.3 Crystallization Mechanism of Organic-Inorganic Hybrid
Perovskites

During the past several years, a group of functional organic-inorganic hybrid perovskites
have drawn considerable attention for promising optoelectronic applications including
photovoltaics [9, 45, 55], LEDs [95], lasers [96, 97], photodetectors [98–100], etc. To
achieve superior device performance, it is essential to understand the controllable
synthesis and processing of the perovskites film from their chemical precursors, includ-
ing the crystal growth kinetics and morphology evolution under the specific choice of
film growth conditions [95, 101, 102]. Depending onmaterials synthesis andfilm growth
conditions, hybrid perovskites not only exhibit n- or p-type semiconducting behavior
[103], but also differing the degrees of defects and traps [104], which may cause
significant energy loss as a result of nonradiative recombination [47, 105]. Moreover,
understanding how crystallization of perovskites can result in large crystalliteswithin thin
films appears to be one key to fabricate high-efficiency perovskite solar cells [106–109].

Fig. 2.8 Growth mechanism of TCNQF4 on a substrate coated with Cu/Ag double metal layers.
(a) Variation of normalized XRD peak intensities of organic nanowires grown under Ag films with
different thickness (50 nm, 100 nm, 200 nm, and 300 nm), where the bottom Cu layer thickness was
kept at 50 nm and growth temperature was 170 �C. The curves were fitted with an Avrami model.
(b–c) SEM image showing morphology of the typical organic nanowires by this method: (b) surface
morphology and (c) side view. (d) SEM image showing the rear of nanowire array, which suggests
the consumption of Cu and remaining of Ag after the growth process of nanowires (Reprint with
permission from Xiao et al. [32], Copyright # 2012, American Chemical Society)
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Recently, Yang et al. applied in situ X-ray diffraction to monitor the whole trans-
formation process from lead halide PbX2 (PbX2, X = Cl, Br, I) precursors to final
CH3NH3PbX3 (X = Cl, Br, I) perovskites in a sealed chamber which was filled with
methylammonium iodide (CH3NH3I) vapor [62]. A lead halide precursor (e.g., PbI2)
filmwas surrounded with CH3NH3I powder. The reaction and growth temperature was
controlled by a heater coil, and the reaction and growth of the perovskite films occurred
in the helium or nitrogen gas environment. First, a temperature ramp study was
conducted to track the chemical reaction (PbI2 + CH3NH3I ! CH3NH3PbI3) to find
suitable growth temperatures for the subsequent isothermal studies. Figure 2.9a shows
the temperature ramp study of the transformation from PbI2 to CH3NH3PbI3 perov-
skites, and the temperature dependence of variation of integrated intensity of (001)
peak of PbI2 and (110) peak of CH3NH3PbI3 perovskites was also exhibited in
Fig. 2.9b. The (110) of CH3NH3PbI3 perovskite appeared at around 120 �C while the
(001) plane of PbI2 decreased significantly. It should be noted that, since the
CH3NH3PbI3 perovskites experience a phase transition from tetragonal to cubic at
around 327 K, the peak at 14.05� is indexed as (100) when temperature is higher
than 327 K. Based on the temperature ramp study results, three growth temperatures
(i.e., 100 �C, 120 �C, and 140 �C)were selected to study growth kinetics bymonitoring
XRD reflections at 2θ = 12.65� and 14.05� to track the evolution of structure
transformation between PbI2 and CH3NH3PbI3.

The growth kinetics are shown in Fig. 2.10a–c. The chemical reaction and crystal-
lization of perovskites were highly temperature dependent. At 100 �C, the PbI2 still
remained even after reaction for about 760 min in the CH3NH3I vapor environment.
However, the same amount of PbI2 was quickly consumed in the CH3NH3I vapor
environment even with reaction for only about 30 min at 140 �C. By integrating the
peak area of PbI2 (001) and CH3NH3PbI3 (110) at the three growth temperatures, the

Fig. 2.9 (a) Temperature ramp study of XRD to show the transformation from PbI2 to
CH3NH3PbI3 perovskites. (b) Temperature dependent of variation of integrated peak areal intensity
of PbI2 and CH3NH3PbI3 perovskites. The inset of (b) displays the illustration of crystal structure of
CH3NH3PbI3 (Reprint with permission from Yang et al. [62], Copyright # 2016, American
Chemical Society)
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time-resolved evolution of peak intensity is shown in Fig. 2.10d, and these curves were
fitted with an Avrami model. The Avrami exponents are between 1 and 2, suggesting a
diffusion-controlled, one-dimensional mechanism governs the growth of perovskite
films. Based on the in situ XRD results, Yang et al. proposed a growth process of
perovskite films (Fig. 2.10e) [62] wherein the CH3NH3PbI3 perovskite crystal nuclei is
initially generated on top surface of the PbI2 film as the CH3NH3I vapor contacts with
the PbI2 precursors, and afterwards the additional CH3NH3I vapor molecules diffuse
into the underneath PbI2 layer to facilitate the top-down reaction. During this top-down
nucleation process, the CH3NH3PbI3 crystals grow along the direction normal to the
PbI2 film. Finally, the perovskite grains coalescence laterally to increase the lateral
dimension of grains [61, 111].

Recent studies have shown that incorporating multiple halogen ion species into the
perovskite structure can tune optical bandgap, defect, ion migration, and filmmorphol-
ogy [110, 111]. However, how these halogen ion species compete with each other
during the chemical reaction process has not been clear [112]. Recently, Yang et al.
applied in situ XRD to reveal such completion [62], where it was revealed that bromine
ions were gradually substituted by iodine ions in the perovskite lattice. Figure 2.11a, b
shows the transformation of perovskite structure from CH3NH3PbI1.5Br1.5 to
CH3NH3PbI3 in the presence of an excess of CH3NH3I vapor. Yang et al. also studied

Fig. 2.10 Isothermal crystallization kinetics of CH3NH3PbI3 at three different temperatures: (a)
100 �C, (b) 120 �C, and (c) 140 �C. (d) Variations of normalized peak areal density of PbI2 (001)
and CH3NH3PbI3 (110) at different temperatures. The corresponding solid lines are a result of
Avrami model fits. (e) The crystallite size as a function of growth time. Inset of (e) shows a
schematic representation of the PbI2 film reacting with CH3NH3I vapor to form CH3NH3PbI3
(Reprint with permission from Yang et al. [62], Copyright # 2016, American Chemical Society)
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the competition between iodine and chorine ions during the formation of perovskites.
Interestingly, in the presence of excess of CH3NH3I vapor, the chlorine was found to
reside in the grain boundaries of perovskite films, rather than in the perovskite crystal
lattice. Although in situ XRD revealed that neither Br� nor Cl� was incorporated into
the perovskite crystal lattice in the presence of more reactive I�, the evolving of Br� or
Cl� ions in the synthesis and growth of perovskite was found to promote crystal growth
and achieve larger crystals in films, which could improve the carrier transport in
CH3NH3PbI3 perovskite films [62, 113].

6 Conclusions and Future Perspective

In situ GIWAXS and XRD both provide promising nondestructive, real-time diagnos-
tics that reveal important reaction or crystallization mechanism and structural informa-
tion crucial to the assembly of organic small molecules and polymers, as well as

Fig. 2.11 In situ powder X-ray diffraction to reveal the competition between I� and Br� ions
during the vapor-assisted synthesis and growth of perovskites. (a) Time-dependent variation of
Bragg peaks at 11.24� for PbBr1.2I0.8�DMF (003), 13.18� for PbBr1.2I0.8 (110), 12.64� for PbI2
(001), 13.95� for CH3NH3PbI3, and 14.59� for CH3NH3PbI1.5Br1.5 grown at 120 �C. (b) Time-
dependent phase transformation from CH3NH3PbI1.5Br1.5 to CH3NH3PbI3 in the excess of
CH3NH3I vapor environment (Reprint with permission from Yang et al. [62], Copyright # 2016,
American Chemical Society)
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complex organic/inorganic hybrid structures, that are emerging for commercially
important flexible electronics today. The employment of in situGIWAXS to investigate
molecular orientation and packing behavior during the deposition of organic thin films
with either vacuum thermal evaporation or solution-based coating has been discussed
in this chapter. These studies showed that the processing conditions significantly affect
the morphological features at molecular level. Molecular chain can orient along the
direction either parallel to the substrate or perpendicular to the substrate, depending on
the interfacial properties, substrate temperatures, processing methods, etc.

Starting with thermally evaporated small molecules, we showed that both film
thickness and growth temperature impacted molecular orientation and packing
behavior of pentacene during the vacuum thermal evaporation deposition process.
It was found that only 1 nm-thick-pentacene film could exhibit highly oriented
discrete diffraction spots at an elevated growth temperature of 75 �C. GIWAXS
results also indicated the crystal orientation, where the (001) crystal plane of bulk
phase was parallel to the substrate.

In addition to thermally evaporated films, in situ GIWAXS reveals the molecular
level evolution of morphology during solution-processing, as was shown for
annealing of bay-annulated indigo based donor�acceptor polymer films. There
GIWAXS revealed how the polymer chains in the as-cast film formed a (100)
plane, edge-on orientation with respect to the substrate that increased during
annealing, while the aromatic π-π stacking along the (010) plane reduced. In another
example, GIWAXS revealed the kinetics and dynamics of three stages in the drying
and crystallization from wet P3HT:PCBM films processed by large-scale roll-to-roll
methods: [1] a disordered “dissolved” state, [2] nucleation and growth of P3HT
domains, and [3] vitrification with packing (interdigitation) of aliphatic side chains.
Such studies are invaluable to provide understanding and real-time feedback in
large-scale solution processing of organic electronics.

In situ and time-resolved powder X-ray characterization can be applied to monitor
the overall crystallization processes of films and nanostructures, as in the example of
the M-TCNQF4 NWs (M = Cu, Ag) organic nanowire growth kinetics measured
during the VSCR process. This technique enabled the understanding of the
one-dimensional diffusion-controlled growth kinetics, revealed how metals direct the
assembly of small-molecules into nanowires, and revealed the selectivity of between
two metals competing for an organic vapor reactant during the VSCR growth process.

Finally, in situ powder X-ray diffraction was shown to achieve fundamental
understanding of crystal growth kinetics and mechanisms for complex organic/
inorganic hybrid perovskites by monitoring the whole transformation process from
lead halide PbX2 (X = Cl, Br, I) precursors to final CH3NH3PbI3 perovskites in a
sealed chamber which was filled with CH3NH3I vapor. Starting with CH3NH3PbI3
perovskite crystal nuclei initially generated on the top surface of the PbI2 film by the
CH3NH3I vapor, the CH3NH3PbI3 crystals grow along the direction perpendicular
to the PbI2 film and substrates, eventually forming grains that coalesce laterally to
increase the lateral dimension. Revealing this one-dimensional, diffusion-controlled
growth mechanism could provide guidance to facilitate large crystallite size perov-
skite thin films.

54 B. Yang et al.



In situ X-ray diffraction analysis is a powerful tool for the fundamental under-
standing of a large variety of materials systems and further for the optimization of
materials processing for enhanced materials performance [56]. As introduced in this
chapter, this tool has been widely recognized and applied to reveal the chemical
reaction kinetics, phase transformation, and crystal nucleation and growth
[114]. However, the in situ X-ray diffraction analysis only provides average infor-
mation and lacks the microscopic local structure details. The combination of in situ
microscopy measurements (e.g., SEM/AFM) with in situ X-ray diffraction analysis
would offer a more complete understanding of the materials system during the in situ
growth for future studies. In addition, understanding the relationship between the
structure and properties of functional materials is of fundamental interest because
they often couple together. Therefore, developing in situ real-time measurements of
both properties and structure directly and simultaneously in functional materials to
study the correlation between them during processing and growth are highly
desirable.
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1 Introduction

During the past two decades, nanomaterials have had an enormous diversity of
applications in different industrial fields and fundamental research. Some of these
nanomaterials are specifically engineered to exhibit unique optical, electrical, or
other physical or chemical characteristics. Owing to these attributes, the products
containing various engineered nanoparticles (NP) cover large segments of the
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market from clothing to electronics and healthcare products [1]. The rapid develop-
ment of nanotechnologies, their industrial applications, and related nanosafety
concerns demand sensitive analytical methods for identification and analysis of
nanoparticles (NPs) in very different media [2]. In the same time, there are serious
concerns on possible toxicity of nanoparticles for humans and environment [3].
Engineered NPs (ENPs) have to be analyzed not only during their production, in
pure and concentrated form, but also at trace concentrations in environment, drink-
ing water and food, healthcare and pharmacological products, biological fluids, etc.
Ideally, such a technique should provide a possibility to detect NPs at the level of
single particles and deliver information on their concentration, core and surface
chemical composition, size, and shape [2–4].

The environment, in which nanoparticles are present, defines and restricts the
measurement technique that can be used for their characterization. In-situ character-
izations of nanoparticles in solid, liquid, or gaseous media have their own specifics.
Unlike the solids, where nanomaterials are immobilized within its structure and
cannot be easily or unintentionally altered, nanomaterials in liquids can freely move
in the media. Unlike the gases, where the media density is so sparse that its effect is
usually negligible, the density of liquids as well as the amount of solute can be
comparable to solids. Moreover, the range of the materials, which can be dispersed
or solved in liquids, is much broader than that for gases or solids. Together with a
high mobility of the solutes, it complicates the analytics of the liquid dispersions of
NPs. Indeed, conventional transmission or scanning electron microscopies
(TEM/SEM) for characterization of nanomaterials are applied for solid samples in
vacuum [2]. At the same time, such techniques as the differential electrical mobility
analysis, which can be used for characterization of aerosols [2], can be hardly
applied for liquids. Similarly, the widely used characterization of specific surface
area based on the BET (Brunauer, Emmett, and Teller) isotherms of gas adsorption is
intrinsically applicable only for investigation of solid nanomaterials in gas media.

At the same time, liquid suspensions of nanomaterials (having the size in at least
one dimension mainly between 1 and 100 nm according to EU definition [4]) or
broadly, colloidal particles (with the size in at least one dimension between 1 and
1000 nm, according the IUPAC definition [5]), are of the great practical and
scientific interest. Therefore, the characterization of liquid suspensions is the hot
topic in analytical sciences. A lot of various techniques have been suggested for this
purpose. Some of these methods suppose a conversion of liquid suspensions into
another phase state and further ex-situ characterization (e.g., an application of
TEM/SEM after drying or freezing). Such approaches are almost always confronted
with the question, whether obtained results still represent the state of the original
nanomaterial in the liquid phase, or should be considered as a phase transition
artifact. Due to lability of liquids and colloidal instability of suspensions, the
in-situ characterization of liquid suspensions of nanomaterials is less susceptible to
artifacts. It makes such techniques highly preferable. An overview of such tech-
niques (Table 3.1) is given in the next section. Further, surface plasmon resonance
(SPR) sensors and, particularly, wide-wield surface plasmon resonance microscopy
(SPRM) for detection and characterization of nanoparticles in liquid suspensions are
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described. This novel approach was intensively developed within the EU FP7
funded project “Nanodetector” during 2012–2015. The present chapter is the first
review of this analytical technique and summarization of main obtained results.

2 An Overview of Analytical Techniques for In-Situ
Characterization of Nanoparticle Suspensions

An overview of the selected analytical techniques that can be applied for character-
ization of liquid samples is given in Table 3.1. The techniques are grouped and
shortly described according to three classifiers:

– Measurement principle (optical vs. others)
– Localization of the analyzed nanomaterial (in bulk suspension and/or on the

sensor surface)
– Analysis level (at the level of single particles or cumulative over the sample)

The main attention in this overview is given to optical methods which form the
largest group, are in intensive development, and provide contactless nondestructive
measurements.

2.1 Characterization of Nanoparticles in Bulk Suspension

Dynamic light scattering (DLS) is probably the most popular analytical technique in
this regard. It is unobtrusive and nondestructive method with low acquisition and
operation costs. DLS is based on the analysis of fluctuations of the light scattered by
moving particles (see Fig. 3.1). The particles in the illuminated volume scatter light
in all directions. The fluctuation spectrum depends on the velocities of particles.
Since the scattered light is many orders of magnitude weaker than the incident light,
the photodetector is placed outside its propagation path. Applying the autocorrela-
tion function to the signal from photodetector, one can calculate the diffusion
coefficient of particles. For this reason DLS is also known as photon correlation
spectroscopy. On the other side, the diffusion coefficient of a particle is directly
related to its hydrodynamic radius. For spherical particles this is described by
Stokes-Einstein equation [6]:

D ¼ kBT

6πηr

where D is the diffusion coefficient, kB is the Boltzmann constant, T is the absolute
temperature, η is the dynamic viscosity, and r is the radius of the particle.

Thus, DLS can be used for characterization of the size of particles in mono- and
polydisperse suspensions [7, 8]. It is to note that determination of diffusion coeffi-
cient from light fluctuations in DLS assumes that each photon is scattered only once.
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Therefore, DLS cannot be applied at high particles concentration, where a multiple
scattering can occur. The multiple scattering can be minimized by the design of the
measurement cell [9]. On the other side, the multiple scattering in turbid colloidal
suspensions is addressed by extension of DLS to photon cross-correlation spectros-
copy [10, 11] or diffusing wave spectroscopy [12]. Also, the photon density wave, a
novel optical measurement technique specifically addressing highly concentrated
turbid colloidal suspensions, was introduced recently [13]. All these scattering
techniques are used for characterization of an average size and size distribution of
particles in the whole sample without recognition of individual particles. Therefore,
these techniques are not able to determine concentration of particles by directly
counting them. However, the concentration can be estimated from the scattering
intensity, e.g., a concentration of virus particles was determined by the scattering
intensity using a calibration by organic nanoparticles [14].

In contrast to the dynamic light scattering, where fluctuations of the scattered light are
analyzed by photodetector at fixed single angle, in the static light scattering an intensity
of the light is measured at multiple angles. Then, using the obtained angular dependency
of the scattering intensity, the size of particles can be determined from Mie theory [15].

Instead of capturing scattered photons by a simple photodetector, the volume
illuminated by an incident light can be projected onto the image sensor. Since the
imaging optics avoids capturing the illuminating light and selects the scattered light
only, it represents a regular dark-field optical microscopy. Single nanoparticles with a
strong enough scattering can be then detected in images captured by camera. This
technique was called ultramicroscopy [16]. The dark-field optical microscopy is
capable to image and even characterize an angular orientation of single high-aspect
ratio NPs [17]. Tracking the position of the detected particles in the illumination
volume, one can measure directly their diffusion, and, using the Stokes-Einstein
equation, determine the hydrodynamic radii of these particles [18]. The approach,

Fig. 3.1 Optical techniques for characterization of nanomaterials in the bulk suspension
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known generally as a particle tracking analysis (PTA, commercialized also as the
nanoparticle tracking analysis – NTA), allows fast and uncomplicated quantification
of nanoparticle suspensions. PTA is used for characterization of engineered nano-
materials [18, 19] as well as NPs of biologic origin [20–22], in polydisperse samples
and in complex media [23]. However, the light scattered by a single particle is not
always strong enough to be distinguished from the scattering by solvent molecules.
Unlike DLS, which can be applied for characterization of particles and even molecules
with sizes down to ~1 nm, PTA can be used for characterization ofmuch larger particles
only: above 20 nm in diameter for very dense metallic or oxide particles or above
40–60 nm for the particles with a smaller optical contrast relative to the bulk of
suspension (organic particles, SiO2). Therefore, depending on the sample composition,
both techniques can be used complementarily. An “intermediate” technology that
combines the principles of both PTA and DLS was suggested [24, 25]. This technique,
called differential dynamic microscopy, applies the principle of DLS – a determination
of autocorrelation function of the signal fromphotodetector – to the pixels in differential
images obtained by dark-field microscopy [26, 27]. However, due to competition with
well-established analytical techniques DLS and PTA, the differential dynamic micros-
copy have not found so far wide applications for characterization of nanomaterials.

The above described analytical techniques, suggested for characterization of
nanomaterials in liquid suspensions, are based on the detection of light scattering.
The scattering effect is the intrinsic property of a particle with refractive index
different from that of its environment. In air, the Rayleigh scattering cross section
ϬS, which characterizes the scattering of light by a particle with refractive index
n and diameter d much less than the wavelength of the light λ, is:

σs ¼ 2π5

3
d6

λ4
n2�1ð Þ
n2þ2ð Þ

2

.

Notably, at the same wavelength the scattering increases as the 6th power of the
diameter. Oppositely, the scattering of small particles is a very weak effect.

The nanoparticles that have an intrinsic structural optical absorption or emission
bands (plasmonic nanoparticles possessing localized SPR, quantum dots) can be
characterized by appropriate application of UV/VIS spectroscopy. Absorption and
emission properties of such NPs are strongly dependent on their size, shape, and
chemical composition. Using UV-VIS adsorption spectra the size and concentration
of gold and silver nanoparticles can be determined [28, 29]. Also in the case of
quantum dots the fluorescence spectroscopy can be used for particle sizing [30]. The
principle of UV-VIS spectroscopy can be extended to the characterization of a single
nanoparticle using the dark-field optical microscopy [31]. The strong absorption of
plasmonic particles can be used for the excitation of photothermal effect. Basing on
this principle, the photothermal detection of nanoparticles can be performed (photo-
thermal microscopy) [32, 33].

The described optical techniques are unobtrusive and nondestructive – the particle(s)
are studied contactless and are impacted only by optical irradiation. The impact
of optical irradiation in most cases is negligible (excluding the cases where such
impact is desired, e.g., photothermal microscopy). Since many of these optical
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techniques for characterization of nanomaterials rely on the detection of the scattered
light, these techniques cannot be used directly for the determination of the chemical
composition of nanomaterials or their shape. Such questions have to be addressed
separately.Mainly, the size distribution and concentration of particles are determined.

The techniques are based on the detection and characterization of particles freely
moving in the volume phase (in case of DLS and NTA this is an intrinsic requirement
of measurement principles). After leaving the measurement focus volume, the NPs
cannot be identified subsequently; this complicates a combination of these methods
with other approaches for further analysis of these NPs.

The described methods are not well-suited for chemical characterization of
nanoparticles suspensions. For such a characterization, methods based on other
principles are more appropriate. A number of analytical techniques which are
based on the atomization/ionization of the small liquid volumes and subsequent
analysis of the plasma components have been established. Several methods were
suggested for the atomization of a sample and generation of plasma: inductively
coupled plasma (ICP), thermal ionization (TI), glow discharge (GD), flame (F) or
microwaves (MPT). The analysis of the plasma components can be done using mass
spectrometry (MS), atomic absorption (AAS), or emission spectroscopy (AES).
Correspondingly, a broad range of combinations like ICP-MS, ICP-OES (optical
emission spectroscopy), ICP-AES, F-AAS, GD-AAS, TI-MS, GD-MS, F-AES,
MPT-AES, etc. have been reported. An intense laser beam is used in laser-induced
breakdown spectroscopy (LIBS) [34, 35]. Since the small volume of the nano-
material suspension is analyzed independently and instantly, the artifacts caused
by the phase transfer of nanomaterials from liquid phase to solid or gaseous can be
neglected. However, the atomization of sample is performed at the level of small but
finite amounts of suspension. Correspondingly, the subsequent analysis results are
cumulative for this finite volume. For ICP-MS a single particle resolution was
achieved (sp-ICP-MS) [36, 37]. The technique allows one a detection and accurate
chemical and physical characterization of single nanoparticles extracted from com-
plex media like biological tissues.

In comparison with optical methods, these techniques are destructive and have a
lower throughput. Besides, they are sophisticated and expensive. In the same league
are the techniques based on the small angle X-ray (or neutron) scattering (SAXS or
SANS) [38–40]. The application of high energy irradiation like X-rays or neutrons
makes these techniques even more complex and expensive. Due to the much higher
energy (and correspondingly shorter wavelength) compared to the visible light, the
scattering of X-rays or neutrons provides more information on the physical properties
of nanoparticles. The size distribution and determination of shape of nanomaterials can
be performed. The high energy of irradiation allows a deep penetration into the sample
making possible also a direct characterization of particle suspensions. However,
despite a much higher resolution, SAXS/SANS are inherently not particle specific.
The determination of size and shape of particles can be done only assuming that all
particles in the irradiated volume have the same properties.

For physical characterization of nanomaterial suspensions (size, concentration,
shape), the above described optical methods are simpler and less expensive but their
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analytical performance is competitive to the nonoptical ones. However, for the
chemical characterization of nanomaterial composition, the optical methods can be
applied only in few particular cases, while the techniques based on MS have a very
wide application field.

Most of the above described techniques represent an accommodation of the well-
established analytical techniques for characterization of nanomaterials. In the same
time, there are also nanotechnology-based methods which were developed intention-
ally for characterization of nanoparticles. In tunable resistive pulse sensing (RPS) a
passage of nanoparticles through a small nanosized aperture in the septum separating
two electrode compartments is detected (Fig. 3.2, left) [41, 42]. Instead of using a
nanosized aperture, one can place one electrode into the nanopipette (Fig. 3.2,
middle) [43]. The detection is based on the fact that the electrical resistance between
two electrodes is mainly defined by the electrical resistance of the aperture. The
nanoparticle, passing through the aperture, occludes it and hinders electrical current
carried by electrolyte ions (Fig. 3.2). For this reason, the technique is also known as
scanning ion occlusion sensing (SIOS) [41]. Correspondingly, the electrical resis-
tance increases during the passage of nanoparticles for the value which is character-
istic for the size of the particle. Calibrating the size of aperture and measuring these
resistive pulses, it is possible to characterize the concentration and size of engineered
NPs in the suspension [44, 45]. The method can be applied also for viruses [46].

2.2 Surface Sensing of Particles in Bulk Suspension

Looking at the principle of TRPS (Fig. 3.2), one can note that not arbitrary nano-
particles in suspension are detected but only those passing through the aperture. So
the aperture represents some virtual detection plane. This is even more obvious in
case of nanopipette: the detection of nanoparticles is done at the moment they are
crossing the entrance of nanopipette [43]. Replacing this imaginary liquid orifice of a
pore or nanopipette with a solid electrode, one gets a powerful electrochemical
approach for detection, counting, and analysis of single nanoparticles – impact
electrochemistry [47–49].

The principle of the nanoimpact electrochemistry is based on the measurement of
current spikes due to collision of single nanoparticles with the surface of

Resistive pulse sensing (RPS)

nanoparticles ions

t t t
I+− +− +−

I I I
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re

RPS using nanopipette Nanoimpact electrochemistry

ultramicroelectrode

Fig. 3.2 Electrochemical sensing for characterization of nanoparticles in suspension
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microelectrode. The charge transfer, occurred, e.g., due to the electrochemical
oxidation or reduction of NP, characterizes the NP size. Whereas the conditions, at
which such reaction occur, determine its composition.

The described technique can be considered as surface sensing. The detection limit
of this approach is ~109 particles per mL. The value is mainly defined by the time,
which is needed for a nanoparticle freely diffusing in bulk suspension, to hit the
sensing surface. Correspondingly, the diffusion coefficient of nanoparticles influ-
ences greatly the frequency of their collisions with a sensor surface. This peculiarity
shows one of the main challenges of the surface sensing – only those particles that
collide with the sensing surface can be detected and characterized. Principally, even
a single particle in the bulk suspension can eventually collide with a sensing surface;
however, the expectation time may be prohibitively large. Therefore, an improve-
ment of the detection limit requires an increase of the sensing area, thus increasing
the probability of collision events. In the case of microelectrodes, the randomized
array of electrodes was suggested [50]. However, the total electrode area is limited
by electrotechnical reasons: an increase of the area leads to an increase of the
electrode capacitance and corresponding increase of the time constant of the current
amplifier and its noise. In the case of RPS, the flow of particles towards the orifice
can be forced by applying of a difference in hydrostatic pressure. This results in the
directed flow of bulk suspension through the orifice. It allows one not only to
increase the probability of particle passing through the pore but also to calculate
the concentration of particles. Since the flow volume is known, the concentration is
simply proportional to the detection rate [51]. However, in the case of nanoimpacts,
the directed flow of particles from the bulk suspension towards the sensor surface
cannot be realized as the suspension flow. Moreover, the electrochemical dissolution
of particles on the sensor surface creates a concentration gradient of particles from
bulk suspension towards sensor surface. Correspondingly, the determination of
absolute concentration in bulk is tricky, since the detection rate characterizes the
concentration in the depleted volume and the concentration gradient is defined also
by the diffusion coefficient.

On the other side, sensing on the surface has also a number of important advan-
tages. The surface can be designed in a way that prefers some particular analytes to be
detected. Surface sensing is also less susceptible to the influence of the matrix
components of the probe (e.g., majority of optical bulk sensing methods fail in turbid
or strongly inhomogeneous media). It is also important that the nanoparticles that
have been strongly adsorbed on the sensor surface are immobilized. Therefore, they
can be subsequently identified and analyzed by another analytical technique. For
instance, scanning probe microscopies (SPM, e.g., AFM [52]) operating in liquid
media can be used for characterization of nanomaterials adsorbed on the sensor
surface. It is to note that SPM can be used for dry surfaces too, but the drying of
samples for ex-situ characterization of suspensions may lead to possible artifacts that
have to be addressed properly [53, 54].

An application of the ultramicroelectrode as a scanning probe (scanning electro-
chemical microscopy SECM [55–57]) provides visualization of electrochemical
reactions on/of the nanomaterials. Thus, an electrochemical analysis of nanomaterial
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composition is possible. Unfortunately, most of SPMs (and especially SECM [58])
are notoriously slow due to the mechanical scanning principle and deliver only a
static snapshot image of the surface. Much faster imaging rate has an extension of
the transmission electron microscopy for applications in liquid media: liquid cell
electron microscopy (LCEM) [59, 60]. This sophisticated technique is able to
image in real time the cluster growth at the solid–liquid interface in electrochem-
ical reaction. The sensing area is comparable to that of TEM, whereas the spatial
resolution is much lower (5–30 nm). Moreover, due to effects of a high energy
electron beam, tightly constrained reaction volumes and inhomogeneity caused
by the geometry of reference electrode, the results obtained by these techniques
are disputable [61]. Finally, the SECM and LCEM techniques are quite sophisti-
cated and expensive; therefore, their application areas are limited mainly to the
basic research.

The general electrochemistry techniques, like cyclic and differential pulse
voltammetry [62, 63], can be used for cumulative analysis of nanoparticles. Unfor-
tunately, the range of nanomaterials that can be characterized by electrochemical
approaches is limited by the necessity to make electrochemical conversions of this
material within electrochemical stability window of water and electrode material. It
can be extended by using of other solvents (e.g., acetonitrile or ionic liquid) but
requires a transfer of nanomaterials into this solvent which can lead to corresponding
artifacts. Besides, the electrochemical approaches are also at least partially destruc-
tive: they characterize nanomaterials by inducing their electrochemical conversions.

For the cumulative analysis of particles adsorbing to the sensor surface non-
specific approaches, well known as transducing principles for affinity chemical
sensors and biosensors can be used: electrochemical impedance spectroscopy
(EIS), [64] quartz crystal microbalance (QCM, sometimes QMB), surface plasmon
resonance (SPR), reflectometric interference spectroscopy, [65–67] or other optical,
electrochemical, or acoustomechanic techniques. An application of impedance spec-
troscopy is complicated by the shape of the analyte which contacts the sensor surface
by only a small part of its surface [68].

The principle of QCM is that the resonance of miniaturized quartz crystal is
strongly influenced by the matter which adsorbs to its surface. An increase of
the adsorbate mass leads to lower resonance frequencies. Since the measurement of
the quartz resonance frequency can be implemented electronically very easily, the
method has found wide adoption for bio- and chemosensors. Long year implemen-
tation of this transducing principle in chemo- and biosensors demonstrated that it
provides quantitative results in the gas phase, but the data obtained in liquids requires
an analysis of possible contribution of changes in surfacemicroviscosity. Such effects
are addressed by using of QCM with dissipation monitoring (QCM-D) which is
certainly preferable for investigation of binding of nanoparticles. It was reported in
Refs [69, 70]. It is to note that the QCM-method is intrinsically cumulative and in case
of adsorption of colloidal particles it requires a particular analysis of data [71].

A lot of optical techniques for characterization of adsorption to sensor surface,
which are also applicable for detection of adsorption of nanoparticles, have been
proposed so far. Typically, surface plasmon resonance, reflectometric interference
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spectroscopy, general ellipsometry, and interferometry are considered. Most of these
techniques determine optical properties of a thin adsorbate layer. The ellipsometry
relies on the change in the polarization of the incident light upon reflection from the
adsorbed layer. In interferometry the phase of the reflected or transmitted light is
measured using the incidence light as a reference. Both optical methods are fast and
nonintrusive and have found numerous applications for the characterization of thin
adsorbed films. Surface plasmon resonance and waveguide refractometry are based
on generation of an evanescent wave in the conditions of total internal reflection
(TIR). In waveguides the incident light is guided along its core by a multiple
reflections at waveguide cladding. As a result of TIR, the evanescent wave is
generated which penetrates into the free space. An adsorption of nanoparticles onto
the waveguide surface alters the effective refractive index thus changing the reflection
conditions. An application of plain waveguide for detection and characterization of
nanoparticles has been shown [72]. Waveguides can be formed in the shape of ring
resonators and utilize the principle of whispering gallery modes for the detection of
nanoparticles [73, 74]. This approach was used for detection of colored nanoparticles
[75] but can be applied even for viruses [76]. Despite that the waveguide-based
sensors are able to detect single nanoparticles, these methods are inherently cumula-
tive: the whole sensor surface is characterized by an integral optical signal, like the
change in intensity, phase, or spectra of the transmitted light. The waveguide sensors
also suffer from the small sensing area; however, this limitation is less stringent than
in nanoimpact electrochemistry, TRPS, or nanowire sensors.

Surface plasmon resonance (SPR) [77, 78] is detected as a deviation from total
internal reflection observed for p-polarized light for the reflection from thin layers of
highly conducting metals (usually silver or gold) deposited on glass substrate
(plasmonic layer). At resonance conditions the energy of the incident light can be
almost completely coupled to the surface plasmons thus achieving manifold increase
in the intensity of evanescent wave. Small changes of the refractive index within the
penetration depth of the evanescent wave change resonance conditions. This pro-
vides a way to make extremely sensitive measurements of adsorption of nano-
particles or any species onto resonant surface: just a few angstrom change in the
mean thickness of the adsorbed layer leads to the measurable signal.

An intensity, phase, or spectra of the reflected light is usually measured in SPR
sensors. The measured value represents averaged values over the whole sensor area;
therefore, such sensors belong to the integral sensing techniques. SPR conditions
are dependent on the refractive index on both sides of the plasmonic layer. The
refractive indices of both substrate and aqueous media (effective refractive index can
be used if the composition of media is not homogenous [79]) are considered. An
application of such sensors for detection of nanoparticles extracted from food or
environmental samples was reported [80]. A functionalization of the surface of SPR
sensors with a receptor layer is a way to achieve selective detection of analytes. This
approach was applied for selective detection of protein nanoparticles [81]. The
method was applied also for quantification of biosensing properties of engineered
nanoparticles [82]. Using SPR, the size and concentration of exosomes was deter-
mined [83, 84].
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The sensing scope of SPR sensor is intrinsically limited to the surface and adjacent
media. Evanescent wave is excited in the thin volume adjacent to the interface of two
mediums with different refractive indices in condition of total internal reflection. In
visible range the intensity of the evanescent wave drops rapidly within 100–300 nm
[85]. This feature of evanescent wave–based sensors is exploited by many tech-
niques. The most prominent example is the total internal reflection fluorescence
microscopy TIRFM [86]. In TIRFM, this evanescent wave excites fluorophores,
whose emission (fluorescence) can be then registered by ordinary optical microscopy
(Fig. 3.3). TIRFM can be used for sizing and characterization of particles of different
origin within the biological samples [87, 88]. The evanescent wave is, however, also
intensely scattered by inhomogeneity. In TIRFM the scattered light is filtered out by
color filters. The scattered light can be imaged as well, and in the absence of
fluorophores, delivers an optical image of the sample. This is the principle of the
novel evanescent wave scattering microscopy [89, 90]. The approach allows one a
detection and characterization of single biological vesicles and engineered nano-
particles. As one can see from Fig. 3.3, the main difference with the dark-field optical
microscopy is that as the excitation source serves not the propagating incidence light
but the evanescent wave created by it.

The peculiarity of the evanescent wave approaches is that the reflected light can
also serve for imaging purposes (total internal reflection microscopy [91]). An
advantage of this approach is that the sample thickness and turbidity do not play
much role in this case. Moreover, the single high numerical aperture objective can be
used for both illumination and imaging purposes, thus greatly simplifying the overall
measurement setup [92]. The approach, however, has not found a wide acceptance
and is mostly used to study biological processes.

All three described techniques can be also applied in SPR conditions. The
principal difference in this case is the presence of the thin plasmonic layer on
the top of substrate. Due to the manifold increase of the evanescent wave intensity,
the light scattered by nanoparticles on the sensor surface is also more intense. This
can be registered in the reflected light – surface plasmon resonance microscopy
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Fig. 3.3 Various optical approaches for sensing of single nanoparticles on the surface
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(similar to TIRM) [93, 94]. However, the detection of scattered light like in evanes-
cent wave scattering microscopy is also possible – surface plasmon scattering
microscopy [95, 96] (or transmission SPR [97]). Due to the amplification of eva-
nescent wave intensity, the combination of simultaneous SPR and SERS measure-
ment is possible; [98] this can be as well implemented as microscopy [99]. Similarly,
the intense evanescent wave can be used for fluorescence excitation [100]. The
fluorescence can be imaged like in a typical TIRFM [101]. The simultaneous SPRM
and SPREFM is also possible [102].

Interferometric approaches for detection and characterization of a thin adsorbate
layers are presented by reflectometric interference spectroscopy, [65–67] interfero-
metric reflectance imaging sensor (IRIS) [103, 104] and interferometric scattering
microscopy (iSCAT) [105, 106]. These interferometric techniques have different
capabilities covering a wide range of applications: starting from integral character-
ization of thin adsorbate films till the detection and characterization of single protein
molecules. Unfortunately, the compromise between size and concentration detection
limits requires a small sensing area in case of detection of single nanoparticles.

Many of the mentioned optical surface sensing techniques, which are based on
the evanescent wave or interferometry approaches, were introduced in recent few
years and have not yet been fully established. Despite this, all of them have already
shown their potential for the detection and characterization of nanoparticle suspen-
sions. It is also to note that many authors use contradicting definitions for evanescent
wave microscopies – e.g., TIRM is described as a microscopy in reflected light or in
scattered light (like evanescent wave scattering). An overview of described surface
measurement techniques is shown in Fig. 3.3.

2.3 Hyphenated Technologies

From the description of various mass-spectroscopy and atomic absorption/emission
spectroscopies the hyphenation pattern in modern analytics can be recognized
[107]. The broad choice of such analytical techniques is basically the result of a
combination of one of ionization/atomization techniques (e.g., ICP, GD, TI) with one
of detection/characterization techniques (e.g., MS, AES, AAS). Not all such com-
binations are possible, viable or reasonable, but the range of the relevant combina-
tions is still very large and covers a broad range of analytical requirements and
capabilities.

Therefore, the hyphenation of analytical techniques (also referred to as tandem
techniques) – application of several otherwise unrelated with each other techniques
in succession – is one of the popular solutions for solving complex analytical tasks.
Due to the different operational principles, a combination of analytical techniques
can effectively solve shortcomings of its constituents. For instance, the characteri-
zation of nanoparticle suspensions can be done as a combination of separation/
fractionation technique, which sorts the nanoparticles according to their physical
properties, and detection technique that detects the presence of nanoparticles. This
basic principle is widely used in analytical chromatography [108]. It is to note that
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detector specificity to analyte is not required, the specificity is achieved by separa-
tion technique. For instance, a combination of the flow-field-fractionation (FFF)
[109] with a simple light scattering or absorption detector can be used for charac-
terization of nanomaterials [110]. Thus, the characterization of detected particles is
done retrospectively: the detector signal quantifies only the amount of particles
vs. their retention time in FFF channel. Therefore, despite that the detector does
not determine the particle properties but only its presence, its physicochemical
properties (e.g., size, shape, or composition) can be deduced from the retention
time. An interesting example of such approach is the differential centrifugal sedi-
mentation (DCS) [111, 112]: it actually hyphenates an analytical ultracentrifugation
of analyte sample (which separates the analyte constituents along the density
gradient along disk radius from the inner side towards the outer edge) with subse-
quent photodetection. The photodetector near the outer edge detects a presence of the
analyte. So, this method can be described as analytical ultracentrifugation hyphen-
ated with photodetection. DCS was suggested for detection and characterization of
nanoparticles in suspensions [113]. The sizing accuracy of DCS is much better than
that of DLS/NTA and reaches the accuracy of TEM [114].

One can imagine that chromatographic separation (FFF in particular) can be
hyphenated with any of the detection/characterization technique described above.
For instance, FFF with subsequent sp-ICP-MS allows the characterization of nano-
particles in very complex environment [115]. Being coupled to multiangle static
light scattering, FFF forms FFF-MALLS [116], hyphenated further to TEM: FFF-
MALLS-TEM [54]. The main advantage of FFF for characterization of nanoparticle
suspensions in comparison with classical liquid chromatography approaches is that
the separation occurs under the physical field (thermal, flow, electrical, gravitational)
rather than due to chemical interaction with separation media which can lead to a
substantial loss of NPs.

Hyphenation is not restricted to a combination of separation with detection/
characterization. Also characterization techniques can be hyphenated with each
other. This is especially true for surface sensing: for instance, the analyte adsorbed
in SPR sensor can be subjected further to SEM/TEM, AFM, or to mass-spectrometry,
or to electrochemistry (SECM, or even in-situ electrochemistry using the plasmonic
layer as a working electrode).

3 Surface Plasmon Resonance Microscopy

The implementation of SPR sensors where the image of the sensor area is focused on
the image sensor (camera) is known as SPR imaging (SPRi) or SPR microscopy
(SPRM) [117]. The difference in SPRi vs. SPRM terms reflects the difference in
magnification and resolution only. Originally, the approach was called as a surface
plasmon microscopy, [117] but to avoid confusion with more frequently mentioned
scanning probe microscopy (abbreviated as well as SPM), SPRM is a more appro-
priate term. SPRi is applied mainly for characterization of homogenous films where
a high resolution is not required [118]. Simultaneous and instantaneous imaging of
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the full sensor surface in SPRM/SPRi has a lot of advantages: e.g., it provides high-
throughput, multiplexed or self-referencing sensors [119, 120]. The low lateral
optical resolution which is complicated by plasmon propagation is outweighted by
extremely high sensitivity in transversal direction. Since the plasmon propagation
and resonance conditions are influenced mainly by the complex refractive index of
medium contacting metallic layer within the volume of penetration of evanescent
wave, SPRi provides an exceptional sensitivity for the nanoscale changes on this
interface. Due to these properties SPRi is widely used in surface science and in
bioanalytical chemistry, particularly in chemo- and biosensors [78, 118, 119, 121]. In
most applications of SPRi, however, adsorbates are considered as thin homogenous
films whose imaging serves merely multiplexing purposes. In other words, SPRi is
used as a multichannel integral SPR sensor.

Recently, another application of SPRM has attracted a great attention from several
scientific groups. A complex interaction of propagating surface plasmons with
nanoscale objects on the sensor interface leads to the scattering which can be detected
optically. This effect allows one to use SPRM for detection of single nanoparticles
adsorbed on the sensor surface. It was shown that SPRM can be used for ultrasensitive
detection and characterization of single nanoparticles adsorbing to the sensor surface
from the bulk suspension [93, 94, 122–125]. While the underlying principle is the
same, the SPRM setups, designed for imaging sensor surface with a high magnifica-
tion and resolution and used for imaging single colloidal particles, can be divided into
two distinct groups: (i) the wide-field prism-based SPRM configuration (with a
separate illumination and imaging optics as originally suggested [117]) and (ii) a
high numerical aperture (NA) objective configuration [126] (Fig. 3.4). It is to note,
that the high-NA objective configuration is basically the same approachwhich is used
for TIRM, [92] but adapted for SPR conditions.

An essential difference between these two SPRM approaches originates in the
NA of the objective which is required to collect the reflected light. Surface plasmon
resonance occurs when p-polarized light is incident at some defined angle ϴ in TIR
conditions. This angle range and refractive index of substrate define the minimally
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required NA for SPRM [126]. At a thickness of gold layer 50 nm on the typical glass
substrate with n = 1.5 in contact with aqueous media, SPR resonance angle is ~70�

at 630 nm wavelength. Correspondingly, NASPR = n*sin(ϴ) ~ 1.41. If the objective
and image (camera) planes are parallel to the object plane (sensor surface), the
objective applied for imaging in conditions close to SPR must have a numerical
aperture of at least 1.4, preferably >1.45. Application of higher RI substrates can be
used to decrease the SPR angle; however, regular microscopy objectives with high
NA can reach their optimal resolution only for the particular cover slides with a
given thickness and refractive index. Another viable solution is the application of
longer wavelengths, shifting from red to near-infrared region (814 nm) [122]. How-
ever, high-NA microscopy objectives are designed generally for visible light and
their performance in NIR decreases. Besides, SPR curve becomes narrower in
infrared making the approach very sensitive to the incidence angle, which is difficult
to maintain constant over the entire field of view. Also the s/p polarization ratio of the
incident light varies over the field of view: even if the linearly polarized light source
is actually used, due to the ray geometry in objective, the resulting incidence
polarization is mixed s/p polarization [127, 128]. For such reasons, the quantitative
analysis of SPRM images is complicated [129]. Notably, high NA objectives are also
typically high magnification objectives with relatively small field of view: most of
literature data on application of high-NA-based SPRM were obtained using objec-
tives with NA > 1.4, magnification >�60 and field of view ~80 � 100μm. So small
field of view restricts strongly the detection limit in analysis of nanoparticle suspen-
sions (see Sect. 4.3 for details).

On the other side, the high-NA SPRM is very effective and has a high resolution
approaching the diffraction limits [130]. Its main optical component is just a
commercially available objective. The polarized and collimated beam is focused
on the off-axis point in the back focal plane of the objective. The focus offset defines
the incidence angle. The reflected light collected by objective forms an image on the
camera. For many scientific applications the efficiency and resolution of high-NA
SPRM overweight its shortcomings. Using this approach, a detection of single
organic (polymer, hydrogel, liposomes, viruses, large DNA molecules) and metallic
nanoparticles as well as of electrochemical reactions on single nanoparticles were
demonstrated [93, 122–125, 131–137].

The strict requirements for the high NA as well as intrinsic limitations of field-of-
view/magnification encouraged other approaches to SPRM. The requirement for the
high NA of objective follows from the desire of parallel object, lens, and image
planes. Using the objective, whose NA is lower than NASPR, the SPRM microscopy
is still possible. However, to fit the light outgoing from the SPR sensor surface, it has
to be tilted (see Fig. 3.4). Thus, the lens plane and object plane are not parallel
anymore and have a crossing somewhere in space: Scheimpflug intersection [138,
139]. According to the Scheimpflug principle, the image plane crosses with object
and lens planes as well in this intersection. Thus, there is also a tilt between camera
and an objective. In typical SPRi, where the image is smaller than the object
(absolute magnification <1), these tilts are not essential: such applications do not
imply a high optical resolution and tolerate defocused/distorted images. Defocusing

76 S. Nizamov and V. M. Mirsky



is the result of the camera plane not coinciding with the actual image plane, the
notable image distortion in this case is the keystone distortion [138]. However, with
an increase in magnification, the Scheimpflug principle becomes the largest
obstacle in the optical design of SPRM. The situation is complicated by the dis-
placement of the specular object plane – it does not coincide with the physical plane
of sensor surface and depends on the incidence angle. Optical aberrations in prism-
based SPRM are also nontrivial [140]. However, many of these problems can be
minimized by selection of glass substrate with a high refractive index; this reduces
greatly the SPR angle. The prism geometry in which the reflected light leaves the
prism facet at the right angle also has a positive effect on the optical performance.

For these reasons, an optical design and implementation of the prism-based
SPRM is more challenging than that of the high-NA objective-based SPRM. Despite
that there is principally no limitation on the achievable magnification in prism-based
SPRM, the Scheimpflug principle complicates the design for magnifications above
4–5. Fortunately, there is no reason to do so: modern cameras have pixel sizes down
to 2–3 μm; this results in the correspondence of one pixel to 400–800 nm of the
sensor surface. Taking into account that the propagation of surface plasmons
decreases the resolution limit at least in the propagation direction and that for gold
coated sensors the red/NIR light is used, such magnifications and resolutions are
reasonable. On the other side, the field of view in prism based SPRi/SPRM can be
very large. In commercial SPRi instruments the typical surface area of imaged sensor
surface can be up to square centimeters [141]. In prism-based SPRM, the imaged
area of 1.2 mm2 can be imaged at magnification ~5, [142–145] but this can be easily
increased manifold. Thus, this approach can be called as a wide field (of view)
SPRM in contrast to high-NA-based SPRM whose field of view is ~0.01 mm2 [93].

Another important difference between high-NA-based SPRM and prism-based
SPRM is the illumination optics. Contrary to the high-NA approach, where the same
objective is used for the excitation and registration of SPR, in prism-based SPRM
with tilted objective it is simply not possible due to the lower NA of objective. So the
illumination optics must be made separately. However, this is not a drawback but
rather a huge advantage. In prism-based SPRI the collimated light beam simply
passes through the prism facet to the plasmonic layer. Thus, homogenous SPR
conditions (incidence angle, polarization state; to a lesser extent an intensity) over
the entire field of view can be achieved. The small deviations of polarization or
incidence angle are caused mainly by the divergence of the incident light beam.
Coupled with the large surface area, this makes the approach an attractive option for
analytics. In prism-based SPRM the plasmonic layer can be deposited directly on the
surface of the glass prism. This eliminates the application of immersion oil for
optical coupling of plasmonic substrate to the glass prism (or objective in high-NA
SPRM), making the instrument more user-friendly.

Therefore, being principally based on the same effect of surface plasmon resonance
in Kretschmann configuration, several SPRi/SPRM configurations differing by their
performance are known (Table 3.2). Correspondingly, these approaches have very
different application areas. High-NASPRM tendsmore to the basic science applications
whereas typical SPRi tends more to the applied sciences and industrial applications. In
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following section the application of wide-field prism-based SPRM for analytical task of
in-situ detection and characterization of nanoparticle suspensions will be discussed.

4 In-Situ Characterization of Nanoparticle Suspensions
Using Wide-Field Surface Plasmon Resonance Microscopy

4.1 Experimental and Instrumental Methodology of Wide-
Field SPRM

The principle of the detection of nanoparticles using the surface plasmon microscopy
and the initial measurement setup based on wide-angle photolens is described
elsewhere [94]. The further development within the EU FP7 project “Nanodetector”
resulted in several prototypes of wide-field SPRMs being built and distributed
among project partners.

In the wide-field SPRM setup, used for obtaining experimental data discussed in
the present chapter, 642 nm SM-fiber coupled laser diode with current and temper-
ature controllers (LP642-SF20, LDC205C and TED200C correspondingly, www.
thorlabs.com) was used as a light source. The light was collimated to a parallel beam
by the 16 mm focus length objective (MVL16, Thorlabs, www.thorlabs.de). The
linear polarization of beam was assured by 14 mm free aperture Glan polarizer
(EksmaOptics, www.eksmaoptics.com). The collimated light beam with diameter of
~ 3 mm was directed with the help of rotating mirror and 4F relay lens system onto
the gold coated plasmonic sensor prepared from SF-10 prism (n = 1.72) with
~ 43–47 nm gold layer and ~3 nm Ti adhesion layer (Phasis, Switzerland, www.
phasis.ch). Incidence polarization was set to p-polarization. Proprietary optical
system with input aperture 18 mm and focal distance 23 mm (NA = 0.39), designed
and manufactured by Optolita UAB (Lituania, Vilnius), was used for imaging the
gold sensor surface onto the MT9P031 monochrome CMOS image sensor
(ON Semiconductor). The image sensor has 2592 � 1944 square pixels with
2.2 μm size. The total magnification of the optical system is ~4.5, thus each pixel
corresponds to ~0.5 μm of SPR-sensor surface. Optical resolution of the setup is
limited by diffraction being ~2 μm. Images were read by Beagleboard-XM board at
maximal possible pixel frequency of ~15 frames per second at full resolution,

Table 3.2 Comparison of approximate capabilities of different SPRi/SPRM approaches

Typical SPRi
Wide-field prism-
based SPRM

High-NA-
based SPRM

Required numerical aperture
(50 nm Au, 650 nm illumination)

Unrestricted Unrestricted >1.4

Magnification <1 ~3–5 >60

Resolution > 2–5 μm ~2 μm ~300 nm

Field of view > 10 mm2 0.3–1.5 mm2 0.01 mm2

Main application area Commercial bio-
and chemosensors

Basic and applied
research, analytics

Basic
research

78 S. Nizamov and V. M. Mirsky

http://www.thorlabs.com
http://www.thorlabs.com
http://www.thorlabs.de
http://www.eksmaoptics.com
http://www.phasis.ch
http://www.phasis.ch


averaged over 16 consecutive frames and transferred to PC. Correspondingly, the
frame time at full resolution is ~1.08 s. The measurements were performed at fixed
wavelength and incidence angle (~0.1–0.3� smaller than the SPR minima). After
setting of the SPR incidence angle, the light intensity of the laser diode and an
exposition time of the image sensor were adjusted to maximize the mean image
intensity but avoiding an overexposure of an essential part of the image.

Prior to functionalization, the gold coated sensor prisms were cleaned by freshly
prepared “piranha solution” (1:3 v: v mixture of 32 % H2O2/H2SO4), rinsed thor-
oughly with water, ethanol and dried at room temperature. Caution: piranha solution
reacts violently with most organic materials and must be handled with extreme care.
The functionalization of the gold film was done by self-assembled monolayers of
alkan thiols with chain length 11–16 and various ω-terminated groups.
Functionalized thiols were purchased from Sigma-Aldrich or ProChimia Surfaces
(www.prochimia.com).

All solutions and suspensions were prepared using deionized water additionally
purified by ELGA-Classic system (elgalabwater.com) and filtered using 200 nm
cellulose acetate syringe filters from VWR International (www.wvr.com). 100 nm
latex beads (polystyrene nanoparticles), citrate stabilized gold and silver nano-
particles (20, 30, 40, 60, 80, and 100 nm in diameter), and TiO2-NP (<150 nm in
diameter) were from Sigma Aldrich (www.sigmaaldrich.com). The size of nano-
particles was proved by dynamic light scattering (DLS) using Nano-ZS ZEN3600
(www.malvern.com). Concentrations of stock nanoparticle suspensions were proved
using nanoparticle tracking analyzer NTA300 with 532 nm laser module (Nanosight,
www.malvern.com). Aqueous suspensions of nanoparticles were prepared at final
concentrations 106–1010 NPs/mL by dilution. Except long time repeatability mea-
surements, each probe before injectionwas treated for few seconds with vortex shaker
Lab Dancer S40 (VWR International). All solutions and suspensions were pumped
by a solenoid operated micro-pump (BiochemValve, 130SP1220-1TP) at flow rate of
0.5–2 ml/min. After flashing the flow cell, 1.5–2 ml suspensions of nanoparticles in
the same solution were injected. Experimental and instrumental details for particular
measurements can be found in respective publications [142–147].

4.2 Data Analysis in Wide-Field SPRM

Analytical applications of the wide-field prism-based SPRM are based on the fact
that the adsorbed NPs disturb the propagation conditions of surface plasmons. The
scattering of surface plasmon waves can be registered optically by specifically
designed microscopy instrument. The regular image sensor (CMOS or CCD camera)
are used for the image acquisition. However, the light scattered by a single nano-
particle is weak compared to the inevitable image background and noise. Most
essential sources of noise are the shot noise (Poisson noise) and the noise related
to the readout electronics of image sensor. These can be reduced by frame averaging.
The background is caused by the residual light reflected from the sensor surface. It
can be caused by the roughness of the sensor surface (which itself scatters surface
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plasmons), incomplete fulfillment of the resonance conditions caused by variations
of incidence angle, wavelength, or polarization of illumination light. The thickness
of the sensor plasmonic layer plays also a major role; this defines the residual
reflectivity in the SPR dip [148]. To minimize the level of the background light, the
measurement is performed near SPR minimum, while the illumination is performed
using a monochromatic well collimated and polarized light beam [142, 143].
To suppress the static background and to detect image changes due to adsorption of
NPs only, a detection of changes in SPRM images is performed. For this, the straight-
forward arithmetical subtraction can be applied to subtract the background [122,
149]. However, the changes between two images can be calculated also by other
ways [150]. The pixel-to-pixel ratio of two frames combines a determination of the
image changes and their normalization to the local light intensity [142, 143, 148]. This
compensates an illumination inhomogeneity over the field of view. Due to vibrations
and drift of optical elements, the illumination (and correspondingly the background
image) changes over the time. Therefore, to account for a slowly changing background
the detection of image changes by taking the ratio of a two subsequent frames ( frameN/
frameN+1) is beneficial. However, this may lead to the underestimation of the image
intensity contribution from a single nanoparticle. The time required for the diffusingNP
to cross the penetration depth of the evanescent wave (~150–300 nm) is much smaller
than the averaged frame time (~1 s). Therefore, the NPs adsorbed within the frame
N contribute to the measured light for only a part of the frame time, and the full
contribution of theseNPs into the image intensity is spread over two differential frames:
frameN / frameN+1 and frameN�1/frameN. To capture the full contribution of NPs
adsorbed within the frame N, the differential frames are calculated not as the ratio
frameN / frameN+1 but as frameN+1/frameN�1 (skipping the frame N). In differential
frames obtained by such a dynamically sliding ratiometric image referencing, the pixel
values close to unity (~1, gray) denote no changes in this pixel in raw SPRM images,
whereas an intensity changeswithin the considered frameN result in values higher (>1,
white) or lower than the unity (<1, black). It is to note that the scattering image ofNPon
image sensor is formed in the presence of high amount of residually reflected light. The
monochromaticity of the light and the sharp phase change of the surface plasmon near
the resonance conditions result in the constructive/destructive interference. An adsorp-
tion of aNP is then represented as a characteristic black-and-white image pattern,which
has typical size of 5� 10 μm2 because of limited optical resolution. The typical images,
obtained by wide-field SPRM are shown in Fig. 3.5, left (images obtained by a high-
NA SPRM are shown on the right for comparison).

As expected, the images obtained by wide-field SPRM have a lower resolution
than those in high-NA SPRM. Still, the same image pattern can be recognized – the
image has an asymmetric X shape, with longer and more intensive tails in
the direction of propagation of surface plasmons. The cross of X shape denotes the
position of NP.

Analytical application of wide-field SPRM for in-situ detection and characteri-
zation of nanomaterial suspensions is based on the detection and characterization of
such images. It can be principally done using manual image processing (e.g. using
ImageJ/FIJI and similar software packages). However, this is slow, tedious, and
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susceptible to a personal perception. The large sensor surface of the wide-field
SPRM can adsorb millions of nanoparticles without reaching noticeable surface
coverage. The area occupied by a single 60 nm NP in densely packed hexagonal
monolayer is ~3 � 10�9 mm2, correspondingly, a million of nanoparticles occupy
~3 � 10�3 mm2 or less than 0.3 % of the 1.2 mm2 sensor surface. In our typical
measurement, a number of adsorbed nanoparticles were one-two orders of magni-
tude less. At so low surface coverage a random binding of new NPs on the top of the
formerly adsorbed ones or in their closest vicinity is almost improbable.

The large sensor surface of wide-field SPRM enables a wide dynamic range.
However, this important sensor feature cannot be fully exploited in manual image
analysis. The wide-field SPRM was developed having analytical applications in
mind. This assumes that the measurements are done with a high throughput, may
result in large amount of data to get a statistically representative data, and the
characterization and/or quantification is reproducible and operator independent.
Moreover, the analyzed samples may be present as a real media of a complex
composition, such as industrial wastes, environmental waters, food and drinks,
biological liquids and tissues. Therefore, to establish the wide-field SPRM as an
analytical technique, it must be supplemented by a robust image processing.

An automated data analysis of wide-field SPRM records can be implemented in a
straightforward manner by application of image filtration succeeded by detection of
a local spatiotemporal intensity changes [143, 149]. Assuming that the adsorption of
a NP causes stepwise intensity change in a group of pixels with some predetermined

Fig. 3.5 Nanoparticle images, obtained by wide-field SPRM (left) and high-NA SPRM (right,
adapted with permission from [122]. Copyright 2013 American Chemical Society.)
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spot size, the detection mechanism ignores most of the fine structure of the image
pattern. This may lead to false identification of unrelated image noise as an adsorbed
NP. Adsorbed particle with intense scattering also has a larger specular size of the
image pattern (because the scattered light level overcomes noise over the larger
group of pixels). This may be neglected entirely or identified falsely as a bunch of
NPs. This complicates an application of the wide-field SPRM for complex samples
with interfering matrix components. Extraction of nanoparticles from such complex
media to make a subsequent analysis is a widely accepted approach [109, 151, 152].
However, the extraction procedure may change the concentration and properties of
nanomaterials in comparison to their original state in the sample. In the case of
moderately complex samples, the more advanced image processing of SPRM images
was suggested (Fig. 3.6) [142].

In this approach, the template matching (based on the calculation of normalized
correlation coefficient of two images [153]) is used. Using the distinctive shape of
NP images as a template, the adsorbed NPs are recognized in differential SPRM
images. This suppresses interference from matrix elements and provides a reliable
analysis of SPRM records with a low signal-to-noise ratio. The required image
templates can be gathered in different ways. Aqueous suspensions of NPs of the
same size and composition can be characterized to find out the typical NP images.
These images can be averaged to increase the signal-to-noise ratio (examples are
shown on Fig. 3.5) and later be used as a template (Fig. 3.6). In this case the possible
influence of the media on the resulting NP images is neglected. An extraction of NP
images from the SPRM record obtained directly in the complex analytical probes
spiked intentionally by NPs is more reliable. Analogously to the technique of
standard additions, this can be as well used for estimation of a rate of false positives
in original media. The developed approach was tested using a wide range of

Fig. 3.6 The principle of nanoparticles detection in complex media using image template matching
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consumer products as a matrix, starting from simple aqueous media to such complex
as wines, fruit juices, or suncream. Except suncream, explicitly containing NPs
according to its formulation, other probes were spiked with known amount of
engineered NPs shortly before the measurement. These known concentrations
were considered as the reference values for calibration curve and validation of the
proposed technique.

Using the described approach, the SPRM records were processed and the adsorp-
tion of NPs was recognized based on their image templates. For the quantitative
results, a number of the detected adsorbed nanoparticles was normalized to the frame
duration and the sensor area. Therefore, the unit for the adsorption rate is the mean
count of adsorbing nanoparticles per unit time and surface. To get a total number of
adsorbed NPs the adsorption rate is integrated. From the adsorption rate the concen-
tration of NPs in bulk suspension is determined, while each detected NPs is
characterized by its image [142, 145].

4.3 Surface Properties and Adsorption of Nanoparticles

Since the evanescent wave penetrates to some extent into the liquid suspension,
SPRM can be used for imaging of not only stickily adsorbed NPs but also those
moving within the evanescent wave. However, the evanescent wave decays expo-
nentially from the sensor surface with exponential factor of ~200 nm for λ= 650 nm.
Therefore, NPs passing at some distance from the sensor surface have much weaker
scattering than those adsorbed on the surfaces. The diffusion coefficient of 20 nm
NPs in aqueous suspensions at 20 �C is ~20 μm2/s. Therefore, NP can cross the
penetration depth of the evanescent wave and adsorb to the sensor surface within
milliseconds. Thus, for the time-resolved imaging of an adsorption of a NP, a very
high frame rate of image acquisition is needed [154]. Therefore, the adsorption of a
NP can be considered as occurring instantly within the single image frame time. As
described above, to achieve the high signal-to-noise ratio, a frame averaging is used
which can be only effective when the position of NP does not change substantially
within the averaging time. Therefore, only the NPs remaining adsorbed and
immobilized for this time can be detected and analyzed. For the maximal image
intensity, the adsorbed NPs must stay at the surface during one averaged frame
acquisition (for our wide-field SPRM ~1 s). For determination of bulk concentration
of nanoparticles, described in next section, the assumption is made that the adsorp-
tion of nanoparticle is irreversible.

For the prolonged adsorption of a NP, the sensor surface should be properly
functionalized. This was done by formation of self-assembled monolayers of thiol-
derivative compounds [155]. A further functionalization of terminating groups is
also possible (e.g., by chemical immobilization of antibodies for selective adsorption
of biological NPs) [81, 156, 157]. Using the microspotting procedure, [144, 146] the
surface of SPR gold layer was functionalized by various terminal groups – COOH,
NH2, N(CH3), OH, olygo-EG, CH3. Using a noncontact dispenser, an array of
droplets of organic solvent containing ω-terminated thiolated compound with a dot
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pitch of 200–300 μm is deposited on the surface (Fig. 3.7). Then the rest of the gold
area was functionalized by another ω-terminated thiol. The formation of a patterned
sensor surface with different surface properties was confirmed using the ionic
referencing [147]. The prepared micropatterned surface was then installed into
SPRM, and an adsorption of various NPS was studied.

For discrimination of NPs with different polarity of surface charges, a micro-
patterned sensor surface consisting of the negatively charged spots on the positively
charged surface was used [144]. The results of adsorption of different negatively
charged NPs to such patterned surface are shown in Fig. 3.8. It is evident, that the
negatively charged citrate capped gold (cit-Au) and sulfonate terminated polystyrene
(sPS) NPs adsorb to the positively charged sensor areas. In order to prove that this is
caused by electrostatic interactions (sticky adsorption to a sensor surface with
opposite sign of surface charge and repulsion from the surface with the same sign
of charge), a positively charged branched polyimine coated silver (bPEI-Ag) NPs
were subsequently injected into the flow cell. The results are shown in Fig. 3.9. Due
to electrostatic interactions, the adsorption of charged nanoparticles occurs predom-
inantly to the sensor areas of the opposite charge. It is to note, that the electrostatic
interactions can be influenced by the change of pH and ionic strength of suspensions.
With increase of the ionic strength from 1–2 mM to 100–200 mM, the electrostatic

Fig. 3.7 Formation, characterization, and application of the micropatterned sensor surfaces in
wide-field prism-based SPRM (Partially adapted from Ref. [147])
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interaction was screened and its influence on the adsorption of NPs decreased.
Similar to the adsorption of proteins, the adsorption of NPs can be decreased by
application of –OH and –olygoEG coatings.

4.4 Determination of Concentration of Nanoparticles in Liquid
Suspensions

According to the Fick’s law for one-dimensional case (the coordinate x is normal to
the surface), the diffusion flux of NPs J is proportional to the sensor surface area A,
diffusion coefficient D, and gradient of NPs concentration C(x):

J ¼ �A D
dC

dx

As shown in the section above, the appropriate functionalization of the sensor
surface enhances strongly the adsorption of NPs. Experimental data suggest that the

Fig. 3.9 Visualization of selective adsorption of negatively charged citrate stabilized gold nano-
particles (a, c) and positively charged branched polyethylenimine coated silver nanoparticles (b, d)
at low ionic strength onto the surface coated by spots of HS-(CH2)11-N(CH3)3

+ Cl� (120–130 μm
spot diameter) with HS-(CH2)10-COOH coated area in-between. Differential SPRM images (a, b).
Visualization of single nanoparticles adsorbed within 90 s (c, d). Visible area is ~ 0.3 mm2

(Reproduced from Ref. [144])
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desorption of NPs in many cases can be neglected. Therefore, assuming that NPs
adsorb fast and irreversibly to the sensor surface, C(0) = 0. Assuming that the
concentration of NPs in the bulk suspension (at a distance beyond unstirred layer
with thickness δ) is constant: C(x>δ) = C0, we get @C@x � C0

δ and J~A D C0.
Therefore, the concentration of nanoparticles in SPRM can be characterized by

the detected adsorption rate of nanoparticles. In the wide-field SPRM, the linear
dependence of the adsorption rate on the concentration of NPs in the bulk suspen-
sions holds true over 3 orders of magnitude of concentrations, from 106 to 109 NPs/ml
[142, 145] (Fig. 3.10).

The concentration range can be extended in both directions. At number concen-
tration of 106 NPs/mL, the adsorption rate of 60 nm Ag NPs to the sensor surface of
1 mm2 is ~1 NP per 10 s (note that it depends on the flow conditions). Scaling down
the concentration to 103 NPs/mL the adsorption rate would proportionally decrease
to 1 NP per 10,000 s (almost 3 h). So the limitation of the minimal concentration is
imposed by the measurement time which is required for the detection of a randomly
diffusing nanoparticle that eventually adsorbs to the sensor surface. For the concen-
trations of 105–106 NPs/mL, the measurement time required for the acquisition of
statistically representative amount of data is still acceptable. The concentration range
can be as well scaled down at the same measurement time by increasing the sensor
surface area A. This emphasizes the benefits of the wide-field SPRM for analytical
applications involving samples with a very low concentration of NPs.

The limitation on the maximal concentration is as well imposed by the detectable
adsorption rate. At high concentrations (above 109–1010 NPs/mL), the amount of NPs
adsorbed during the single image frame is so high that their images start overlapping.
This complicates the reliable recognition of NP images. The problem can be probably
alleviated by increasing the frame rate while maintaining the same signal-to-noise
ratio of SPRM images. However, at so high number concentrations of NPs (above
1010 NPs/mL), not only wide-field SPRM but also many other analytical techniques
for detection and characterization of NP suspensions become applicable.

Fig. 3.10 Adsorption kinetics for 60 nm Ag nanoparticles during subsequent injections of their
suspensions with different concentrations (left) and corresponding concentration dependence of the
adsorption rate (right) (Reproduced from Ref. [145])
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The adsorption rate of NPs to the sensor surface with a constant surface area A is
governed by two independent unknown variables: the diffusion coefficient of nano-
particles D and their bulk concentration C0. Therefore, a calibration is required for
determination of concentration of nanoparticles from the adsorption rate. For this
calibration, the samples with a known concentration of NPs of the same size (to retain
the same diffusion coefficient) were characterized. To maintain the same thickness of
the unstirred layer, this should be done at the same flow conditions (viscosity,
temperature, and flow rate). Thus the calibration curve of an adsorption rate for
given NPs and experimental conditions can be obtained. Using such approach, the
detection and characterization of nanoparticles in samples was performed [142]. In
Fig. 3.11 the detection and characterization of TiO2 NPs in suncream is shown. For
the calibration, TiO2 suspensions with known size distribution and weight concen-
tration 1–1000 ng/mL were used (covering the full part per billion range). To match
the concentration range of the wide-field SPRM, the suncream with 5% w/w concen-
tration of TiO2 was diluted 1:105 and 1:106 times. Then the adsorption rates for
these samples were measured, and from the calibration curve the concentration of
TiO2NPs in suncreamwas determined. As it can be seen from Fig. 3.11, themeasured
adsorption rate fits very well the calibration curve and corresponds to the actual
concentration of ~4%.

Similar measurements were also performed for gold and silver NPs in various
beverages like mineral water, juices, or wines. Notably, except extremely turbid
orange juice, most of these measurements were performed directly in the media
without any pretreatment. These examples show the applicability of wide-field
SPRM for detection and characterization of NPs in real samples with complex
composition.

The determination of the concentration of NPs in liquid samples was done using a
calibration by known samples. However, the calibration free approaches can be as well
implemented. Using the high-frame rate imaging for the visualization of adsorption of
singleNPs, their diffusion coefficients and the concentration in bulk suspensions can be
determined [154]. Our results show that the separate determination of diffusion coef-
ficient and concentration from the kinetics of adsorption rate is also possible without
application of high-frame rate imaging (will be published elsewhere).

4.5 Determination of the Size and Size Distribution of Single
Nanoparticles

The common way of characterizing each detected NP is based on the peak intensity
of NP image [94, 122, 142, 143, 145, 148, 149, 156]. However, there are differences
in the calculation of NP images: in earlier works the absolute intensity was taken,
later differential images were referenced to the image intensity. Despite the differ-
ences in optical resolution and NP image calculation between wide-field SPRM and
high-NA SPRM, the observed NP images share common image features (Fig. 3.5).

Experimental data of various authors undoubtedly demonstrate that the NP image
intensity increases with the size of NP. Therefore, the relation between NP properties
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and its image in the far-field has an enormous importance for analytical applications of
SPRM. Several theoretical approaches for establishing such a relation have been
described. The most rigorous theoretical analysis, supported by numerical simulation
using finite difference time domain (FDTD), is given in Refs [158, 159]. A goodmatch
between NP images in high-NA SPRM and numerical simulation was shown [125].
The same was confirmed by using rigorous coupled wave analysis (RCWA) [160].
RCWA also confirmed that the maximal intensity of image is expected at conditions
close to the resonance (near the SPR dip) [148]. Such result is expectable since the light
reflected from the SPR sensor surface in such conditions is minimal and creates least

Fig. 3.11 Analysis of content of TiO2 NPs in the suncream. The sample was diluted by water
1:104, 1:105, or 1:106 to match the optimal working range of the device. The weight concentrations
were calculated using supplier data on the content of TiO2 (5 % w/w). For comparison, the aqueous
suspension of TiO2 from Sigma-Aldrich was studied (Reproduced from Ref. [142])
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background illumination level in image. At the same time, intensities of evanescent
wave and, correspondingly, of scattered light are maximal. Theoretical analysis sug-
gests that the image intensity is linearly dependent on the NP radius as long as the
distance between the plasmonic layer and the particle is small [161]. This is in line with
experimental observations obtained using wide-field SPRM [94, 162]. With high-NA
SPRM a linear dependence between image intensity and volume of NP was shown
[122, 125]. So, the determination of optical response (SPRM image) to the adsorption
of a single NP with determined size and material is possible using different theoretical
and numerical approaches. However, the inverse task – a determination of NP proper-
ties from its image – is much more difficult. In fact, various nanoparticles have quite
similar SPRM images (note that these images have low signal-to-noise ratio due to
weak scattering). Moreover, the NP images are dependent on the optical conditions
(incidence angle of light, image focus) [163]. This complicates the recognition of
distinct properties of the image of a single NP. Therefore, the main information is the
image intensity which can be equal for different nanoparticles: large but lower RI NPs
have similar image as small NPs composed of a material with a high RI.

The size dependence of the image intensity of Au NPs measured by a wide-field
prism-based SPRM is shown in Fig. 3.12a. This dependency is approximately linear
in the 30–100 nm size range. It is in good agreement with theoretical analysis
[158–161] and with previous report for polystyrene particles [94, 162]. It is to
note that the differential image intensity is dimensionless and cannot be quantified
directly. Indeed, this is the ratio of the reflected light intensities before and after
adsorption of NP. To convert this dimensionless value into some representative
physical value, a calibration of the sensor response to the changes of the effective
refractive index has been done. This was performed by addition of 20 mM NaCl to
the medium: this changes the RI of the dilute aqueous solutions by ~180 μRIU [85,
164]. Using such a calibration, the differential image intensity (peak-to-peak value)
can be expressed in terms of RI. Thus the maximum image intensity for 30 nm Au
NPs corresponds to ~10�4 RIU. In SPR sensors the RI resolution lies typically in the
range of 10�5–10�6 RIU. Therefore, for the application of SPRi/SPRM for detection
of single NPs not the RI resolution but rather the optical resolution of the instrument
and image analysis have the key importance. The low spatial resolution blurs
otherwise detectable signal from a single NP over a large surface area.

The RI calibration enables a quantitative analysis and comparison of images
obtained in different conditions. The histograms of image intensities of Ag and Au
NPs, obtained in various media (water, wine, juice) in independent measurements,
are shown in Fig. 3.12b. It is to note that the detection of Ag and Au NPs is not based
on the detection of their plasmonic adsorption bands (which are caused by LSPR and
lie in a shorter wavelength range than the wavelength of illumination light in wide-
field SPRM). Since the optical properties of bulk Ag and Au at the SPRM wave-
length (�640 nm) are very similar, the normalized histograms for Ag and Au NPs
display a good coincidence as well.

The distribution of image intensities was used for analysis of polydisperse
samples. The histograms for 40/60, 40/80, 40/100, 30/60, 30/80, 30/100 nm mix-
tures of Au NPs (with the nominally equal number concentration of NPs in mixture)
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are shown in Fig. 3.12c. As expected, the histograms for the mixtures show bimodal
distributions. The discrepancy in the adsorption rates between smaller 30 and 40 nm
Au NPs and larger NPs in mixtures may be explained by two reasons. First, the
smaller NPs diffuse faster through the unstirred layer near the sensor surface. Thus, it
leads to a higher adsorption rate of smaller NPs at the same concentration in the
volume. The second reason is that the narrower distribution of image intensities for
smaller NPs makes the mode value of the histogram apparently higher. The number
of NPs corresponding to the particular size population can be obtained by integration
of the area under distribution curve. For the mixed suspensions consisting of 40/60,
40/100, 30/80, and 30/100 nm NPs, clear two-phase curves with the ratio of the
components between 1:1 and 2:1 were obtained (Fig. 3.12d).

The data demonstrate that the distribution of image intensities relates to the size
distribution of nanoparticles. However, one cannot exclude also a contribution of
other effects, such as thickness variations of the gold layer throughout the sensor
surface, incomplete compensation of inhomogeneous light distribution during the
calibration step, or an influence of impurities on the distance between adsorbed NPs

Fig. 3.12 Characterization of size of nanoparticles in complex media. (a) Image intensity of Au
NPs of different size in apple juice. (b) Histograms of image intensities of NPs normalized to the RI
response. Ag 40 nm NPs were measured separately in water and wine, Au NPs were measured in
apple juice. (c) Histograms of image intensities mixed suspensions of Au NPs. (d) Cumulative
histogram of image intensities. All the plots were normalized to RI units by calibration with 20 mM
NaCl (Reproduced from Ref. [142])
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and gold layer. These effects contribute to the image intensity variations causing
broadening of the distribution of image intensities; however, this influence is difficult
to quantify. Compared to the evanescent wave, the adsorbed NPs are subwavelength
objects. Therefore, a noticeable influence of the shape of nanoparticle can be expected
only for large aspect ratio NPs (e.g., rods longer than 1 μm). For the long stretched
DNA molecules (~15 μm), the SPRM images have been shown to be of the same
length [133].

4.6 Hyphenation with Electrochemical Analysis

The functionalization of the sensor arrays enables a determination of the surface
charge (to a some extent, of the surface chemistry as well) of NPs. Counting
adsorbed NPs and making kinetic analysis, the concentration of NPs can be deter-
mined, whereas the images of NPs characterize their size/compositions. However, as
mentioned in the previous section, the size and material composition cannot be
resolved independently. In general, purely optical determination of the size and
composition (refractive index) of a subwavelength particle is not easy. Therefore,
for addressing the chemical composition of NPs, we suggested to hyphenate the
wide-field SPRM by in-situ electrochemical analysis.

The principle of electrochemistry combined surface plasmon resonance (EC-SPR)
is based on the simultaneous application of the plasmonic layer as a conductive
electrode for electrochemical approaches and as plasmonic transducer of occurring
electrochemical processes to optical signals. Importantly, SPR measures the light
reflected by plasmonic layer from the backside leaving its front side freely usable by
electrochemistry cell. In EC-SPR many of electrochemical techniques, applicable to
the flat thin electrodes, can be applied. The approach can be implemented as a
microscopy (EC-SPRM) [131, 132, 134, 136, 145], making it a powerful analytic
technique which can compete with purely electrochemical scanning probe micros-
copy (SECM).

The principle of wide-field EC-SPRM is shown in Fig. 3.13. Controlling electri-
cal potential of the gold sensor surface it is also possible to control the potential of
NPs adsorbed on it. Changing the potential of the gold sensor, the nanoparticle of
certain composition can be forced to dissolve. The potential, which is required for
dissolution, is mainly defined by the composition of nanoparticle, but is also
influenced by their size [145]. In the electrochemical analysis of single NPs using
wide-field EC-SPRM, the NPs are first adsorbed at some potential value which
excludes their dissolution. The adsorption of NPs to the sensor surface is monitored,
the positions and adsorption images of NPs are determined.

It is to expect that the adsorption of a NP to the sensor surface and its desorption
manifest themselves as differential SPRM images of the same shape and intensity
but of opposing signs (similarly to photopositive and photonegative of the same
scene image; Fig. 3.13 right) [122]. The same applies for adsorption and electro-
chemical dissolution. Therefore, the regression coefficient (RC) and normalized
correlation coefficient (NCC) between two images of the same NP, corresponding
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to its adsorption and desorption/dissolution, are close to �1. For analysis, the
positions of adsorbed nanoparticles are monitored and the SPRM differential images
at these positions are continuously checked using RC/NCC vs. the adsorption image
of NPs. As long as at that position the image with opposite intensity occurs (in other
words, the RC and/or NCC give the value ~�1), the nanoparticle can be considered
as desorbed/dissolved (Figs. 3.13b and 3.14). Adsorption is performed at such
cathodic potentials that this happens very rarely and can be ascribed to desorption.
During the electrochemical analysis, the electrode potential is scanned to the anodic
direction and such events occur very frequently (Fig. 3.15). This is certainly caused
by electrochemical oxidation of NPs and their dissolution.

The exemplary sequence of differential SPRM images, corresponding to the
adsorption and electrochemical dissolution of the same single Ag NP, is shown in
Fig. 3.14. An adsorption of this NP leads to an appearance of the dark spot in
differential frames. Increasing the electrode potential this NP can be dissolved, this is
observed as an image with inverse intensity appearing in the same place. This can be
as well detected by plotting RC/NCC vs. applied potential (time in the case of linear
sweep of potential). The positive spike corresponds to the adsorption event. Then
most of the time NCC and RC fluctuate around zero indicating no changes of the
adsorbed NP. The dissolution/desorption of NPs can be detected as a spike of
RC/NCC in negative direction. It is to note that the electrode potential controls the
potential of all adsorbed NPs. Thus, the electrode potential, at which a NP dissolves
and which is characteristic for its size and composition, can be determined simulta-
neously for each adsorbed NP. Notably, the characteristic potentials of electrochem-
ical dissolution are determined without electrochemical measurements of the
dissolution current (but at high surface concentrations of adsorbed nanoparticles it
can be done as well).

The results of such analysis for sequential measurements of 40, 60, and 100 nm
Ag NPs, as well as for 50 nm Cu NPs, are shown in Fig. 3.15. For these plots, the RC
for all monitored NPs is determined and the value at 5th percentile is taken [145]. At

Fig. 3.14 Determination of dissolution potential of single 60 nm Ag nanoparticle in wide-field
EC-SPRM. Differential images corresponding to adsorption (left, top) and dissolution (left, bottom)
of the same nanoparticle and corresponding changes in the regression coefficient (right) (Adapted
from Ref. [145])
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the beginning of the potential sweep, the percentile value of RC, which describes all
detected NPs, fluctuates around some constant value. This indicates that no disso-
lution happens. After reaching some defined value of the electrode potential, a strong
shift of the RC in negative direction is observed. It means that at the positions of
adsorbed NPs images, inversed to their adsorption image, were observed. This
indicates clearly that the NPs disappeared from the sensor surface due to electro-
chemical dissolution. Because of thermodynamic reasons, once NP starts dissolving
and shrinking at some particular potential, this process should continue till the
complete dissolution of the NP or loss of electrical contact to the electrode. The
expected difference between dissolution potentials of Ag- and Cu-NPs is clearly
visible (Fig. 3.15). The exact values of dissolution potential vary for different NPs of

Fig. 3.15 Regression
coefficient for different types
of nanoparticles vs. applied
potential sweep: when
analyzed separately (a) or
adsorbed sequentially but
analyzed altogether within a
single potential sweep (b)
(Reproduced from Ref. [145])
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the same nominal size and material. The reasons could be size variations, impurities,
and inhomogeneity of electrochemical conditions. Dissolution potential decreases
with the size of NP; however, the variability of dissolution potential hinders the
determination of the NP size from its dissolution potential. Therefore, it is more
reliable to determine the size of NPs from the image intensity whereas the compo-
sition of NPs can be identified by electrochemical analysis.

A simultaneous analysis of different NPs was shown (Fig. 3.15b). For this,
various Ag NPs were adsorbed sequentially on the sensor surface. Then all adsorbed
NPs were subjected to electrochemical dissolution during a single potential sweep to
anodic direction. Au NPs, used as a negative control, do not display any dissolution
potential peak. Whereas the RC plots for dissolution of Ag NPs of different size
exhibit the same behavior like in individual measurements of Ag NPs.

5 Conclusion and Future Perspective

In-situ detection and characterization of nanoparticles in liquid media is still a
challenge for the state-of-the-art analytical methods, especially in real complex
samples. A broad overview and classification of such methods is given. Due to the
large amount of analytical techniques, broad extension capabilities, and a rapid
development, this overview does not pretend to be complete and accurate. It
underlines the complexity of such analytical task and shows the possible benefits
of the surface plasmon resonance microscopy with a wide field of view.

Wide-field SPRM is a label-free and cost-effective analytical method for detec-
tion of nanoparticles in the broad concentration range 106–1010 NPs/ml. This
corresponds to the weight concentration covering the full part-per-billion range. It
is able to detect and count adsorbing nanoparticles individually, totally up to the
hundreds of thousands of NPs on the sensor surface reaching ~1.3 mm2. At constant
diffusion conditions, the detection rate is proportional to the number concentration of
NPs; this provides an approach to determine the NPs concentration. The adsorption
of nanoparticles can be manipulated by surface functionalization, pH, and electrolyte
concentration of suspensions. Detected NPs are characterized individually based on
their plasmonic images. The image intensity grows quasi-linearly with nanoparticle
size for the given material. For Ag and Au NPs the smallest reliably detected NP size
was ~20 nm, whereas for polystyrene NPs ~40 nm. However, the size and material of
nanoparticle cannot be resolved directly from the image. For determination of
chemical composition, SPRM can be assisted by electrochemical analysis. In this
case, the gold sensor surface is used both as the resonant media for plasmon
microscopy and as the working electrode. Under potential sweep, the adsorbed
NPs are subjected to electrochemical dissolution, which is detected optically. The
potential of this conversion characterizes the material of NPs.

The unique features, capabilities, and benefits of the wide-field SPRM make it a
perspective analytical technique for solving complex analytical tasks. This tech-
nique, intrinsically sensing the phenomena on the sensor surface, doing it in reflected
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light and enhanced by plasmonic amplification, has a large application potential.
Moreover, it can be hyphenated with a broad range of other analytical techniques.

Contrary to the SPR imaging, SPR microscopy is a very young technique – in its
current shape, it is known for less than a decade. Still, a great progress during this
short period of time can be observed. The potential of SPRM is not yet fully
exploited; hence, it is to expect that it is going to be improved in many directions.
The future developments of this technique will undoubtedly include bioanalytical
applications. For instance, SPRM was already shown for individual detection of
single large DNA molecules [133], viruses [125, 157], virus-like particles [157],
liposomes and microvesicles [123, 156], bacteria, and cells [165, 166]. Manifold
improvement of the size detection limits can be expected: for example, by changing
the principle of optical registration to the surface plasmon enhanced scattering [95,
96] or by reducing the level of background light (off-axis illumination or polarization
control). The concentration detection limits can be improved as well. However,
unless the diffusion of particles towards sensor surface is not somehow enhanced,
the main improvement in this regard will be related to the increase of the imaged
sensor area. Some interesting opportunities are opened by application of a high
frame rate imaging cameras [154]. The hyphenation of SPRM with surface enhanced
Raman spectroscopy [99] or with chromatographical separation techniques [108]
can be as well imagined.
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1 Definition of the Topic

Localized surface plasmon resonance (LSPR) spectroscopy of metallic nanoparticles
(NPs) is a powerful technique for chemical and biological sensing experiments.
LSPR is responsible for the electromagnetic field enhancement that leads to surface-
enhanced Raman scattering (SERS) and other surface-enhanced spectroscopic
processes [1].

2 Introduction

Nanoparticles have been the subject of intense research over the last two decades. A
large variety of shapes, sizes, and materials can now be synthesized, thus broadening
the range of the chemical and physical properties accessible. Among them, metallic
nanoparticles have been extensively studied for over 100 years due to their unique
optical properties. Fundamentally, electromagnetic wave incident on the metallic
nanoparticles induces a collective oscillation of free electrons at a resonant fre-
quency, a phenomenon known as localized surface plasmon resonance (LSPR),
which depends on the size, shape, and composition of the nanoparticle and relates
sensitively to the refractive index of the surrounding environment. As a result of the
LSPR, the absorption and scattering of light by nanoparticles, as well as the local
electromagnetic field around the nanoparticles, will be strongly enhanced. The
extremely intense and highly localized electromagnetic (EM) fields induced by
LSPR make nanoparticles highly sensitive transducers of small changes in the
local refractive index. These changes are exhibited in spectral shifts of extinction
(absorption plus elastic light-scattering) and scattering spectra.

In general, LSPR instruments consist of three main components: a light source
(white light or laser), the sample, and a detector. Common LSPR detection tech-
niques are ultraviolet-visible (UV-vis) spectroscopy and dark-field scattering micros-
copy. The extinction spectrum of the nanoparticles is measured using UV-vis
spectroscopy with excitation relying on a white light source. For transparent sam-
ples, light is passed directly through the sample. For nontransparent samples, an
optical geometry suitable to study reflection is used. Imaging is achieved with dark-
field microscopy where small regions, as well as single nanoparticles, are studied.

LSPR can be determined and measured by an extinction spectrum (scattering and
absorption) at visible and near-infrared (NIR) wavelengths and in particular the peak
wavelength (λmax). Similar to the surface plasmon resonance (SPR), the LSPR is
sensitive to changes in the local dielectric environment. Typically, an LSPR wave-
length shift is measured for sensing changes in the local environment by researchers.
The LSPR spectral shift has been implemented as a transduction strategy to inves-
tigate the molecular binding events and conformational changes and can provide
steady-state and kinetic data.

In this chapter, we give a brief introduction on the influencing factors of LSPR.
Subsequently, we present a comprehensive review on in situ characterization
methods based on LSPR, including spectral monitoring, sensing, and imaging.
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3 Influencing Factors of LSRP

LSPR extinction spectra including absorption and scattering spectra of gold and
silver nanoparticles are strongly sensitive to their shape, size, surrounding medium,
composition, and ensemble form, with wavelengths in the UV-vis and NIR regions.
The applications based on LSPR promote the shape-controlled synthesis of noble
metal nanoparticles and precise assembly of particles, which can tune deliberately
LSPR features of plasmonic materials and eventually acquire desired plasmonic
structures. In contrast, a relation between LSPR and influencing factors can provide
people a simple and effective route to probe the information involved in noble metal
nanoparticles, including shape, size, component, surrounding, and assembly state.

Noble metal nanoparticles are widely used in enhancing spectroscopies, biolog-
ical sensing, and chemical sensing, because of the LSPR features. The size and shape
of noble metal nanoparticles determine and control their unique plasmonic proper-
ties. Many strategies have been developed to fabricate the gold and silver nano-
particles with different shapes, such as spheres, triangular plates, hexagonal plates,
bars, rods/wires, right bipyramids, concave cubes, cubes and tetrahedrons, octahe-
drons, decahedrons. The routes to synthesize gold and silver nanoparticles include
chemical synthesis [2–4], seed-mediated growth [5–8], template-assisted synthesis,
lithographic fabrication [9], and photo-mediated synthesis [10, 11].

3.1 Effect of Shape

LSPR features can be simulated and predicted by calculation methods, such as Mie
theory, discrete dipole approximation (DDA) method, finite-difference time-domain
(FDTD) method. The LSPR spectra of polygonal silver nanoparticles with equal
volume but different shapes, including cubes, and truncated cubes (TC), spheres,
icosahedrons, were calculated using DDA method by Cecilia Noguez [12]. Nano-
cubes exhibit multiple resonances with high multipolar order charge distributions.
The dipolar resonance band of the nanocube blue-shifts as truncation increases. An
intense and broad LSPR band produces when a blue-shifting dipolar resonance is
overlapped the quadrupolar one. Compared with cubes, nanospheres shows a dipolar
resonance band around 400 nm. Silver nanoplates including triangular, hexagonal,
and circular plates generally display multiple LSPR bands due to their anisotropy.
For example, triangular silver nanoplates synthesized by photoinduction of silver
seeds present four LSPR bands at 770, 470, 410, and 340 nm, ascribed to in-plane
dipole, in-plane quadrupole, out-of-plane dipole, and out-of-plane quadrupole
plasmon resonance modes [11].

Nanorods made of noble metal exhibit two LSPR bands that are longitudinal
plasmon band and transverse plasmon band, which are attributed to electron oscil-
lation along the long and short axes of nanorods, respectively [6, 13]. For gold
nanorods (Au NRs), the transverse plasmon band is located around 520 nm, insen-
sitive to the changes of the rod size, and the surrounding refractive index [6, 14, 15],
whereas the longitudinal plasmon band of Au nanorods is strongly sensitive to the
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aspect ratio of nanorods. The changes of the aspect ratio of rods would make
longitudinal plasmon band of AuNR vary. There is a linear coloration between the
wavelength of longitudinal plasmon band (λmax) and aspect ratio (AR) for AuNR,
which is given as followed: [16]

λmax ¼ 95ARþ 420 (4:1)

LSPR of gold nanorods can be effectively tuned by controlling aspect the ratio of
nanorods. Liz-Marzán et al. proposed a bimodal reducing agent system comprising
salicylic acid and ascorbic acid to tailor the morphology and the optical properties of
Au NRs. The longitudinal LSPR change to 650 from 850 nm when the AR values of
Au NRs varied from 3.9 to 2.4, respectively (Fig. 4.1) [17].

Gold nanocubes, concave nanocubes, nanorods, and triangular nanoprisms were
prepared by wet chemical seed-mediated approaches. Remarkably different domi-
nated LSPR bands were observed corresponding to gold nanostructures with differ-
ent shapes [18]. In a photochemically synthesis of silver nanodecahedra by LED
irradiation, the corners of the silver nanodecahedra were round at early stage and
sharpened as light irradiation prolonged, with a red-shift of LSPR band [19]. Com-
bining experimental and simulated data, Qu et al. attributed the LSPR red-shift of
silver nanodecahedra to the enhancement of corner sharpness. Through DDA sim-
ulation, Bansal and Verma brought up the same conclusion that sharp corner noble
metal nanostructures present enhanced plasmonic features in comparison to rounded
counterparts [20].

Fig. 4.1 TEM images of Au
nanorods with different aspect
ratios and their corresponding
LSPR spectra (Reproduced
with permission from Ref.
[17]. Copyright 2013
American Chemical Society)
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3.2 Effect of Size

Dependence of LSPR on particle size was clearly reflected by a systematic study of
the various trends. Zhong et al. investigated a correlation between the size of gold
nanoparticles and their LSPR band properties [21]. The gold nanoparticles Au NPs
with different diameters in aqueous solutions were synthesized and their UV-vis
extinction spectra were recorded (Fig. 4.2a). The LSPR band red-shifted from 519 to
569 nm as the particle size increased from 30 to 100 nm, with a small broadening of
the band at long wavelength. Simulated LSPR spectra of gold nanoparticles
corresponding to different sizes were calculated through Mie theory (Fig. 4.2b).
As the same as experimental data, the wavelength of SPR band increased with
particle size. In comparison with the varying trend of LSPR wavelength, the
correlation of size and LSPR from the theoretical data agreed with that from
experimental data (Fig. 4.2c). The magnitude of LSPR extinction, as well as the
relative contribution of scattering to the extinction, dramatically increases with an
increase in gold nanosphere size from 20 to 80 nm, accompanying with a variation in
the LSPR peaks of nanospheres from ~ 520 to 550 [22].

Fig. 4.2 (a) UV-vis spectra (normalized) and (b) simulated spectra of SP band (normalized) for Au
nanoparticles with different particle sizes in aqueous solution. (c) Comparison between experimen-
tal and theoretical relationships for SPR band wavelength (λmax) versus diameter of the nano-
particles (nm). Simulation data (triangles) and experimental data (circles) are taken from panel a and
b. Dashed lines are fitting curves (Reproduced with permission from Ref. [21]. Copyright 2007
American Chemical Society)
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The size-dependent LSRP optical properties of sub-10-nm gold nanoparticles
were investigated. Highly monodisperse and sub-10-nm gold nanoparticles
(Au NPs) with a size range of 3.5 to 10 nm were synthesized by a kinetically
controlled seed-growth method (Fig. 4.3a) [5]. LSPR band narrows and the peak
position red-shifts from 505 to 517 nm as particle size increased from 3.6 to 11.3 nm
(Fig. 4.3b, c). However, an inflection point appeared in the plot of LSPR wavelength
of Au nanoparticles via particle size, corresponding to 8 nm of particles. In compar-
ison with larger Au NPs, LSPR of the particles smaller than 8 nm showed higher
sensitivity to size. Surface phenomena with a high percentage of surface atoms can
contribute to the higher susceptibility of the gold nanoparticles with small size.

We also employed Mie theory to simulate the LSPR extinction spectra of silver
seeds with different sizes [23]. It is supposed that silver seeds are spherical in shape.
We modified the fitting program of the Mie model in the literature [24] to make it
suitable for silver nanospheres. The simulated LSPR extinction spectra of silver
spheres with radii from 1.0 to 10 nm were obtained, and the relationship between the
LSPR wavelength and relative intensity and the silver nanoparticle size was
disclosed. The results indicate that the LSPR peak of the silver nanospheres
red-shifts in position and increases in intensity as increasing particle size.

A large quantity of well-defined silver nanodisks were prepared from nanoprisms
through heat treatment [25]. The diameter of silver nanodisks decreased as heating
time prolonged (Fig. 4.4a). Thicknesses of these nanodisks were similar around
13 nm. The in-plane dipole resonance band of silver nanodisks at long wavelength
blue-shifted from 604 to 472 nm when the diameter of disks varied from 73.2 to
39.3 nm (Fig. 4.4b). In addition, circular gold nanodisks were obtained by etching
nanoprisms using HAuCl4 in the presence of CTAB [26]. The diameter of the
nanodisk was tuned by changing sizes of starting triangular prism. LSPR bands
ranged from 650 to 1000 nm as the diameters of circular disks were changed from
30 to 125 nm. Simulation of disk extinction spectra with DDA demonstrated the
LSPR change trends of nanodisks as a function of disk diameter.

Silver nanocubes with different edge lengths in the range of 36 ~ 172 nm were
obtained during a polyol synthesis process [27]. The dipole peak in the extinction
spectra of the silver nanocubes exhibited a continuous red-shift as the increase in
edge length increased. The wavelength of LSPR peak had a nearly linear relationship
with the edge length of nanocubes. It was suggested that the extinction spectra could
be used to monitor and control the size of nanocubes during a synthesis process [28].

3.3 Effect of Component

Compositions of nanoparticles determine the intrinsic optical properties. Gold and
silver nanoparticles are the most widely used as plasmonic materials with LSPR
lying in the visible region. Van Duyne et al. firstly compared experimentally the
LSPR of Cu, Ag, and Au nanoparticles with similar size and shape [29]. These
nanoparticles were fabricated by nanosphere lithography (NSL) with the parameters
of D = 390 nm, dm = 50 nm and displayed the maximum LSRP extinction bands at
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698, 639, and 787 nm, according to Cu, Ag, and Au, respectively. Cu and Au exhibit
longer maximum LSPR wavelength than Ag nanoparticle arrays of similar geometry.
The experimental results are consisted with trends from DDA calculations. In
addition to Cu, Al nanostructures as promising plasmonic materials have extensive
interests. Different from gold and silver nanoparticles, small Al nanoparticles can
show sharp LSPR bands with high intensity in UV and deep-UV (DUV) regions.
Tang and coworkers fabricated large-scale Al nanoparticle arrays (�1.2 cm2) using
the AAO template technique [30]. The LSPR bands were tuned by changing the out-
of-plane height of nanoparticle arrays. Combining with the wet chemical etching,
they tuned LSPR peak of Al nanoparticles to 234 from 292 nm.

Bimetallic nanostructures can extend the range of LSPR bands from a single
composition. Calculation studies based on DDA method have predicted the change
trend of LSPR as the component of one metal varied [31]. It is found that LSPR is
sensitive to the surrounding medium refractive index, showing a distinct redshift
with increasing the surrounding medium refractive index. Au-Ag core-shell nano-
structure exhibits a strong coupling between the core and shell plasmon resonance
modes. The coupled resonance mode wavelengths show dependence on the layer
thickness and the composition of core and shell metal. LSPR can be tuned over an
extended wavelength range by adjusting the ratio of core to shell.

Alloying of different noble metals is believed to be an optional strategy for tuning
the LSPR wavelength. Verbruggen and coworkers proposed a semiempirical model
to study the plasmonic band wavelength of water-suspended gold-silver alloy
nanoparticles by insights into the combined effect of alloy composition and particle
size [32]. The LSPR wavelength is derived from the extinction spectra of monodis-
perse spherical nanoparticles that were simulated based on available experimental
dielectric constant data and accounts for particle size by using Mie theory with the
software package MiePlot (v4300). A mesh plot was provided to display the range of
the plasmonic band wavelengths for different sizes and compositions based on
simulated results. The LSPR wavelength can effectively be tuned by changing the
AuxAg(1�x) alloy composition (gold fraction termed by x) and particle size. The
LSPR wavelength red-shifts as increasing particle size, mainly due to retardation
effects for particles larger than 20–30 nm, whereas the effect of alloy composition
dominates the LSPR wavelength of nanoparticles.

Yin et al. investigated systematically the plasmonic property of fully alloyed
Ag/Au nanospheres through a practical experimental process [33]. First, Au nano-
particles of a desired size were synthesized by a seed-mediated growth method as a
starting material. Subsequently, silver was deposited on Au nanoparticles to produce
Au@Ag core/shell nanoparticles, with suppressing self-nucleation of Ag by aceto-
nitrile. After silica coating, Au@Ag nanoparticles were annealed around 1000 �C in
a nitrogen atmosphere to accelerate diffusion efficiency of the Ag and Au atoms,
with complete alloying of Ag and Au. Final alloyed Ag/Au nanospheres were
obtained after removing the silica with NaOH solution and then being transferred
to water. The UV-vis extinction spectra of the Ag/Au alloy nanospheres with
different compositions were measured (Fig. 4.5). The overall spectra of Au@Ag
core-shell nanoparticles with a thin layer of Ag exhibited a relatively broad peak, due
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to an emergence of a shoulder peak analogous to a combination of the spectra from
the respective Au and Ag. The spectral change of nanoparticles indicates that the
LSPR of a noble metal nanoparticle is very sensitive to its outer shell composition.
The scattering effect of the Ag-Au boundary on the conduction electrons leads to
damping of the surface plasmons, which results in the broadening of LSPR band.
LSPR spectra of Au@Ag nanoparticles is approximating to that of single-
composition Ag nanoparticles as the Ag layer is thickening (Fig. 4.5a). After
annealing, the Ag/Au alloy nanospheres displayed a nearly symmetric and much
narrower compared with core/shell nanoparticles (Fig. 4.5b). The particular features
of Ag/Au alloy nanospheres, including the monodispersity and the uniform spherical
shape, single crystals containing no crystallographic defects and homogeneously
distribution without compositional interface, contribute to their distinguishing spec-
tral properties. The mole fraction of Ag in alloy nanospheres resulted in a blue-shift
of LSPR extinction spectra. The Ag/Au ratio was suggested to dominate the band
shift of the alloy nanospheres. It was found that the bandwidth of the alloy nano-
spheres depended linearly on the mole fraction of Ag and much narrower than that of
their core/shell counterparts.

3.4 Effect of Surrounding

Dielectric medium around nanoparticles influences the LSPR properties of noble
metal nanoparticles. Spectral changes caused by a change in refractive index (Δn) of
the surrounding dielectric medium are the primary mechanism of LSPR-based
sensing. The subtle change in local dielectric environment can be reflected by the
wavelength shift of LSPR. Tuersun investigated the effect of the refractive index of
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ambient medium on LSPR extinction spectra of single gold and silver nanobars with
length of 100 nm and width of 40 nm, using DDAmethod [34]. A series of simulated
LSPR spectra of gold and silver nanobars were obtained for different refractive
indexes at an incident angle. The plasmon resonance wavelengths of gold and silver
nanobars red-shifts with the increase of the refractive index of ambient medium.

The rapid decay of amplitude of electromagnetic (EM) near-field from metal
surface along the direction brings about the evanescent wave character to EM near-
field. The characteristic EM decay length can be used to describe the decay of the
evanescent EM field. Poly(styrene sulfonate) (PSS) and poly(allyl amine hydrochlo-
ride) (PAH) were coated on the surface of gold nanorods by layer-by-layer (LBL)
electrostatic assembly method and the influence of gold nanorod dimensions on
distance-dependent LSPR sensitivity and electromagnetic (EM) decay length were
investigated [16]. LSPR wavelength red-shifted and intensity of LSPR increased as
the layer number of polyelectrolytes, because of the increase in the refractive index
after LBL coating. EM decay length increased linearly with an increase in length and
diameter of the gold nanorods (AuNRs) with similar aspect ratio. Relation of LSPR
wavelength shift and EM decay length is described by the following equation.

R ¼ ηB Δηð Þ 1� exp � 2d

l

� �� �
(4:2)

where R is LSPR shift, ηB is the refractive index (RI) sensitivity, Δη is the RI change
of the surrounding medium, d is the thickness of the adsorbed molecular layer, and
l is the EM decay length [16, 18]. LSPR changes of noble metal nanoparticles with a
certain morphology related to dielectric changes can be estimated by Eq. 4.2.
Dependence of the sensitivity for the RI changes (ηB) on the magnitude of the
spectral change (i.e., LSPR shift) was investigated by Mirkin and Aili [18]. The RI
sensitivity values for gold nanocubes, concave nanocubes, nanorods, and nano-
prisms were compared. Their experimental results demonstrated a linear relationship
between the bulk RI sensitivity and the wavelength of the LSPR peak (Fig. 4.6). The
lowest and highest RI sensitivity values were obtained from nanocubes (<100 nm
RIU�1) and nanorods (�400 nm RIU�1), respectively. The RI sensitivity of nano-
particle not only associates with particle morphology, but also depends on the LSPR
wavelength.

3.5 Coupling Effect

A strong coupling plasmon resonance modes appeared between the core and shell in
Au-Ag core-shell nanostructure. The coupled resonance mode wavelength depends
on the layer thickness and the metal composition of core and shell, leading to tunning
of wavelength of LSPR for nanoparticles in an extended range. The extinction and
absorption efficiencies of Au-Ag core-shell were calculated. For fixed outer Ag shell
(r2 = 20 nm) and water medium (n = 1.00), the extinction and absorption spectra at
long wavelength red-shift from 420 nm (r1 = 8 nm) to 515 nm (r1 = 19 nm) with an
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increase in inner core radius. The hybridization (coupling) between the sphere and
cavity plasmon controlled by the shell thickness resulted to red-shift of LSPR of core-
shell nanostructures. Compared with the bare nanosphere of the same size, bimetallic
core-shell nanostructures show additional tunability of longer LSPR bandwavelength.
Particle shape also affects notably the coupling of LSPR from core-shell nano-
structures. Gao and Yin investigated the LSPR properties of spherical and plate-like
Ag-Au core-shell nanostructures through theoretical and experimental methods [35].
Using finite element method (FEM), Ag nanospheres as typical isotropic plasmonic
nanoparticles showed a strong LSPR band at 410 nm, whereas the corresponding
Ag-Au core-shell nanoparticles displayed a new LSPR band at 510 nm. Also the
electric field intensity of Ag-Au core-shell nanoparticles in their proximity decreased
dramatically in comparison with the Ag nanospheres at their respective resonance
wavelengths. However, the LSPR properties of the Ag-Au core-shell nanoplates were
similar to those of the pure Au nanoplates, due to very close extinction efficiency and
local electric field enhancement of the nanocrystals. Ag core in core-shell nanoplates
resulted in a redshift of the LSPR band relative to that of the pure Au ones, revealing
that the Ag core affected the overall LSPR properties to a small extent. The Ag-Au
core-shell nanoplates exhibited the same LSPR property as that of pure Au nanoplates
when a thick shell of Au is fabricated on particle surfaces. Compared with the pure Ag
nanoplates, Ag@Au core/shell nanoplates showed lower electric field intensity. The
plasmonic features of the core-shell nanostructures are strongly dependent on particle
shape anisotropy.

In addition to core-shell nanoparticles, the LSPR bands of gold nanoshells present
optical cross-sections comparable to and even higher than the nanospheres, tending

500

50

100

150

200η B
 / 

nm
 R

IU
–1

250

300

350

400

450

550 600 650 700
λmax/ nm

750 800

Fig. 4.6 Experimental bulk RI sensitivity (ηB) for the different gold nanoparticles plotted against
their corresponding spectral plasmon peak position (λmax). A linear regression (red line) shows the
linear relationship between the bulk RI sensitivity and the LSPR peak position (Reprinted with
permission from Ref. [18]. Copyright 2016 John Wiley & Sons, Inc)
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to the NIR region [22]. Increasing the total nanoshell size or the ratio of the core-
shell increased sharply the LSPR wavelength. A linear relation between the total
extinction of nanoshells and their total size was observed. Increasing the nanoshell
size or decreasing the ratio of the core/shell radius increased rapidly the relative
scattering contribution to the extinction spectra.

Dimers and trimers of noble metal nanoparticles are common plasmon coupling
examples. Coupling between particles generates new LSPR features and creates hot
spots with strong electric field in the gap between the particles [36]. Zhao et al.
studied the plasmonic properties of single Ag nanospheres and the plasmon inter-
actions in assemblies of Ag nanosphere dimers and trimers [37]. Silver nanospheres
were synthesized by etching prefabricated silver nanocubes and deposited silver
nanospheres on coverglass. Single silver nanospheres presented a major scattering
peak around 453 nm due to the interaction of electromagnetic waves with the free
electrons of Ag nanospheres and a side peak at 625 nm from coupling between
nanosphere and substrate. The assemblies of Ag nanosphere dimers displayed two
scattering peaks located at �460 nm and �644 nm. Based on the theoretical
simulation using the T-matrix method, the shorter peak generated from the weakly
coupled dipoles arranged shoulder by shoulder and the peak at longer wavelength
rises from the strongly interacting dipoles arranged head to tail. The scattering
spectra showed three peaks located at 486, 545, and 658 nm, respectively. Compared
to the scattering spectra of the dimers, a new peak at 545 nm appears in the scattering
spectra of the trimer, attributed to the symmetry breaking of the system. LSPR
properties of metal nanoparticles rely on the coupling effect between nanoparticles.
Halas et al. discussed the influence of coupling on plasmonic properties of noble
metal nanoparticles in their review [38]. Coupled LSPR spectra of assemblies of
plasmonic nanoparticles can serve as indicators and rulers for measuring nanoscale
distances and dynamic distance changes in biological and macromolecular systems.
The optical features for assemblies consisting of a Au nanosphere attached to an Au
nanoplate were investigated by correlating scattering spectra with morphologies for
a large set of individual constructs [39]. Attachment of the nanosphere resulted in
considerable change of the LSPR spectrum of the nanoplate under optimized
condition. Dark-field spectroscopy was employed to measure the scattering spectra
of single nanoplate and nanoplate/nanosphere assemblies. After nanosphere attach-
ment, a large redshift was observed in the dipolar LSPR mode of the nanoplate rising
from strong coupling between the nanoplate and the nanosphere (Fig. 4.7). These
spectral changes can be used as the optical readout for measuring distance changes
occurring in the molecular linker of the nanoplate/nanosphere dimer. Quantitative
comparison of the sensor response of individual constructs can be achieved by using
the magnitude of this readout, for application in plasmon rulers and coupling-based
sensors.

Plasmonic properties for the end-to-end and side-by-side assemblies of Au
nanorods were studied by Shi et al. [40] A water-soluble poly (ethylene glycol)
dithiol (HS-PEG-SH) linked Au NRs to form side-by-side (S-S) assembly. During
assembly process, the transverse LSPR band of Au NRs red-shifted slightly from
�515 nm to �525 nm, whereas the longitudinal SPR band blue-shifted gradually
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and decreased in intensity. The end-to-end (E-E) assembly of Au NRs was achieved
by linking of cysteine (Cys). The E-E assembly led to red-shifting of longitudinal
LSPR band, due to a strong electromagnetic coupling effect. The slight change of
transverse LSPR band implied the absence of coupling along the transversal direc-
tion. Reinhard and Chen utilized directed self-assembly approach to generate
plasmonic cluster pixels, i.e., 1D nanoparticle chains, containing silver nanoparticles
with a diameter of 35 nm. The spectral properties of plasmonic clusters can be
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Fig. 4.7 Construction and optical characterization of individual constructs composed of nanoplate/
nanosphere dimers. (a) First, nanoplates were synthesized on a glass substrate by a method
optimized to have an area density for addressing individual nanoplates. Then, via ligand place-
exchange reactions, a nanosphere is attached regioselectively either to a vertex on the side of the
nanoplate (left) or on the terrace of the nanoplate (right). Schematic is not to scale. (b) Principle of
transmission dark-field optical microscopy (left) used for characterizing a single nanoplate (right,
top) and a coupled nanoplate/nanosphere dimer (right, bottom). (c) Representative dark-field
scattering image of several single Au nanoplates on a glass slide. (d) Scattering spectra of 16 single
Au nanoplates before (black line) and after (red line) attachment of an Au nanosphere on a vertex/
edge site, as shown in the corresponding SEM images to the right. Scale bars are 100 nm in all SEM
images and 5 μm in the dark-field image. The scattering intensity of the nanospheres is much
weaker than that of the nanoplate, and therefore the nanosphere LSPR mode does not contribute to
the overall scattering spectrum of the dimer (Reprinted with permission from Ref. [39]. Copyright
2015 American Chemical Society)
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systematically tuned through adjusting the size and aspect ratio of the contained
plasmonic nanoparticles [41]. The plasmon resonance wavelength red-shifted with
the length of the binding site in the investigated range of 35~250 nm. The peak
resonance wavelength increases continuously. Plasmon coupling gave rise to a
strong increase of the scattering intensity with growing cluster size [41].

Alivisatos et al. investigated the evolution of the coupling behavior of plasmonic
hexamers and heptamers with varying interparticle gap distance from 130 to 20 nm
[42]. An isolated gold nanoparticle displayed a single dipolar resonance band around
700 nm. The heptamer with a large interparticle gap distance of 130 nm shows
approximately the same plasmonic behavior as the isolated nanoparticle because of
the well-separated nanoparticle configuration (Fig. 4.8). A new peak appeared
around 800 nm as the interparticle gap distance is reduced to 60 nm. The two
peaks are separated by a pronounced dip. The LSPR bands of the heptamer
red-shifted successively as the interparticle gap distance further decreased. In com-
parison to the heptamers, the ringlike hexamer presented a shorter-wavelength peak
around 700 nm, without pronounced dip. Additionally, the experimental data agreed
well with the numerical simulation.

4 Monitoring Based on LSPR

4.1 Spectroscopic Measurements

LSPR spectroscopy can be done with either a large ensemble of colloids/substrate or
individual particles. Typically, the extinction spectrum of nanoparticles colloids/
substrate is measured using UV-Vis-NIR spectroscopy with excitation relying on a
white light source. For transparent samples, light passes directly through the sample
and the scattered plus absorbed light is collected by the spectrometer detector. For
nontransparent samples such as the films-over-nanosphere (FON) structures sub-
strates, an optical fiber suitable to collect reflection is used. Here, a fiber is usually
used both to direct the excitation light to the sample (center fiber) and to collect the
light reflected from the surface (radial array of fibers). While the transmission mode
yields the LSPR wavelength as a maximum value in the extinction curve, the
reflected mode yields the LSPR wavelength as a minimum value. Indeed, UV-Vis-
NIR spectroscopy is a relatively simple method for measuring the LSPR spectrum of
metal nanoparticles, but it reflects the metal nanoparticles as a whole (ensemble)
properties.

Obviously, ensemble measurements may not reflect the properties of individual
components. For samples in which small regions or even single nanoparticles are
considered, dark-field LSPR spectroscopy or imaging measurements are extremely
powerful. Single-particle LSPR instruments are typically homemade and are
designed to handle a particular experiment or application. In this case, the incident
white light strikes the surface at a high angle and scattered light is collected at the
low angle. A two-aperture set-up would rely on a high numerical aperture objective
lens to bring incident light obliquely to a surface, and an objective selected for
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2010 American Chemical Society)
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suitable numerical aperture would be used to collect the scattered light. A dark field
objective can also be used in reflection mode where incident and collected light
travel through the same objective. The scattered light is then sent to the spectrometer
and detector, where the most common spectrum/imaging detector is a spectroscopy
or CCD camera. The advent of dark-field LSPR measurement enables observing the
dynamic changes in LSPR scattered light of single nanoparticles without blinking or
photo-bleaching. Therefore, a broad perspective of single nanoparticle in situ LSPR
spectroscopy can be seen from lots of review articles.

4.2 In Situ Macroscale UV-Vis-NIR Extinction Spectroscopy

4.2.1 Monitoring Growth of Nanoparticles
Nanoparticles with a large variety of shapes (from “spheres” to complex anisotropic
particles), sizes (from a few to >100 nm), and materials (Ag, Au, Cu) can now be
prepared through numerous chemical and physical methods. Meanwhile, experi-
mental and theoretical studies of LSPR properties have highlighted how they relate
to the structure. Therefore, the geometrical dependence of the LSPR extinction
spectrum of nanoparticles to monitor the growth kinetics was exploited. In particular,
macroscale LSPR extinction spectroscopy and TEM/AFM have been simulta-
neously used for deeply correlated studies on the synthesis kinetics of nanoparticles.

Synthesis of gold nanoparticles by citrate reduction is a good model system, and
the synthetic scheme has been widely studied. Frens clearly demonstrated that the
size variation of the gold nanoparticles can be readily realized by simply changing
the concentration of sodium citrate. It was suggested that gold nanoparticles were
grown through a fast nucleation process followed by a diffusion controlled growth.
However, this nucleation-growth mechanism was found to be contradictory with the
temporal evolution of the nanoparticle sizes under certain conditions. To better
examine the role of sodium citrate and address the synthetic scheme, an interesting
illustration of the structure-LSPR correlation has been performed by Peng et al. who
performed macroscale UV-Vis extinction and TEM measurements (Fig. 4.9) [43].
In their research, the temporal evolution of the size and shape of gold nanoparticles
was examined with selected Na3Ct/HAuCl4 ratios using TEM. There are two
distinguishable evolution patterns (Fig. 4.9a). Consistent with the shape evolution
observed by TEM, the temporal evolution of UV-vis absorption spectra of the
reaction solutions also possessed two different patterns (Fig. 4.9b). Although only
four sets of LSPR spectra are shown, the spectroscopic differences between the
reactions with a low and a high Na3Ct/HAuCl4 ratio can be observed directly. The
integrated absorbance in the 600–800 nm, as well as the absorbance at the absorption
peak, is summarized. They found that gold nanoparticles with a high Na3Ct/HAuCl4
ratio grew through a nucleation-growth pathway more or less without aggregation,
while serious aggregation of primary particles occurred for the reactions with a low
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Na3Ct/HAuCl4 ratio in the initial stage. To further clarify the growth mechanism of
nanoparticles, temporal evolutions of the Au(III) complexes concentration and the
pH-dependent reactivity of the Au(III) complex by UV-Vis extinction spectra were
discussed. Meanwhile, sodium citrate known as a weak base should also change the
solution pH in a certain extent if its concentration varies. Based on these results, they
declared that the reactivity of the Au(III) complexes and the molecular forces
between citrate protection groups and gold surfaces were also strongly dependent
on pH. After systematical and quantitative studies of the growth process of gold
nanocrystals in citrate reduction, they confirmed that citrate plays a determining role
as the pH mediator in the reaction system. Dependent on the reaction pH, gold
nanocrystals could be formed through either the nucleation growth pathway or
nucleation-aggregation-smoothing pathway, with pH roughly being 6.2–6.5 as the
switching point. With this understanding, nearly monodisperse gold nanocrystals in
the size range from about 20 nm to 40 nm were synthesized by simply varying the
solution pH.

For the chemical synthesis of nanoparticles, surfactants are commonly used to
direct the growth of nanoparticles to create anisotropic structures in high yield, while
the exact roles of surfactants and other reactants are not entirely understood. Usually,
ex situ TEM observation and spectroscopic measurements were employed to obtain
the information on length and diameter of gold nanorods and estimate the nanorod
aspect ratio for most kinetic studies. Gulati et al. have demonstrated a simple LSPR
spectroscopic method to determine the microscopic length and diameter of gold
nanorods during synthesis by comparing their plasmon resonant extinction spectra to
those calculated by Gans’ theory for prolate spheroids [44]. Nanorod length and
diameter were then monitored to follow the kinetics of seed mediated. By means of
this method, the nanorod structure could be detected and analyzed by UV-Vis
extinction spectra for sizes as small as 6 nm diameter and 20 nm length.

LSPR spectroscopy can be also applied to monitor the in situ kinetics of early
stage growth of liquid phase chemical bath deposition (CBD) [45] and electroless
(EL) deposition [46]. As is known, CBD has become an important technique to
deposit metal, semiconductor, and dielectric thin films over large areas due to its low
cost and scalability. However, understanding the CBD process has primarily been
through a postdeposition analysis of film microstructure. LSPR is a well-established
technique to sense refractive index changes with extremely high, molecular-level
sensitivity. On the basis of electromagnetic field calculations, the shift in the
wavelength position of the LSPR peak can be quantified.

4.2.2 Monitoring Reaction Kinetics Involving Nanoparticles
It has been noticed that certain shapes with a higher Gibbs energy can reshape into
more stable ones as the growth of nanoparticles with various morphologies was
achieved. Tuning of LSPR along with the plasmonic properties of metal nano-
structures is a promising research subject due to the potential applications in sensing,
optoelectronics, and photonics. Thus, understanding the mechanisms into morpho-
logical transformations in noble metal NPs is of great interest for both fundamental
studies and practical applications.
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It has been described that the addition of small amount of halide ions can
drastically change or rebuild silver nanoparticles in colloidal system. However,
conventional micro�/nanocharacterization techniques such as TEM, AFM, and
SEM can only provide the shape and size information of a small portion from a
sample at a certain moment, which are limited in investigation of reaction kinetics.
As is known to all, the fingerprints of the LSPR bands allow us to obtain information
about the shape and size of noble metal nanoparticles with the combination of
calculations including DDA and FDTD. The LSPR spectroscopy featuring the
ensemble information of the colloid can easily realize the temporal resolution,
which is a necessary approach for performing in situ and real time measurements.
Additionally, optical characterization is nondestructive. In situ LSPR extinction
spectroscopy is employed to study the reaction kinetics in the shape-conversion
reaction silver nanoplates from halide etching [47]. A series of time-resolved
extinction spectra are obtained during the in situ etching process, and the evolution
of LSPR extinction spectra of the silver nanoparticles is analyzed (Fig. 4.10). The 2D
correlation analysis proves that the decreasing of nanoprisms concentration was
synchronous with increasing of nanodisks concentration in the shape conversion
process. The etching rate of different halide ions was evaluated through the in-plane
dipole resonance peak intensity of silver nanoplates vs. the reaction time (dI/dt). The
relationship between the etching rate and the halide ion concentration shows that the
halide ion etching reaction can be considered as a pseudo-first-order reaction.
According to the Arrhenius equation, the activation energy (Ea) of the etching
reaction was calculated using the rate constants the of halide ion etching reaction
at different temperatures, which indicates that the etching ability of different halide
ions is on the order of Cl� < I� < Br�. Significantly, in situ LSPR spectroscopy
assisted with 2D correlation analysis provides an effective approach for obtaining
more detailed information in rapid nanoreactions.

Another similar reshaping system by simply adding a small amount of cationic
surfactants-cetrimonium bromide (CTAB) was also studied by Luis M. Liz-Marz
[48]. They found that the Au nanostars morphology was dramatically affected when
minute amounts of CTAB were added, eventually leading to complete loss of the
sharp tips. Unlike the halide system, the process was slow enough, so that reshaping
can be blocked at any stage, thus allowing fine-tuning of the LSPR tip-mode in the
colloid. By comparing the time evolution of the LSPR tip-mode for the three CTAB
concentrations (0.1, 0.3, and 0.5 mM) (Fig. 4.11), the role of CTAB used for the
etching of nanostars was confirmed. To further examine the individual roles of CTA+

and Br�, control experiments were carried out and showed in Fig. 4.12. On the basis
of these findings, they demonstrated a strong dependence of the reshaping process
with the presence of different chemical moieties in solution, which points toward an
Ostwald ripening mechanism (“dissolution/re-deposition”), which is consistent with
the morphology evolution observed in TEM images. Besides, Kumar et al.
performed a similar research [49]. They discussed that the addition of a simple
base (such as NaOH) to the precursor reaction mixture enhances the fine tuning/
reshaping of the 3D star/flower-like gold nanostars with controlled precision right
from the nucleation stage.
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4.2.3 Monitoring Interaction Between Nanoparticles and Protein
Studies on noble metal nanoparticles (NPs) and protein complexes have attracted
considerable interest because of their extensive applications in immunoassay, optical
imaging, nuclear targeting, sensing, and diagnosing. Among many techniques for
investigation into the metal-protein interactions, LSPR spectroscopic characterization
is one of the convenient and efficient approaches because of its temporal resolution
detection, in situ collection, and nondestructive measurement. To inspect further the
correlation of the LSPR spectral regions along the temporal axis and the changes of
extinction spectra, two-dimensional correlation spectroscopy (2DCOS) analysis and
principal component analysis (PCA) were employed to investigate the interaction
between them [50]. Tang and coworkers firstly reported the combination of the
2DCOS/PCA analysis and LSPR spectroscopy to analyze the spectra to elucidate
the interaction between noble metal NPs and bovine serum albumin (BSA). They
obtained a series of LSPR spectra of silver (gold) NPs just after a small amount of BSA
was added into metal colloids (Fig. 4.13a). The 2DCOSmaps disclosed that the silver
NPs were facile to interact with the BSA, resulting in aggregation (Fig. 4.13b, c).
Interaction of gold NPs and BSAwas weaker than that of silver NPs. Interestingly, the
gold NPs could weaken the interaction of silver NPs and BSA after the addition of
BSA in a gold/silver mixed system. All the result revealed that the 2DCOS analysis of
LSPR spectra not only is powerful in extracting weak signals from a complicated

�

Fig. 4.10 (continued) spectra recorded in range of 0–1000 ms in (a–c), respectively. (g–i): plots of
the intensity of in-plane dipole resonance peak versus the etching time. The red lines are the fitting
curves. The slopes of the fitting curves present the reaction rates. Green arrows point out the
moment at which halide ions are added (Reprinted with permission from Ref. [47]. Copyright 2009
Royal Society of Chemistry)

Fig. 4.11 (a) Spectral evolution of gold nanostar colloids in the presence of 0.3 and 0.5 mM
CTAB, as labeled. (b) Position of the tip plasmon mode as a function of reshaping time for 0.1, 0.3
and 0.5 mM CTAB. The inset shows a linear fit to the data between 30 and 240 min
(λ = 0.546 t + 792.96; r2 = 0.9914) for the case of 0.1 mM CTAB (Reprinted with permission
from Ref. [48]. Copyright 2011 Royal Society of Chemistry)
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metal colloid system but also simplifies comparison of a large number of spectral data.
It will be very useful for obtaining detailed information about the interaction and
conversion process with the metal NPs involved.

4.2.4 Monitoring Catalysis Process
In the recent 10 years, lots of nanoplasmonic application via a versatile in situ
spectroscopy platform for catalysis applications was reported rapidly. The optical
indirect nanoplasmonic sensing (INPS) was presented. The LSPR excitation in gold
nanoparticles at visible light frequencies was utilized to probe processes and changes
on/in adjacent catalyst nanoparticles via the locally enhanced plasmonic near field.
The INPS with high temporal resolution and compatibility with high temperatures
and pressure in a harsh chemical environment turn it into a very promising emerging
in situ spectroscopy technique for catalysis applications [51]. The INPS chip features
a dielectric spacer layer (several to tens of nanometers thick) that physically sepa-
rates the plasmonic Au sensor nanoparticles from the probed nanomaterial deposited
on top (Fig. 4.14a). For the in situ LSPR experiment, the INPS chip with the sample
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Fig. 4.12 (a) Molecular structures of the various chemicals used in control experiments to test the
role of the reshaping agents. (b) HRTEM image of the end of a sharp tip illustrating the high density
of reactive Au atoms (less bound to the lattice) imposed by its high convex curvature. (c) Spectral
evolution of Au NSs in the presence of CTAB and 0.1 mM silver nitrate. (d) Time evolution of the
LSPR tip-mode during four different experiments, demonstrating the role of halide counterions (Cl,
Br or I) and the role of AgNO3 as blocking agent (Reprinted with permission from Ref. [48]. Copy-
right 2011 Royal Society of Chemistry)
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material is mounted in a suitable reaction chamber, which allows for either optical
transmission or reflection measurements in combination with control of the chip
environment (Fig. 4.14d). As mentioned, it is the shift of λmax that provides the
sensing function (Fig. 4.14e). It can be efficiently measured with a resolution of
0.01 nm under optimal conditions and by means of a simple pixel array spectrometer.
As additional observables to the shifts of the spectral peak position (Δλmax), changes
in the peak full-width-at-half-maximum (Δfhwm, inversely proportional to
the lifetime of the LSPR excitation) and in the extinction at peak (ΔEmax) can also
be used.

INPS can be used to monitor changes in adsorbed species on catalyst nano-
particles, which was illustrated on the Pt-catalyzed CO oxidation reaction by Larsson
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Fig. 4.13 (a) Time-resolved extinction spectra of the LSPR of the silver NPs (0.1 mMAg, 1.0 mL)
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American Chemical Society)
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et al. [52] In their study, the INPS chip arrangement was constructed with a 10 nm of
SiO2 spacer layer and Pt catalyst nanoparticles in the 5–20 nm size range. The
sample was exposed to mixtures of CO and O2 in Ar carrier gas at atmospheric
pressure with the total reactant concentration kept constant at 8%. The relative CO
concentration, αCO = [CO]/([CO] + [O2]), was scanned from CO-rich to O2-rich and
back while continuously recording the spectral position of the LSPR peak maximum,
Δλmax. The sample temperature was measured to 506 K in the absence of a reaction
with a thermocouple in contact with the sample surface. When scanning the relative
CO concentration, discontinuous steps up and down of �1 nm in Δλmax at a critical
reactant mixture of αCO around 0.07 were observed. The Δλmax step was assigned to
the kinetic phase transition in the CO + O2 reaction, occurring at a critical gas
mixture, where a sudden transition occurs from an oxygen-covered surface at low
αCO to a CO-covered surface at high αCO. The asymmetry of the temperature versus
α profile around αCO is due to the well-known poisoning effect of CO for oxygen
adsorption, preventing O2 from dissociating and reacting. The capacity of the
method was demonstrated for other two catalytic reactions, H2 oxidation on Pt,
and NOx conversion to N2 on Pt/BaO.

Catalyst deactivation by sintering significantly reduces productivity and energy
efficiency of the chemical industry and the effectiveness of environmental cleanup
processes. The use of experimental techniques that allow the scrutiny of sintering in
situ at high temperatures and pressures in reactive environments is a key to alleviate
this situation. Larsson et al. demonstrated indirect nanoplasmonic sensing (INPS)
has the potential to fill this gap [53]. A Pt/SiO2 model catalyst was applied, and a
simple and robust experimental setup and platform (optical transmission measure-
ment through a nanofabricated sensor chip) was used for in situ INPS with high
resolution and throughput, which is suitable for realistic catalyst operation condi-
tions and does not affect sintering kinetics. The correlation between the optical
response of the INPS sensor and catalyst sintering is read out as a spectral shift of
the Au nanoparticle LSPR peak, which is caused by a change in the local dielectric
environment due to the rearrangement of the Pt nanoparticles on the sensor
(Fig. 4.15). The obtained data are then analyzed via a kinetic model accounting for
the particle-size-dependent activation energy of the Pt detachment, and Ostwald
ripening is identified as the main sintering mechanism.

4.3 In Situ LSPR Spectroscopy of Single Nanoparticle

In the field of nano-plasmonic sensing, the introduction of dark field scattering spec-
troscopy (DFSS) has made it possible to study the optical properties of single nano-
particles and analyze the effects of size and shape of nanoparticles as well as the
refractive index of the surrounding medium on the LSPR in single Au and Ag
nanoparticles. Single nanoparticle measurements have multiple advantages over
ensemble-averaged measurements. Firstly, single nanoparticles are easily implemented
in multiplexed detection schemes since each unique nanoparticle possesses a distin-
guishable LSPR maximum. The second advantage is that the absolute detection limit
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(number of analyte molecules per nanoparticle) is significantly reduced, leading to the
ultimate sensing limit: the single molecule. The third advantage of single nanoparticle
spectroscopy is the ability to measure the LSPR spectrum of individual particles with a
high signal-to-noise ratio. Finally, single nanoparticle spectroscopy allows us to exam-
ine exactly spectral properties from different structures [54].

4.3.1 Monitoring Growth and Morphological Evolution
Techniques employed for monitoring of the growth and morphologic evolution of
nanoparticles mainly include small-angle X-ray scattering (SAXS), time-resolved
X-ray diffraction (XRD), atomic force microscopy (AFM), and liquid cell transmis-
sion electron microscopy (TEM). In practice, SAXS and XRD are often performed
by sequentially collect the signals of an ensemble of nanoparticles to reveal the whole
growth process. But both the two techniques hardly provide direct growth informa-
tion. AFM is a powerful tool to fulfill this task by providing 3D surface profiles of
single nanoparticles, whereas AFM is not a real-time method and it always performs
intermittently by disturbing the growth. In this case, the measuring process signifi-
cantly interrupts the reaction, and the important phenomenon of intermediate growth
is not observed. Recently, developed liquid cell TEM has been proven as a useful tool
for real-time monitoring of the in situ growth of single nanoparticles. However, the
instrument is too expensive to afford this technique in common laboratories. There-
fore, an alternative method is urgently required. It is well known that changes in the
refractive index of the surrounding medium influence the LSPR spectra of metallic
nanoparticles. It is reasonable to explore the growth mechanism of single nano-
particles by real-time monitoring of the LSPR changes during growth.

A comprehensive understanding of the growth mechanism of nanoalloys is
beneficial in designing and synthesizing nanoalloys with precisely tailored proper-
ties to extend their applications. Huang et al. employed dark-field scattering micros-
copy to real-time monitor the in situ growth of single Ag@Hg nanoalloys, produced
by direct amalgamation of Ag nanoparticles with elemental mercury [55]. On
exposure to growth solution, the scattered light of differently shaped single Ag
nanoparticles exhibited a noticeable blue-shift followed by a red-shift. A growth
mechanism of single Ag@Hg nanoalloys from typically shaped Ag nanoparticles
was proposed according to the time-dependent spectral data and shape changes of

�

Fig. 4.15 (continued) absorbance is observed. (b) Diagram showing the LSPR peak centroid shift
versus sintering time in 4% O2/Ar (black) and 100% Ar (pink) atmosphere. Clearly, in O2, which is
known to promote the sintering of supported Pt catalysts, the centroid shifts fast in the beginning
and then more slowly, almost linearly, toward the end. In contrast, in pure Ar, only a very small
centroid shift is seen. TEM pictures and corresponding PSD histograms of the Pt nanoparticles after
5 min (c) and 6 h (d) in pure Ar at 610 �C reveal an almost constant particle size, indicating almost
total absence of sintering. TEM images and PSD histograms after 5 min (e) and 6 h (f) in 4% O2/Ar
at 610 �C clearly show significant Pt catalyst particle sintering, in agreement with the INPS sintering
kinetic curve (Reprinted with permission from Ref. [53]. Copyright 2012 American Chemical
Society)
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single nanoparticles (Fig. 4.16). As can be inferred from these results, Ag@Hg
nanoalloys with given optical properties can be synthesized. Moreover, dark-field
scattering microscopy is expected to be a powerful tool used for real-time monitoring
of the in situ growth of other metal nanoparticles.

The galvanic replacement reaction has recently been become a standard protocol to
create complex hollow structures with various compositions and morphologies. The
formation mechanism of this reaction was elucidated through a change in the morphol-
ogy as observed in TEM images during the reaction progress. Due to the complex
process involving multiple steps with a large particle-to-particle variation, many
researchers have shifted toward high-resolution measurements with in situ techniques.
Song et al. suggested a detailed mechanism of the formation of hollow structures by
means of both ex situ and in situ techniques at a single-particle resolution [56]. For the
ex situ reactionmonitoring, the samples were taken out at various stages of the reaction
process and were directly characterized by SEM, TEM, and dark-field microscopy
(DFM). For in situ reaction monitoring, a flow cell setup was combined with DFM to
maintain a constant reaction environment, and the changes of the LSPR signals at an
individual particle were continuously monitored as the reaction proceeded. Impor-
tantly, the reaction behaviors at distinct temperatures (25 and 60 �C) were successfully
analyzed at the single-particle level (Fig. 4.17). They exhibited two important features
distinct from previous observations: (1) at a late stage of the reaction, the LSPR peak
shift reaches a steady state, but the evolution of the morphology continuously occurs,
leading to the generation of the nanobox structure; and (2) the room-temperature
reaction forms granules on the surface, whereas the high-temperature reaction provides
flat and even surfaces with complex intermediate structures, mainly due to the high

Fig. 4.16 Real-time monitoring of the in situ growth of a single Ag@Hg nanoalloy from a Ag
nanorod by dark-field scattering microscopy and spectroscopy. (a) Time-dependent dark-field light
scattering images and (b) corresponding spectra of a representative Ag nanorod after its exposure to
growth solution. (c and d) Scattering wavelength peak and intensity changes of the Ag nanorod as a
function of growth time. The color bar in (a) and the lines in (c) and (d) are guides to the eye. The
scale bar is 1 μm for all images (Reprinted with permission from Ref. [55]. Copyright 2013
American Chemical Society)
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diffusion rate of the Ag atoms in Au at a high temperature. In situ monitoring displays
rapid peak shifts at the early stages of the reaction at both temperatures. It follows that
these plasmon-basedmonitoring techniques have great potentials to investigate various
heterogeneous reaction mechanisms at the single-particle level.

An oxidative etching reaction was reported by Huang et al. [57] In their research,
a low-cost and easily conducted light-scattering dark-field microscopy imaging
(iDFM) technique for real-time and in situ monitoring of the oxidative etching on
a single Ag nanocube was presented. Their results indicated that the oxidative
etching of the AgNCs is a thermodynamics-dependent process, which started from
the corners of the nanocube due to the relatively high energy at these sites. The cubic
AgNPs evolved finally into isotropic spheres along with the decrease of particle size.

Notably, all the research works reported above were focused on plasmonic
nanoparticles. As single particles with size of<30 nm or made of dielectric materials
do not support LSPR, plasmonic DFSS measurements were demonstrated to be
infeasible. To solve this problem, Langhammer et al. reported for the first time that
DFSS on single-particle nano-plasmonic sensors was used for in situ and in real-time
study of the formation of a new phase in a single nanoparticle [58]. Hydride
formation thermodynamics in single Pd and Mg nanoparticles was investigated
systematically, which was achieved exploiting HCl-nanofabricated single and trun-
cated Au nanocones as nano-plasmonic sensors.

4.3.2 Monitoring of Chemical Reactions at the Single-Particle Level
Traditionally, most of these studies are carried out by monitoring the reaction-
induced spectral variations of plasmonic nanoparticles using UV-visible spectros-
copy along with electron microscopy characterization. However, the averaged sig-
nals obtained from multiple nanoparticles cannot provide accurate information on
the nanoscale level compared to the signals obtained from a single nanoparticle. To
gain more insights into the behavior of metal NPs during reactions, it is both of
fundamental and practical importance to measure plasmonic spectral shifts of metal
NPs at the single particle level. With a simple and high-throughput single-molecule
dark field spectral imaging technique, oxidation reaction-induced spectral shifts and
intensity changes of either multiple single gold nanorods immobilized on the glass
substrate or single gold nanorods moving in solution have been monitored in situ and
in real time [59]. Heterogeneous reaction rates and pathways were recorded and a
previously unnoticed self-catalysis mechanism was discovered. This high-
throughput single particle spectral imaging technique has wide potential applications
in chemical reaction kinetics studies and heterogeneous catalysis studies of other
metal nanoparticles.

Recently, click chemistry has already become a powerful, highly reliable, and
selective method in synthesis chemistry. Among them, Cu+-catalyzed azide–alkyne
1,3-dipolar cycloaddition (CuAAC) is considered as a typical click reaction with
very high yields and good region selectivity and has been widely applied in polymer
and material science, discovery, biochemistry, pharmaceutical science. A novel
method to monitor a Cu+-catalyzed click reaction at the single-nanoparticle level
by using plasmon resonance Rayleigh scattering (PRRS) spectroscopy and DFM
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was described by Long et al. [60] Their strategy is shown in Fig. 4.18. The method
involves the interparticle coupling by CuAAC. The click reaction on the surface of
single gold NPs results in interparticle cross-linking, leading to a red-shift of PRRS
spectra and a color change in DFM. Time-dependent Δλmax changes of a selected
single gold nanoparticle are shown in Fig. 4.18a. A single gold nanoparticle with
green color in the DFM image gradually changed to orange after the addition of Cu2+

and sodium ascorbate. The scattering peak red-shift to increasingly longer wave-
lengths. The red-shifting with time, in the spectra of the gold nanoparticle, may be
attributed to the inhomogeneous diffusion of Cu2+ ions and the diffusion of 14 nm
gold nanoparticles. It is believed that the strategy will be a valuable technique for the
real-time monitoring of chemical reactions in organic chemistry.

An investigation into the nature of metal-sulfur bond is meaningful but challeng-
ing in life science. Although there have been several applications of silver-
dithiocarbamate (Ag-DTC), essential characteristics of Ag-DTC bond have been
researched rarely. The photosensitivity of the covalently linked Ag-DTC bond was
real-time monitored by using both the spherical and rod shaped silver nano-probes
(Fig. 4.19) [61]. The degradation of the DTC followed by the bond breakage leads to
the formation of HS� in neutral condition. The formed HS� can induce the forma-
tion of an Ag2S shell on the surface of the silver nano-probes, leading to a red-shift of
the LSPR scattering signal. The imaging data confirmed that the scattering intensity
of the spherical nano-probes firstly increased and then decrease until disappearing,
which was consistent with the single nanoparticle scattering spectra. This photosen-
sitivity is not existing in the case of gold. These findings suggested a visualization
strategy at single plasmonic nanoparticle level, which can be applied to explore new
stimulus-triggered reactions and might open a new way to understand traditional
organic reaction mechanisms.

Fig. 4.18 (a) Cu+-catalyzed click reaction at the single-particle level. (b) Representative scattering
spectra of single azide-function-alized GNPs (60 nm) obtained at different times after treatment
with Cu2+ (1 μm), sodium ascorbate (10 μm), and alkyne-functionalized gold nanoparticles (14 nm),
showing that the λmax of the PRRS spectra is red shifted. Inset: Corresponding dark-field images of
individual nanoparticles after treatment with Cu2+ and sodium ascorbate, showing a color change
from green (control) to orange (120 min) (Reproduced with permission from Ref. 60. Copyright
2013 John Wiley & Sons, Inc)
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4.3.3 Monitoring the Heterogeneous Catalysis Process at Single-
Particle Level

Heterogeneous catalysts made of various materials play a crucial role in modern
chemistry, ranging from fine chemical synthesis, energy conversions to pollutant
removals. Characterizing their catalytic properties is essential for understanding the
fundamental principles governing their activities, but is challenging in ensemble
measurements due to their particle-specific heterogeneity from their individual
differences in size, shape, and surface sites. In order to truly understand the control-
ling effects of such catalytic events, studies of catalytic reactions in real time and at
the single-particle level are needed to address these key challenges.

For gold/silver nanoparticles that play an important role in heterogeneous catal-
ysis, their LSPR spectra can be measured directly to monitor the catalytic reactions
occurring on their surfaces. The advent of dark-field microscopy (DFM) has enabled
us to study the optical properties of single nanoparticles and to analyze the changes
of the local environment on the catalyst surfaces. These facilitate locally probing
catalytic reactions in real time by either direct or indirect strategy. As pioneered by
Mulvaney’s groups using this strategy, the kinetics of atomic deposition onto a single
gold nanocrystal were directly observed, and the electron injection and extraction of
a single Au decahedron nanoparticle were monitored during an oxidation of ascorbic
acid by dissolved oxygen [62]. The oxidation of ascorbic acid molecules caused
electron injection into the Au nanoparticle, resulting in a ~20 nm blue-shift of the
nanoparticle’s LSPR spectrum in the first 3 min. The subsequent reaction of the Au
nanoparticle with O2 depopulated the accumulated electrons, and concurrently the
LSPR spectrum red-shifted back to the initial state (Fig. 4.20). They calculated the
electron injected rate was 4600 electrons per second. The kinetics of atomic depo-
sition onto a single Au nanorod was also studied by using this strategy.

Optical shifts in Au NPs/metal oxide are often considered to be the consequence of
electron exchange on the metal at the metal/oxide interface, as well as an effect of
dielectric changes in the support. It is therefore crucial to understand the separate
contributions that modify the free electron density on the plasmonic particles and the
dielectric function of the supporting medium on LSPR changes. Recent investigations
by Mulvaney’s group have capitalized on the flexibility of DFM to measure electron
transport and catalysis mechanisms in colloidal thin films at the single particle level
[63]. Individual gold nanorods were monitored in real time to reveal the peak position,
the full width at half-maximum, and the relative intensity of the surface plasmon
resonances during repeated N2-H2-N2 and air-H2-air cycles. Shifts in the spectra were
shown to be due to changes in electron density and not to refractive index shifts in the
environment. Then the dissociation of hydrogen on single gold nanoparticles embed-
ded in different metal oxide supports was also monitored. By measuring electron
transfer at the single particle level, they showed that the H2 adsorption mechanism on
Au and Pt NPs strongly depends on the metal oxide support (TiO2, ZnO, and SiO2)
(Fig. 4.21). They have demonstrated that it is possible for electrons to be transported
from Pt NPs during hydrogen dissociation to single Au NRs via a semiconducting
matrix. The matrix also greatly enhanced the number of electrons transferred and also
accelerates the kinetics of forward and back electron transfer.
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Unlike Au or Ag, many materials do not support a measurable LSPR signal. To
solve this problem, several indirect LSPR sensing strategies have been developed.
Alivisatos and coworkers developed an Au nanoantenna-based strategy to study the
chemical properties at a single arbitrary nanoparticle [64]. They used electron beam
lithography to position an Au nanostructure at nanometer distances away from a Pd
nanoparticle. Pd nanoparticles could absorb hydrogen strongly and react with it to
form PdH, which changes their electrical properties in a reversible manner. Mean-
while, Au nanoparticles are sensitive to dielectric environment and exhibit the best
plasmonic scattering features in visible region. Hydrogen gas uptake of Pd nanopar-
ticle changed the dielectric of the single Au nanostructure, causing a shift in its LSPR
spectrum. They suggested that the presence of 33 Torr hydrogen gas induced a 10 nm
shift in the maximum LSPR wavelength and the sensitivity was highly dependent on
the spatial distance between Pd and Au, as well as the geometry of the Au

Fig. 4.20 Gold-catalyzed oxidation of ascorbic acid. (a) Scattering spectra of the decahedron
before and at 1, 2, 3, and 60 min after electron injection by ascorbate ions. (b) Spectral shift as a
function of time for the catalysis reaction and for the control experiment. The error bars represent
the error in determining the peak position from the Lorentzian fitting procedure. (c) Plot of the
sensitivity of the SP resonance to changes in electron density for different shaped gold nanocrystals.
(d) SEM image of the gold decahedron used in the catalysis experiments. Scale bar, 100 nm
(Reprinted with permission from Ref. [62]. Copyright 2008, Rights Managed by Nature Publishing
Group)
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Fig. 4.21 Gas interaction results for a typical single particle in the 30 nm thick Au/TiO2, 30 nm
thick Au/TiO2-Pt, 30 nm thick Au/TiO2/Pt, and 100 nm thick Au/SiO2-Pt samples. (a) Comparison
of scattering spectra for a single Au NR in the Au/TiO2-Pt sample on the fourth air-H2-air cycle in
air (red) and H2 (blue) after 30 min. (b) Comparison of Δλmax for a single Au NR in the Au/TiO2

sample (top) and a single Au NR in the Au/TiO2-Pt sample (bottom) in the fourth N2-H2-N2 (green)
and air-H2-air (blue) cycle. (c) Full temporal and spectral analysis of λmax (red), fwhm (blue), and
I/I0 (green) of a single Au NR in the Au/TiO2-Pt sample during repeated cycles of air-H2-air at
rt. Comparison of Δλmax for a single Au NR in the Au/TiO2/Pt sample (d) and in the Au/SiO2-Pt
sample (e) in the fourth N2-H2-N2 (green) and air-H2-air (blue) cycle (Reprinted with permission
from Ref. [63]. Copyright 2015 American Chemical Society)
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nanostructures. Using a similar strategy, Song and coworkers investigated the decom-
position of lactic acid into hydrogen on a single chemically synthesized Au nano-
structure capsulated by a platinized CdS shell [65]. The kinetic analysis of the LSPR
wavelength shift allowed for calculation of the rate constant and diffusion coefficient,
as well as average distance between active sites of Pt/CdS and the Au domains. Liu
et al. studied the dissociation and uptake of hydrogen on 15-nm Pd films on individual
Au nanostructures coated with a thin SiO2 shell as plasmonic reporters [66].

Due to the unique physical and chemical properties, plasmonic gold nanoparticles
have also been widely applied in electrochemical catalysis as functional substrates.
A novel method was devised by Long and coworkers to monitor electrochemical
redox events on single gold nanoparticles from the optical insight using a developed
spectroelectrochemistry technique which combines DFM and electrochemistry
[67]. Indium tin oxide (ITO) was modified by electrostatically adhering gold nano-
rods (GNR), and this acted as a working electrode. Two Pt wires were immersed in
the electrolyte and acted as counter electrode and quasi-reference electrode, respec-
tively. The applied potential was calibrated via potassium ferricyanide solution. The
time-dependent dark-field scattering spectra of the single GNR during the triangular
wave potential scanning reveal the information about surface of a single GNR during
the electrocatalytic process (Fig. 4.22). Data analysis demonstrated that the electro-
chemical catalytic oxidation of H2O2 at a single gold nanorod can be investigated,
and the presence of chloride ions could block the catalytic activity of nanorods for
the oxidation of H2O2. Moreover, it was discovered that different nanoparticles
exhibited various catalytic activities. This method offers a unique way for monitor-
ing electrochemical processes and catalysis reaction at single particle level, which
would improve the understanding of the mechanism of electrochemistry and catal-
ysis of metal nanoplasmonics including electron transfer, substance exchanging, and
catalyst poisoning.

5 Sensing and Imaging

Gold and silver nanoparticles are highly sensitive to the refractive index of their
surface bound molecules and surrounding environment, which is the basis of using
LSPR for molecular sensing. LSPR-based sensors have been used as effective
platforms to quantitatively detect biological or chemical molecules.

5.1 Design Principles for LSPR Sensing

The LSPR spectral shift (Δλmax) in response to changes in the refractive index of the
bulk can be approximated as:

Δλmax ¼ m n2 � n1ð Þ 1� e�2d=ld
� �

(4:3)
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where m is the refractive index sensitivity (RIS) [in nm/RI unit (RIU)], n2 and n1 are
the refractive indexes of the dielectric local environment of the nanostructures post
and prior to the sensing event, respectively, d is the thickness of the dielectric layer
(in nm) and ld is the electromagnetic field decay lengths (in nm).

The bulk refractive index sensitivity of LSPR-based sensor depends mainly on
the morphology and geometry of the surface linked metallic nanostructures. The
useful method to improve sensitivity is to increase the nanostructures polarizability
via multipolar resonance, such as nanostars [68], nanoprisms [69], nanocrescents
[70]. Obviously, a nanosphere exhibits dipolar resonance with degenerated longitu-
dinal and transverse modes due to its spherical symmetry. Though it is the simplest
nanostructure, it has low sensitivity at around 76 nm/RIU [71]. In general, both
transverse and longitudinal modes are segregated by increasing the aspect ratio

Fig. 4.22 (a) Setup of dark-field microscopy integrated with an electrochemical workstation. (b)
Scheme of electrocatalytic oxidation of H2O2 on the surface of gold nanorods in KNO3 and KCl
solutions, respectively. (c–e) Simultaneous plasmonic scattering spectra peak shift of single nano-
rod (c) and electrochemical current of entire samples (d) under the applied triangular wave potential
(e) on the GNRs (Reprinted with permission from Ref. [67]. Copyright 2014 American Chemical
Society)
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(width/height) of the nanoparticle. Due to the anisotropy property, the nanorod
exhibits two plasmon resonant peaks corresponds to longitudinal and transverse
plasmon modes, respectively, which leads to a red shift of λmax, with longer
electromagnetic field decay lengths and higher sensitivities [72]. Au nanorods
excited with the near-infrared light source show greater sensitivity (366 nm/RIU)
than nanosphere [70]. The higher aspect ratio results in stronger dipole moment and
more sensitive to the surrounding materials.

Another promising approach for increasing the sensitivity is using the plasmon
hybridization. The plasmon hybridization theory originates from the hybridization of
essentially fixed-frequency plasmon resonances of individual nanostructures in a com-
plicated nanostructure. Plasmon hybridization for LSPR sensing can be formed by
symmetrical coupling and asymmetrical coupling in a nanostructure, respectively [72].
The highly geometry-dependent plasmon response can be seen as an interaction
between two conjugated physical modes.

Notably, interaction with incident light, gold disk trimers can be employed as dual
wavelength chemical sensing. The gold disk trimers show the intra- and inter-trimer
interactions allow the generation of visible and near-infrared surface plasmon
resonances associated with highly localized electric near-fields. Moreover, for the
interacting gold disk trimers, the change of the infrared resonance wavelength with
optical index (373.9 nm/RIU) is nearly three times larger than that of the visible
resonance (130.3 nm/RIU) [73].

Furthermore, in plasmonic structures with broken symmetry, Fano resonances can
emerge due to the interaction of narrow dark modes with broad bright modes and own
tunability of line width of the LSPR band. It has been proven that plasmonic Fano
resonances are more sensitive to the local dielectric environment than the primitive
plasmon modes of the nanostructure. So introducing a coupling between dark and
bright modes can create an anisotropic environment, such as depositing a nanoparticle
or nanoarrys or fabricating a nanostructure by deposition methods, onto a dielectric
(flexible) substrate [74–76]. For a nanocube, a nearby dielectric mediates an interac-
tion between bright dipolar and dark quadrupolar modes (Fig. 4.23), with the LSPR
sensitivity of around 1.3 eV per RIU for both modes with different figure of merits.

Typically, gold nanoparticles with various size and shape have been widely
reported, while the silver nanostructure can also act as sensing units in LSPR-based
sensing [77–79]. It is possible to fabricate new types of sensing materials by combin-
ing two kinds of noble metal nanoparticles. Huang et al. developed an optical sensing
probe of silver/gold nanocages (Ag/Au NCs) for the detection of Hg2+ ions [80].
Sugawa et al. recently reported that the Pd nanoparticle is a promising candidate of
“the third plasmonic sensing material.” It was reported that Au nanoparticle core/Pd-
shell nanospheres (Au/PdNSs, ca. 73 nm in diameter) show higher sensitivity than
those of Au (AuNSs) and Ag nanospheres (AgNSs) with similar diameters [81].

The refractive index sensitivity is by far the most typical characteristic of LSPR
sensors. It is not the only design principle for nanoparticle sensors. The changes of
bulk refractive index sensitivity and the peak line-width of precision in the refractive
index should be comprehensively taken account. As a useful parameter in verifying
LSPR nanosensor, the figure of merit (FOM) is defined as:
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FOM ¼ m nm=RIUð Þ
FWHM nmð Þ (4:4)

where m is the bulk refractive index sensitivity of the LSPR transducer and FWHM
is the full width at half-maximum (FWHM) of the extinction peak [82, 83]. The
FOMs of gold nanodisks and pairs of gold disks are shown in Fig. 4.24 [83]. As an
indication for good sensor performance, the higher FOM can be achieved with
increasing refractive index sensitivity while narrowing line widths, which also
results in reduced detection limit. Here another major principle which is introduced
to judge sensing performance is the resolution. Many approaches have been
attempted to improve the spectral resolution of LSPR chemical sensor.
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Traditional LSPR sensors typically monitor shifts in the peak position or extinction
in response to local refractive index changes in the close vicinity of the nanoparticle
surface. The ability to resolve minute shifts or extinction changes is to a large extent
limited by instrumental noise. A new strategy to evaluate LSPR responses utilizing
changes in the shape of the extinction spectrum (the curvature) is proposed. It has been
proposed that the curvature (K) related to the sharpness of the peak is superior over peak
shift and extinction both in terms of signal-to-noise (S/N) ratio and reliability of LSPR
sensors [84]. In addition, as an intrinsic property, the phase change of a plasmon
resonance can be extracted by performing phase-sensitive measurements. Around the
center frequency of the LSPR, the electron cloud makes the transition of in- to out-of-
phase oscillation with respect to the driving field, which is an intrinsic property of a
plasmon resonance. This phase difference shows amuch smaller spectral footprint than
the intensity-based reflection measurements, resulting in much narrower line widths
and largely increased values of the FOM. It has been demonstrated that the FOM for
reflection-based refractive index sensing can be largely increased by measuring the
phase of the reflected beam instead of its intensity only [85].

The LSPR-based sensors have mostly been used to detect the solution-based
binding reactions [77, 86]. Ho et al. suggested that the diffusion, absorption, and

Fig. 4.24 Extinction spectra (in absorption units (abs)) in water are shown for disks (green) and
pairs, the latter measured in longitudinal (L; blue) and transverse (T; red) polarization. The bulk
sensitivity is indicated with horizontal bars of proportional lengths for the different systems. Values
for the figure of merit (FOM) are obtained by dividing the bulk sensitivity by the full width at half-
maximum (fwhm). The insets are scanning electron microscopy (SEM) micrographs of the disks
and the pairs samples (Reprinted with permission from Ref. [83]. Copyright 2012 American
Chemical Society)

4 In Situ Localized Surface Plasmon Resonance Spectroscopy for Gold and Silver. . . 147



saturation processes of hexadecyltrimethylammonium bromide (C16TAB) both in
the water and on the nanorod can be monitored by the peak shifts of absorption
spectrum based on the LSPR of gold nanorods. This sensing technique is expected to
investigate the chemical mixing or reaction process [86]. Moreover, the application
of plasmonic nanosensor has been significantly expanded to the research of gaseous
analytes by demonstrating the ability of inert gases sensing such as He, N2, and Ar
[78]. It is valuable to expand the detection of volatile organic molecules with highly
toxic. However, The LSPR sensing is not well suited to the identification of
unknown species as LSPR-based sensors are not inherently selective. To solve this
problem, several methods have been proposed. Liu et al. developed a nanoprobe of
polyamine-capped AuNRs for LSPR-based simple, selective, and sensitive detection
of Cu2+ ions. The specific PEI-Cu2+ chelation gives a chance to eliminate the
interference from other metal ions [87]. Huang et al. utilized the redox reaction
between Hg2+ ions and Ag atoms existing in silver/gold nanocages (Ag/Au NCs) to
detect Hg2+ ions based on the blue-shift of LSPR peak of Ag/Au NCs. This sensor
showed good selectivity and high sensitivity for detection of Hg2+ ions [80].

5.2 Colorimetric Assay

Depending on the changing of LSPR properties, the color shift of the noble metal
nanoparticles can be read out simply by naked eyes. It makes colorimetric sensing,
one of the easiest and most powerful methods, be possible. When the distance
between NPs decreases, the enhancement of strong localized electric field within
the interparticle spacing can be achieved based on the near-field coupling. Typically,
gold nanostructure can be used as LSPR-based recognizer and indicator for its
distinguishable color change caused by particle aggregation. The surface of Au
NPs functionalization with recognition elements allows analyte-programmed Au
NPs aggregation or Au NPs aggregate dispersion. Another metal nanoparticle
nonaggregation based-method has been studied. It relies on the chemical redox
occurring on nanoparticle surfaces. Wang et al. demonstrated a nonaggregation-
based colorimetric assay of ascorbic acid by tailoring the optical properties of
mesoporous silica-coated gold nanorods (MS GNRs) via silver overcoating
(Fig. 4.25) [88]. The resulting LSPR absorption band of MS GNRs is observed to
exhibit regular blue shift behavior with increasing amount of ascorbic acid (AA). A
very good linear dependence between the peak shift and AA concentration is
attained within a certain range, and the limit of detection is determined to be
49 nM which is lower than many other typical techniques for AA analysis.

5.3 Refractive Index Assay

LSPR sensors can be also used for affinity-based sensing in which changes in the
dielectric environment of metallic nanostructures result in measurable shift of the
LSPR position and amplitude. The refractive index changes caused by those
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molecular interactions near the noble metal nanoparticle surface can be recorded by
the LSPR spectra. When the noble metal nanoparticles immersed in solvents of
different refractive indexes, the effect from changing solvents and ligands on the
LSPR band was studied. Typically, the increase of refractive index would lead to the
red-shift of LSPR position in the extinction spectra, while the decrease of refractive
index would lead to the blue-shift.

In addition, changes of solvents or ligands on the LSPR band of plasmonic
nanoparticles dispersed in solution can be used to obtain information about the
sensing performance. The change of refractive index at the single-particles level
makes LSPR sensors competitive with propagating SPR interfaces. Notably, an
individual nanoparticle analysis can yield unique target information. The next-
generation biosensor is revolutionary for end-point detection (single or multiplex)
and can be functionally extended to biological phenomena monitoring. Sim and
coworkers presented a single nanoplasmonic sensing technology based on LSPR for
label-free and real-time detection of highly reliable cancer markers (mutant gene and
telomerase) in clinical samples (Fig. 4.26) [89]. The entire detection process was
performed on an optimized platform using a ~50 nm single AuNP. This single-
nanoparticle spectroscopic technique can specifically indicate mutant DNA and
could detect telomerase from as few as 10 HeLa cells. This approach can be easily
translated to detect other pathological targets with high sensitivity and specificity
and monitor key interactions between biomolecules such as nucleic acids and pro-
teins during disease development in real time.

5.4 LSPR Imaging

The use of the localized surface plasmon resonance (LSPR) observed in metallic
nanostructures has been widely used for designing sensitive optical sensors.
Recently, advances in instrumentation and analysis now allow many of these
measurements to be performed on individual nanostructures, opening the door for
new imaging applications in which hundreds or thousands of nanostructures are
measured in parallel. LSPR imaging (LSPRi) enables high-throughput, multiplexed
measurements by simultaneously probing multiple individually addressable sensors
on a single sample surface. Each spatially distinct sensor can be tailored to provide

Fig. 4.25 Schematic representation of the LSPR sensing mechanism of AA using MS GNR probes
in the presence of Ag+ (Reprinted with permission from Ref. [88]. Copyright 2011 Royal Society of
Chemistry)
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data regarding different surface functionalities or reaction environments. Thus,
LSPR imaging has the potential to take advantage of each sensor’s nanoscale
dimensions to map complex spatiotemporal variations in analyte concentration,
such as those encountered in live-cell applications.

Full spectral imaging of macroscale LSPR sensor arrays based on discrete LSPR
sensors composed of surface-confined nanoparticle arrays was demonstrated by Van
Duyne (Fig. 4.27) [90]. Defined macroscale arrays of nanoparticles were created by
hole-mask colloidal lithography (HCL). Then the LSPR sensor arrays are illumi-
nated with white light filtered through a liquid crystal tunable filter (LCTF), which
allows full access to either the visible or near-IR spectral range. As the LCTF scans
through a wavelength sequence, a camera takes a series of images that are later
analyzed for intensity information. These intensity maps are then correlated back to
illumination wavelength in order to construct a spectrum for each nanoparticle array
region in the image. They reported the first demonstration of multiplexed LSPR
imaging and showed that the increased throughput of the instrument enables the
collection of a complete Langmuir binding curve on a single sensor surface.
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Fig. 4.26 Illustrations for (a) the system of dark-field microscope in combination with Rayleigh
light scattering spectroscope, and (b) the interactions between nucleic acids and proteins in the
sensor. The spectra for the detection of (c) mutant gene and (d) telomerase extracted from clinical
cells were recorded by measuring the scattering spectra of an individual nanoparticle and fitted by
Lorentzian algorithm in the same wavelength range to eliminate the noise from the system
(Reprinted with permission from Ref. [89]. Copyright 2014 Elsevier B.V.)
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In addition, the multiplexed LSPR sensor is highly selective, as demonstrated by the
hybridization of single-stranded DNA to complementary sequences immobilized on
the sensor surface. The LSPR arrays exhibit uniform sensitivity and tailorable optical
properties, making them an ideal platform for high-throughput and label-free anal-
ysis of a variety of molecular binding interactions.

The use of the LSPR observed in metallic nanostructures for label-free
biosensing is a relatively recent research field, but its applicability has already
proven to be far-reaching. Kurabayashi et al. have developed a label-free LSPR
microarray immunoassay that enables the high-throughput analysis of multiple
immune biomarkers rapidly, accurately, and sensitively, which is attributed to
synergistically employing microfluidics-enabled patterning and dark-field imaging
(Fig. 4.28) [91]. The device was fabricated using easy-to-implement, one-step
microfluidic patterning and antibody conjugation of AuNRs. Scanning the scatter-
ing light intensity across the microarrays of AuNR ensembles with dark-field
imaging optics, allowing for quantitative cytokine measurements at concentrations
ranging from 10 to 10,000 pg/mL in a 1 μL sample of serum. A whole parallel
on-chip assays were completed within 40 min, which involved the manual loading,
incubation, and washing of 8 different samples, and multianalyte detection repeated
10 times for each sample using the entire 480 LSPR biosensor arrays [91].
The study has taken the first significant step toward translating nano-plasmonic
biosensing technology to its practical use in serum cytokine based on immune status
monitoring.
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Fig. 4.27 Schematic of LSPR imaging instrument. Collimated white light from the light source is
sent through a polarizer and then directed via three mirrors through the sample into a liquid crystal
tunable filter (LCTF). A single selected wavelength is sent through a lens to the CCD camera, which
collects a single-wavelength black-and-white image. The computer cycles the LCTF through all the
wavelengths of interest and triggers the CCD to take an image at each wavelength (Reprinted with
permission from Ref. [90]. Copyright 2013 American Chemical Society)
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6 Conclusions and Future Perspective

This chapter has highlighted the theory and applications of in situ LSPR for
monitoring the changes around the nanoparticles, sensing and imaging. A survey
of the real time spectroscopy techniques and nanoparticle engineering approaches
for application has been presented to indicate the potential and challenges for the
“old” spectroscopy. An appreciation of fundamentals of LSPR offers opportunities
to tune and control optical behavior. The strong dependence of LSPR on NP shape,
size and composition provides methods to improve the sensitivity of sensor. Despite
the challenges that LSPR faces in terms of implementation of practical applications,
the scientific literature indicates that interest in assay development continues to grow
at an exponential rate. LSPR provides rapid, easy and cost-effective experimental
designs with at least comparable analytical performance. Additionally, LSPR
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enables single nanoparticle detection and probing extremely small volumes. The
understanding of the plasmonic response of nanoparticles would be extended and
these LSPR-based sensing experiments will be optimized, leading to higher sensi-
tivity, faster and more reversible responses and an ever-broadening scope of appli-
cability. In the near future, the research focus of in situ LSPR based analytical
techniques will continuously concern with the following aspects.

1. Real-time tracking dynamic events using single plasmonic nanoparticles. In situ
spectroscopy of single NPs undergoing chemical reaction allows us to capture the
rich dynamic structural evolution of the nanostructure in the course of reaction
exchange. Such single-nanoparticle-level insights into the complex dynamics of a
seemingly simple reaction, which would otherwise be masked by heterogeneity in
ensemble studies, may enable more the understanding and control of catalyst
restructuring in corrosive/reactive environments.

2. Real-time monitoring biochemical reaction in vivo. Biochemical reactions play a
critical role in the metabolism, energy generation and exchange in the biosystem.
By real-time monitoring the scattering feature changes of single plasmonic
nanoparticles in vivo, the critical biochemical reaction in biosystem can be
investigated, which may in turn provide a new opportunity for drug screening,
disease diagnosis, and cancer therapy. A single-nanoparticle LSPR spectroscopy
is an important tool for understanding the relationship between local structure and
spectra. Such experiments will be able to provide information of local RI changes
inside cells and tissues for tracking in vivo chemical reactions.

3. Miniaturization of point-of-care and microfluidic devices. LSPR can provide a
platform for multiplexed analysis, which is crucial for clinical diagnostics and
proteomics. At the same time, recent interest has grown enormously towards
multiplexed and microfluidic LSPR biosensing platforms, leading to advances in
fabrication and microscopy. Undoubtedly drug-screening devices will also ben-
efit from these advances. Future point-of-care devices will most likely require
interfacing LSPR technologies with cell lysing and separation platforms for true
lab-on-a-chip applications.
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1 Definition of the Topic

X-ray absorption spectroscopy (XAS) is a powerful technique to study the
unoccupied states and the local structure around an excited species of atoms from
an element present in a material. Recently, in situ XAS is being used to study
catalytic transformations, synthesis of nanoparticles and thin films, kinetics of
potential battery materials, etc. Such studies can explain the mechanisms
associated with the formation of chemical species during various types of reactions.
In this chapter, we shall describe how XAS has proved to be a powerful character-
ization tool for nanomaterials with potential applications by determining the
variation in interatomic distances, coordination numbers, and the type of neighbor-
ing atoms within the first few coordination shells of the atom of interest in
nanoparticles.

2 Overview

Nanomaterials defined as materials with at least one dimension in the nanometer
(1 nm = 10�9 m) range have been found to possess structure and properties that are
significantly different from those of the corresponding bulk material. The large
surface-to-volume ratio of nanoparticles (NP) makes their surface play a key role
in tailoring their physical and chemical properties. Hence, they have been found to
possess unique characteristics making them suitable for many novel applications
related to energy storage, catalysis, electronic devices, drug delivery, etc. Studying
such unique materials, so as to harness their properties for suitable applications,
would need powerful characterization techniques.

Synchrotron-based X-ray absorption spectroscopy comprising of EXAFS
(extended X-ray absorption fine structure) and XANES (X-ray absorption near
edge structure) are exquisite characterization tools since they can study local struc-
ture around atoms in crystalline as well as amorphous and disordered materials and
also in all states of matter. Hence, XAS is applicable and useful for nanomaterials
related to condensed matter physics, engineering sciences, chemistry, biology, and
environmental and geological sciences. Quick-XAS, i.e., Quick-EXAFS (QEXAFS)
and Quick-XANES (QXANES) combined together, enables time-resolved spectro-
scopic studies down to millisecond regime and can provide information related to
chemical changes and phase transitions taking place during the formation of NPs,
cycling of batteries, catalytic reactions, physical transformations, and biological
changes.

In this chapter, we shall describe how QEXAFS and QXANES have been
successfully used to study mechanisms of chemical reactions and kinetics related
to different types of NPs.
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3 Introduction

The present century has seen a tremendous growth in the field of Nanotechnology.
The ability to drastically change the physical and chemical properties of nano-
materials by changing their size and shape has increased their potential for many
unique and useful applications relevant to modern times: high energy density
batteries, catalysts for cars with high fuel efficiency, medical implants and drug
delivery systems, computer chips related to miniaturization, materials for low-cost
flat panel displays, elimination of environmental pollutants, etc. The growth of this
emerging field has been possible due to novel synthesis routes that have been
developed by scientists and engineers in the past decades. This coupled with the
development of novel characterization tools and techniques that were initiated by the
invention of the scanning tunneling microscope (STM) in the 1980s have further
enriched the studies of nanomaterials of different types. Especially important for
these nanomaterials have been the techniques based on synchrotron sources with a
strong X-ray beam of high luminosity, which has made time-dependent studies
possible in the fields of spectroscopy, scattering, diffraction, and imaging.

Standard X-ray absorption spectroscopy (XAS) scans at synchrotron sources
were developed in the 1970s to study the detailed local structure around individual
atoms from an element present in a compound [1]. These scans consist of step scans
where the monochromator used to select the energy range is moved by a small
amount in energy. Data are collected from the beginning to the end of the energy
range till the entire spectrum for a particular element has been generated. Each of
these scans generally takes 15–20 min. Quick-XAS measurements were developed
in the mid-1990s at several synchrotron sources where data are collected on the fly,
i.e., the monochromator motors are encoded and the crystals selecting the beam
energy are moved with constant velocity from the beginning to the end of the energy
range as the data are collected [2–7]. These scans have reduced the overhead time
associated with moving the monochromator motor during step scans. Hence, a
QEXAFS scan can be completed in 1–3 min and in some cases in several seconds.
QXANES scans be collected in few seconds and sometimes in milli- and microsec-
onds. Hence, time-resolved XAS studies have become possible and are becoming
popular due to the unique combination of high penetration depth of hard X-ray beam
and element sensitivity with time resolution. Apart from this, a new type of XAS
called energy dispersive EXAFS (EDE) has been developed where a bent poly-
chromator and a position-sensitive detector are used to collect data. The beam
position is related to energy and the entire spectrum is collected in parallel. Here,
the XAS spectrum can be collected in milliseconds, thereby making it extremely
useful for studying catalytic reactions. Presently, research is being conducted to
introduce ultrafast EXAFS and XANES also using pump probe methods [5].

Such developments related to QXAS have been extremely useful for in situ
studies of various systems from different branches of science and engineering,
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especially those related to the evolving field of nanotechnology. Nanomaterials have
broad X-ray diffraction (XRD) peaks, and hence only limited structural information
is available from XRD. In situ spectroscopy by itself as well as coupled with in situ
scattering, imaging, and XRD can throw light on the pathways associated with
synthesis of NPs and thereby help to produce tailor-made nano-systems in future
for novel applications. In this chapter, we shall focus on how QXAS has already
been used to study the local structural changes associated with (a) colloidal synthesis
of NPs, (b) chemical reactions associated with homogeneous and heterogeneous
catalysis, (c) synthesis of metallic NPs in nano-reactors, and (d) chemical changes
occurring during cycling of battery materials.

4 EXAFS and XANES: Theory and Instrumentation

XAS is a powerful technique to study the local structure around an excited species of
atoms. XAS in general consists of two regimes: (a) X-ray absorption near edge
structure (XANES) and (b) extended X-ray absorption fine structure (EXAFS) [1,
8–12]. In general, EXAFS refers to the sinusoidal oscillations observed over a wide
energy range extending to 1000 eV above the edge, while XANES refers to fine
structure around an absorption edge extending typically 50 eV. XANES is strongly
sensitive to the electronic levels around the Fermi level and hence provides information
about the oxidation states and coordination geometries. EXAFS is used to determine
the interatomic distances, variation in interatomic distances, coordination number, and
the type of neighboring atomswithin the first few coordination shells of the atom that is
being studied by tuning the incident X-ray energy to the absorption edge of the atom.

A typical EXAFS spectrum is shown in Fig. 5.1a. X-ray photons of the specific
energy chosen to interact with the atoms under study produce photoelectrons that are
scattered by the neighboring atoms. The interference between the outgoing photo-
electron wave and the scattered photoelectron wave at the probe atom causes
oscillations in the absorption coefficient. EXAFS is defined as the normalized
oscillatory part of the absorption coefficient above the absorption edge of the excited
atoms in a material. Figure 5.1b shows the background subtracted data χ(k) in k-
space. The Fourier transform of the normal oscillatory signal has peaks whose
intensity depends on the type and number of atoms at a particular distance, and
whose width depends on the structural disorder of the same atoms (Fig. 5.1c). The
peak position represents the distance between the excited atom and the neighboring
atom but occurs at slightly shorter distances than the corresponding theoretical bond
length due to a phase shift, φj, between the incident and scattered waves. EXAFS
spectra are modeled to obtain the average number, type, and distance of atoms
around the probe atom, as well as mean square displacement of the average distance
(σ2). Figure 5.1d shows the pre-edge region of the EXAFS spectrum: the energy
change is referred to as the edge jump. This region between �50 eV and +50 eV
around the edge region is called XANES.

When the energy of incident X-rays photons (E) is scanned across the binding
energy of a core shell electron, there is a sharp increase in the probability for X-ray to
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be absorbed (μ), resulting in an absorption edge. The absorbed X-ray results in an
excited atomic state consisting of a core hole and photoelectron. The photoelectron
propagates as a wave with the wave number k,

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2m E� E0ð Þ=ℏ2

q

(5:1)

where ℏ = h/2π with h being the Planck constant, E0 is at the absorption edge, and
m is the electron mass. If the absorbing atoms are isolated (such as in an inert gas), μ
has a relatively smooth atomic background (μ0). On the other hand, if surrounding
atoms exist as in solids, the photoelectron wave is scattered by them, and the
outgoing and backscattered electron waves interfere, resulting a modulation of the
absorption coefficient μ written as

μ ¼ μ0 1þ χ kð Þ½ � (5:2)

These modulations in χ(k) are called EXAFS and expressed as a sum of the
sinusoidal functions from the scattering paths from all the neighboring atoms as

χ kð Þ ¼
X

j¼1

Aj kð Þ sin 2kRj þ φj

� �

(5:3)

Aj kð Þ ¼ Nj

kRj
2
S0

2Fj kð Þe�2Rj=λe�2k2σj2 (5:4)

and φj being the phase shift from the potentials of the absorber and backscattering
atoms. These phase shifts are approximately linear and thus, the individual contri-
butions maintain their sinusoidal character.

EXAFS analysis gives structural information around the absorbing atoms includ-
ing number of neighbors (Nj), bond length (Rj), and the bond length distribution
characterized by a Debye-Waller factor (σj

2). Since the mean free paths (λ) of the
electrons are usually short, information is limited to a few Å around absorbing
atoms; therefore, EXAFS is a local structural probe. Particularly important are the
backscattering functions Fj(k) and phase shift φj, which are characteristic of the
atomic species of the scattering atoms; thus, EXAFS analysis can distinguish
between several types of atoms which may be present in a compound. The Fourier
transform of k-weighted χ(k) separates the signal in terms of the radial distances (Rj)
between the absorbing atom and its neighbors. The peak height depends on the type
and number of atoms at a particular distance and the peak width depends on the
structural disorder (σj

2) of the atoms at that distance. EXAFS data can be modeled to
obtain Nj, Rj, and σj

2 for the first few coordination shells.
A typical setup for performing QXAS measurements is shown in Fig. 5.2. The

X-ray beam from the synchrotron source goes through a double a crystal monochro-
mator which selects the energy range needed for the element of interest. The beam
then passes through filters and a harmonic rejection (HR) mirror. The latter is used to
eliminate higher energy X-rays. Most HR mirrors consist of Rhodium, Platinum, and
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glass stripes for use in different energy ranges. The beam is then defined with the
help of mechanical slits and passes through the incident ion chamber (I0) that counts
the number of photons falling on the sample. Size of incident beam is always kept
smaller than the size of the sample. Concentrated samples are placed perpendicular
to the beam, whereas dilute samples are placed at 45� to the path of the beam to allow
for fluorescence detection. For homogenous, highly concentrated samples, μ is
measured with transmission geometry and obtained from Beer’s law as

μx ¼ ln I0=Itð Þ (5:5)

where x is thickness of the sample, and I0 and It are incident and transmitted X-ray
intensity, respectively. For diluted samples, the fluorescence signal is used to obtain
μ since the fluorescence intensity is proportional to the number of core-holes created
by X-ray absorption and thus proportional to the absorption coefficient. It is more
sensitive than transmission mode because fluorescence comes only from the element
of interest. The transmission ion chamber (It) counts the number of photons in the
beam after passing through the sample. Fluorescence X-ray from dilute samples is
detected with an ion chamber (If) placed at 90� to the incident beam. These ion
chambers are equipped with filters and Soller slits to minimize the background. Iref is
the reference ion chamber placed after the transmission ion chamber.

A metal foil of the element which is being probed is placed on this ion chamber so
as to verify the calibration of the edge energies before merging the scans. The foil
scans are important since the amplitude S20

� �

needed to fit the data for a particular
element is obtained by fitting the EXAFS data from the respective foil. S20

� �

can
depend on chemical environment and is energy dependent. However, it mainly
comes from the atomic nature of the central atom, and these dependencies are
small. The gases in the ionization chamber were optimized on the basis of the
X-ray energy so that 1–5% of the X-ray gets absorbed in I0, 70% in It, and the rest
in Iref. Energy calibration is done before data are taken at each edge energy. Solid
samples are ground to fine powder with the particle size much less than one
absorption length (1/μ ~ 40 μm) to avoid the pinhole effect. The powder can be

Fig. 5.2 A typical XAS setup in a beamline
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rubbed on Kapton® tapes and stacked with the number of layers optimized so that the
edge step (Δμx) at a particular edge energy becomes 0.5 ~ 1, the total absorption by
the entire sample (μtotalx) is less than 2.5, and absorption by the respective atom
(μelementx) is about unity. Powder can also be mixed with the correct amount of fine
powder of boron nitride and pressed into pellets so as to have the right edge step and
absorption. Over 10 scans are recorded for each edge energy measured for a sample
to ensure repeatability and averaged to improve statistics.

The data are processed using Athena [13]. Conventional EXAFS analysis consists
of extracting the oscillations, χ(k), as a function of the photoelectron wave number
(k) from the background-subtracted absorption spectrum, μ(E), and Fourier-
transforming χ(k) into real space, χ(R). The measured absorption spectrum below
the pre-edge region is fitted to a straight line. The background contribution above the
postedge region is fitted to a cubic spline (a segmented third order polynomial). The
fitted polynomials are extrapolated through the total energy region and subtracted
from the total absorption spectra. The theoretical paths are generated using FEFF6
[14], and the models are constructed in the conventional way using the fitting
program Artemis [13] to refine the fitting parameters. The background subtracted
χ(R) data are fitted to models based on the FEFF-based calculations of the scattering
paths using the relevant coordination numbers, Debye-Waller factor (σ2), and bond
lengths as parameters. Various scattering models and different fit ranges are tried
using the Artemis fitting program, before arriving at the best fit.

5 Key Research Findings

Nanometer-sized particles in the form of loose aggregates, wires, spheres, and
various other shapes and sizes have been found to possess superior structural,
optical, electronic, and magnetic properties in many cases making them suitable
candidates for versatile applications in new technological devices. Progress in
instrumentation and detectors at the synchrotron sources in the last two decades
has led to new and powerful characterization tools to probe the structure of materials.
Especially novel and useful has been the invention of the time-resolved techniques in
the field of high-resolution X-ray diffraction (HRXRD), small-angle X-ray scattering
(SAXS), pair distribution function (PDF), imaging, and quick X-ray absorption
spectroscopy (QXAS). These techniques have become critical to the research efforts
in the field of nanomaterials. They have the ability to generate real-time structural
data and can help to identify how structure influences the functional properties and
performance of devices made from these nanomaterials. Hence, these advanced
characterization methods have led to the development of new synthesis techniques
for NPs and thin films. They have also helped in studying chemical and physical
processes occurring in catalysis, energy storage in batteries, protein formations,
mechanically stressed nano-alloys, etc. We shall describe how QXAS, either alone
or in combination with HRXRD, SAXS, PDF, and other techniques, can help to
enhance the study of advanced materials in various fields and their performance.
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5.1 Using In Situ XAS to Study Synthesis of Nanoclusters
and Nanoparticles in the Beam

5.1.1 Metal Nanoclusters Using Milli�/Micro-Fluidic Chip Reactors
Recently, millifluid and microfluid reactors are being used for the preparation of NPs
[15–21]. These lab-on-a-chip reactors consisting of small channels with micrometer
diameter have liquid precursors flowing through them. They are allowed to react and
produce NPs or nanoclusters. The use of time-resolved QXAS in conjunction with
microfluidic lab-on-a-chip reactor has helped in studying the reaction dynamics of a
chemical reaction at every stage during the formation of NPs.

A typical QXAS setup for chip-based microfluidic experiment on the beamline to
produce copper nanoclusters [18] is shown in Fig. 5.3a, where the beam is scanned in
a raster fashion over themicrofluidic reactor while data are being collected at different
points of the reactor with serpentine channels shown in Fig. 5.3b from the time of
introducing the precursors to the end of the reaction where Cu nanoclusters come out

Outlet
Cu2 cluster

NaBH4 +
NaOH

Cu(NO3)2 +
MPEG

N2 In

N2 In

N2 In

I0

I & II Outlet

Monochromator

Millifluidic reactor

Synchrotron
X-ray source

Pump Inlet

I

X-Y motorized
stage

a

b

Fig. 5.3 (a) QXAS setup for microfluidic chip reactor in the beam with the beam coming from the
right and the Stern-Heald detector placed at 90� to the beam. (b) The microfluidic chip reactor with
the inlet tubes to introduce the precursors and the outlet tube for the clusters to come out and get
collected for further characterization
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of the reactor. The nanoclusters are further characterized by transmission electron
microscopy (TEM) and UV-vis absorption spectroscopy.

Figure 5.4a shows a TEM image of ultra-small Cu nanoclusters (UCNCs).
Figure 5.4b compares the QXANES spectrum taken for Cu(NO3)2.xH2O precursor
at the inlet to the spectrum for UCNCs at the outlet. EXAFS spectrum was taken
every 30 s and at several positions along the path of the chip reactor to track the
nanocluster formation process. Analysis of QXAS data helped in the determination
of size, oxidation state, coordination number, and bond length of the UCNCs at
various stages of their formation in the reactor and confirmed that oxidative impu-
rities were not present in the sample collected from the outlet. These clusters,
smallest ever produced using a lab-on-a-chip reactor, have been found to efficiently
catalyze C-H oxidation reactions when supported on silica. In situ QXAS, proved to
be an useful tool to study the controlled synthesis of Cu nanoclusters that were found
to catalyze C-H oxidation for the first time, later was used successfully to study the
formation of Au and Pt nanocluster also [19, 21]. Such studies will provide funda-
mental insights into formation of novel nanoclusters and NPs which will help to
develop the next generation of high-performance advanced materials.

5.1.2 Synthesis of Colloidal Metal, Metal-Oxide, and Doped Metal-
Oxide Nanoparticles

The exponential growth in the field of nanotechnology in the past two decades has
led to the development of novel synthesis techniques in this field. One of them is the
colloidal route which has helped to produce stable nanocrystals of metals, semi-
conductors, and insulators with uniform size distribution and of different shapes and
sizes for a variety of applications [22–26]. Colloidal NPs generally possess an
inorganic core surrounded by surfactants or ligands which are used in stabilizing
them. Each individual colloidal nanocrystal is a freestanding nanoparticle in solu-
tion. Though the process of doping has been known for a long time, doping the
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Fig. 5.4 (a) TEM image of ultra-small copper nanometer-sized clusters collected at the outlet of a
millifluidic reactor. (b) QXANES spectra of Cu precursor (peak with higher absorption) versus Cu
nanoclusters (peak with lower absorption) [18]
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colloidal nanocrystals has been challenging. The synthesis process of pure and
doped nanocrystals involves several steps [24] and heating the solution to higher
temperatures. Controlling each of these steps is crucial for obtaining the right size
and shape for the desired NPs. Though there has been substantial progress in the
synthesis of doped NPs, the doping mechanisms have been mainly studied by ex situ
techniques, including TEM, Fourier transform infrared spectroscopy (FTIR), UV-vis
absorption spectroscopy, Raman, etc., that do not provide detailed information on
the kinetics of the doping mechanism. Successful synthesis of doped NPs requires
studying the correlation of various kinetic parameters. Therefore, time-resolved
studies of the doping processes are critical to resolve the doping mechanism in
colloidal NPs.

Recently, the entire process of Mo-doped and un-doped iron oxide NPs synthesis
was studied in real time by synchrotron in situ X-ray absorption spectroscopy done
in QXAS mode [27]. The actual and schematic setup for this experiment is shown in
Fig. 5.5. Mo-doped iron oxide NPs have been chosen since it is a promising
electrode material to improve Li+ ion capacity of rechargeable battery. XAS being
a unique characterization technique, the QXAS measurements done at Fe edge as
well as at Mo edge during the synthesis allowed simultaneous monitoring of reaction
kinetics of the precursors, compositional changes of the NPs during the synthesis,
the chemical state (valency and coordination geometry) and position (whether it is in
the solution or in the host lattice) of the dopant. TEM images of the colloidal metallic
iron NPs before oxidation to hollow iron oxide NPs and the Mo-doped iron oxide
NPs produced in the beamline at the end of the synthesis are shown in Fig. 5.6.

The QXANES data along with the linear combination fit results are shown in
Fig. 5.7. The analysis of the time-resolved XAS studies coupled with TEM mea-
surements revealed for the first time an oxidation induced doping mechanism which
is illustrated in Fig. 5.8b corresponding to the chemical reaction shown in Fig. 5.8a.
The reaction mechanism from QXAS results predicts that the mass transport of the

Fig. 5.5 QXAS setup for in situ X-ray absorption spectroscopy measurement of the synthesis of
pure and Mo-doped hollow iron oxide NPs. The picture on the left shows the actual Schlenk-line
setup installed at the beamline located at Advanced Photon Source, USA. The schematic diagram
on the right shows the path of the X-ray beam and the arrangement of the detectors: Io, It, and If for
measuring intensities of incident, transmitted, and fluorescent X-rays, respectively [27]
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host (iron and oxygen) atoms induces the incorporation and internalization of the
dopant atoms (molybdenum) into the lattice of oxidized hollow NPs of γ-Fe2O3.
Time-resolved QXANES/QEXAFS study revealed that the reaction kinetics of the
nucleation, growth, and oxidation of the host NPs are significantly affected by the
dopant precursor, and the latter can substantially change the reaction kinetics of
formation of iron and iron oxide NPs. Thus, in the presence of dopant precursor, we
observed significantly faster decomposition rate of iron precursors and substantial
resistance and higher stability of iron NPs against oxidation. The same doping
mechanism and higher stability of host metal NPs against oxidation was observed
for cobalt-based systems also. Since the internalization of the adsorbed dopant at the
surface of the host NPs is driven by the mass transport of the host, this mechanism
can be potentially applied to introduce dopants into different oxidized forms of metal
and metal alloy NPs providing the extra degree of compositional control in material
design. This is the first time that an entire synthetic colloidal chemistry was done
successfully at a beamline demonstrating and proving that NPs can be synthesized in
organic solutions with only inorganic capping ligands. We believe that oxidation-
induced doping mechanism can be applied to a number of other NP systems where
the mass transport can be induced chemically (e.g., oxidation) or electrochemically.
This in situ measurement technique is generally applicable for time-resolved mech-
anism study of various doped NPs synthesis using the conventional reaction setups
that are generally used in the laboratory, and it proves the strength of QXAS in being
able to provide insight into chemical reactions. It should be possible to use QXAS to
monitor synthesis of NPs by sol-gel, microemulsion, and other wet chemical tech-
niques also.

Apart from these, there have been reports of QXANES being used successfully to
study the in situ growth of ZnO nanowires from zinc nitrate and HMTA (hexameth-
ylenetetramine) precursors during chemical bath deposition (CBD) for a fundamental

Fig. 5.6 (a) TEM image of the iron NPs before oxidation, (b) TEM image of Mo-doped iron oxide
NPs after oxidation [27]
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understanding of the reaction mechanisms and kinetics associated with the underly-
ing chemical processes [28]. In situ QXAS has been used to study the 2-stage growth
mechanism associated with the aqueous synthesis of glutathione (GSH) capped ZnSe
quantum dots [29]. It has also been used to monitor the adsorption of Co2+ on the
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Fig. 5.7 Time-dependent changes of Fe and Mo XANES spectra and the ratio of iron and
molybdenum species during the synthesis of Mo-doped and un-doped hollow iron oxide NPs.
(a, b): Fe-QXANES and Mo-QXANES spectra, respectively, taken during the synthesis of Mo-doped
hollow iron oxide NPs. The inset in panel b shows the magnified pre-edge peak range. (c) Fe K-edge
QXANES spectra acquired during the synthesis of un-doped hollow iron oxide NPs. (d, e) Linear
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showing the changes in the ratio of iron and molybdenum species, in the reaction mixture as a
function of time during the synthesis of Mo-doped hollow iron oxide NPs. The reaction temperature
reached 180 �C at 37 min. (f) Time-dependent change of iron species obtained from linear
combination fits of QXANES spectra taken during the synthesis of un-doped hollow iron oxide
NPs. The reaction temperature reached 180 �C at 32 min (More details of the experiments and
analysis can be found in Ref. 27)

5 In Situ X-Ray Absorption Spectroscopy Studies of Functional Nanomaterials 171



surface of Fe3O4 NPs in high temperature aqueous fluids [30]. The results have
indicated that QXAS with its capability to determine the coordination environment
around individual atoms, will enable discovery of novel synthesis routes for new
materials in future.

5.2 In Situ QXAS Studies of Nanomaterials for Battery
Applications

The enormous energy need of our civilization is the driving force behind the
intensive research of materials related to energy-storage. There has been huge
progress in the field of battery materials in the last two decades due to the growing
demand of modern technology. Since their discovery in the early1990s, Lithium ion
batteries have become popular since they possess the highest energy density of all
rechargeable batteries available in the market and hence have become standard
power source for many electronic devices like cell phones, laptops, etc. Further
research to improve the properties of these batteries has been ongoing since they may
be the source of power for a future generation electric vehicles and large-scale

Fe(CO)5
+

MoO2(acac)2

Δ

(180°)

O2

Iron oxide
Metalic

iron(Fe:Mo = 20:1)

Thermal decomposition

Metal Oxidized phase Dopant

Oxidation
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b

Fig. 5.8 (a) Synthesis of Mo-doped iron oxide hollow shell NPs. (b) Modeling of the chemistry
associated with oxidation-induced doping mechanism as predicted from QXAS results. A metallic
iron NP with dopant ions adsorbed on the surface (left); early stage of the oxidation of metallic Fe
NP and capturing of Mo-dopant ions inside of the oxidized layer (middle); doped hollow shell NP
after full oxidation (right)
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electrical grid storage also. XAS especially QEXAFS and QXANES have proved to
be powerful and ideal tools to study batteries. Together, they have the capability to
correlate the changes in the electronic state of an atom to the structural changes
occurring in the neighborhood of an atom during electrochemical changes, i.e.,
charging and discharging of batteries. QXAS can provide valuable insight about
the mechanisms in electrochemical reactions when one of the transition metal con-
stituents is removed or changed in the electrode materials, which is needed to achieve
high specific capacity and long-term stability in Li-ion batteries. Hence, they have
been used for past 20 years to probe the structure and composition of various types of
electrode materials used in batteries [31–50]. These studies have thrown light on the
charge compensation process during cycling of batteries and the response of cathodes
to Li ion insertion and extraction. It has been observed that for transition metal doped
LiCoO2 (a) capacity fading is closely related to the J-T distortion of the NiO6
octahedron when Ni is doped at Co sites in LiCoO2 and (b) during electrochemical
delithiation process, all the charge compensation occurs at the Ni site which changes
oxidation state from 3+ to 4+ during charging, thereby causing reduction of J-T
effects. Co atoms oxidize towards the end of charging process [37–40]. Studies of
LiMn2O4 layered compounds have shown that Li de-intercalation leads to oxidation
of Mn3+ to Mn4+ to MnO2, and there are local structural changes around Mn atoms
which can cause cyclic instability of the battery material [32, 34, 36]. The active role
of oxygen atoms during cycling of batteries is confirmed. This research has proved
that with proper design of electrodes and choice of active materials, lithium-ion
batteries can function at high rates and with higher utilization of the active material.
These studies have opened the path for development of lithium-iron phosphate [46]
and other high capacity cathode materials [47, 48] and also intermetallic-phase-based
anode materials with the zinc blende structure [35].

Significant improvement is still needed in this field to produce electrode materials
which are cheap, safe-to-use, and possess higher capacity and higher rate perfor-
mance. Use of nanomaterials as electrodes for batteries is being probed since NPs
have more surface area which will give them higher charge and discharge rates, short
path length for electron and Li ion transport, and higher strain accommodation
capacity. In situ XAS on nanometer-sized materials were reported as early as 2010
when the Cu K-edge of 20 nm sized 85 wt% CuF2–15 wt% MoO3 nanocomposite
was investigated [51] to study the electrochemical conversion reaction in metal
fluorides which have demonstrated high energy density. The nanocomposite, pre-
pared by high energy milling, resulted in the formation of highly dispersed metallic
Cu NPs with size 2–3 nm as a result of the lithiation reaction, i.e., conversion of
CuF2 into Cu and LiF during discharge of the battery. In situ XAS studies of batteries
with NPs of metallic Sn, SnO2, and hybrid Sn3O2(OH)2/graphite as anode material
show segregation of tin and formation of SnLi and Li2O phases within the elec-
trodes. Though SnO2 has been found to be a more promising candidate than metallic
tin, QXAS studies of the tin atoms during the battery cycling process helped to
explain the poor electrochemical performance and rapid capacity decline of the
batteries using both Sn and SnO2 [52, 53]. In situ QXAS measurements to track
structural changes during Li intercalation/de-intercalation of nanometer-sized
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LiCoO2 demonstrated enhanced capacity fading and irreversible losses due to high
surface area of the NPs [54]. In situ XANES studies of Ni edge andMo edge ofMoO2

NPs doped with 2 atomic percent of Ni showed the nucleation of the ternary Ni:
MoO2 compound formed by substitution of Mo atoms by divalent Ni atoms. Dou-
bling of the initial discharge capacity has been observed in these Ni-doped nanome-
ter-sized MoO2 due to relaxation of local structure. An increase of capacity for both
pure and Ni doped MoO2 anodes also occurred upon cycling with increasing cycling
rate [47]. Nanocomposites of LiF/V2O5 (0–20 wt% of V2O5) prepared by high energy
ball-milling showed stable capacity over a period of 20 cycles for the sample with
15 wt% of V2O5. In situ Fe and V edge XAS data helped to diagnose the oxidation
states of V and Fe atoms and identify the new phases and the mechanism of their
formation during the battery cycling [48]. In situ XAS demonstrated that Cu2+ copper
ions in 2D–layered copper birnessite NP electrodes get reduced to amorphous
nanosized copper metal which can get oxidized to Cu2+ ions during lithium insertion
and de-insertion cycle leading to enhanced discharge capacity of these layered Mn
oxide compounds when compared with the compounds without copper [55].

Research using in situ XAS has been extended to hollow iron-oxide NPs whose
electrochemical properties have been investigated to probe their usefulness as an
anode and a cathode material in Li ion batteries [56, 57]. The aim was to study if
changing the morphology of NPs to something other than solid NPs can lead to
enhanced properties of the batteries constructed from them. Better performance was
observed for the smaller sized hollow iron oxide NPs compared to the bigger sized
NPs with the same high stability when cycled in high voltage ranges [56]. Cation
vacancies in octahedral sites of hollow γ-Fe2O3 NPs can serve as hosts for Li ions at
high voltage range and possess high capacity, excellent Coulombic efficiency, good
capacity retention, and superior rate performance demonstrating that this material
can be successfully used as a cathode material for Li ion batteries. The studies of
Koo et al. showed that hollow core-shell NPs can be used efficiently for reversible Li
ion intercalation without causing structural changes in the material and provided a
clear understanding of the lithium intercalation processes during electrochemical
cycling. Cation vacancies in hollow γ-Fe2O3 NPs can be utilized for fast transport of
sodium ions also and produce low-cost rechargeable cathodes with excellent charge
transport properties [58]. Figure 5.9a shows a TEM image of hollow γ-Fe2O3 NPs
after annealing of Fe/Fe3O4 core-shell NPs for 12 h at 200 �C. Figure 5.9b depicts
the fabrication of light-weight, binder-free, flexible, and stable electrodes with
carbon nanotubes (CNTs). Figure 5.10 shows the in situ QEXAFS measurements
done at Fe k-edge during charging and discharging of the battery several times and
over a period of few hours in the beam. Figure 5.10a shows the voltage profile of the
first electrode discharge versus metallic sodium counter electrode. The points
marked in Fig. 5.10a correspond to the in situ QXANES data collected at Fe edge
during charging and discharging of the battery. Figure 5.10c shows the Fourier
transformed QEXAFS data and depicts the changes in Fe-O and Fe-Fe bond
distances during intercalation of Na ions into the hollow iron oxide NPs. Linear
combination of the QXANES data was used to generate the plot of Fig. 5.10d
showing the Fe-oxidation state during the cycling of the battery. This study proved
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that CNTs are successful as a conductive matrix for NPs, which can be used as high
performance cathodes with Na + ions. Thus, we see that QXAS with its unique
ability to probe local structure around individual atoms and the oxidation state of the
element has proved to be extremely useful in understanding structure-property
correlations in energy related materials. It has helped to discover new materials
with enhanced electrical properties, thereby expanding the ongoing research of NPs
as potential materials for next generation batteries.

5.3 In Situ QXAS Studies of Reactions in Catalytic Nanomaterials

Catalysts are compounds that affect the pathway and mechanism of a chemical
reaction but do not enter the overall stoichiometry of the reaction. From the time
of its discovery by Berzelius in 1835, catalysis has been known to play an important
role in chemistry as many chemical processes involve catalysts at some step. The
exponential growth in the field of nanotechnology has led to the discovery of novel
synthesis techniques in the last two decades. This has not only initiated the research
for advanced characterization techniques but has also revolutionized the field of
catalysis since catalytic properties depend strongly on the number of surface atoms,
which are enhanced in nanometer-sized particles. Nanocatalysts in the form of
metals, metal oxides, metal complexes, biocatalysts, as well as other types of
compounds have played a major role in water gas shift reactions, CO oxidation,
hydrogenation, etc., as well as in fuel cells, energy conversion, and storage technol-
ogies. The catalytic properties of materials are determined not only by their size and
shape but also by their composition and structure, the type of organic capping agent,
the properties of inorganic support, etc. When a catalyst is active, there are changes
in its physical and electronic properties. In order to be able to control the functions of
engineered NP catalysts, detailed understanding of the relationships between the
physical and electronic structure and the catalytic activity is essential. XAS has
proved to be an ideal tool for catalysts since the powerful X-ray beam can penetrate
matter in all three states as well as both amorphous and crystalline materials. It can

a b Layer of CNTs

Layer of CNTs20 nm

Carbon
nonotubes

(CNTs)

Layer of NPs&CNTs composite

Fig. 5.9 (a) TEM image of showing formation of hollow γ-Fe2O3 NPs, (b) fabrication of low- cost,
stable electrodes with NPs and CNTs [58]
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provide information about physical and electronic property changes occurring dur-
ing reactions under changing conditions of pressure, temperature, and the flow of a
multitude of gases needed for catalytic reactions. With fluorescence measurements, it
can also detect species present at very low concentrations. Hereby, we shall present
how results generated from in situ XAS research has helped to study homogeneous
and heterogeneous catalysts of nanometer-sized metals, metal-oxides, etc., and
paved the road for designing nanocatalysts with novel properties.
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Though XAS has been used since the 1980s for studying catalysts [59], in
operando studies were started during the late 1990s. Mukerjee et al. reported one
of the earliest in operando XAS studies done on Pt and Sn edges to study the effects
of Sn substitution during voltage cycling of carbon-supported Pt electro-catalysts
[60]. Since then, there have been several review articles [61–82] on in situ XAS
experiments that were conducted successfully at different synchrotron sources to
study electro-catalysts, homogeneous, and heterogeneous catalysts that include
metallic, bi–metallic NPs and nanoclusters, zeolites, oxides, and supported catalysts.
These experiments have helped in identifying reaction intermediates and catalysis
active sites. In situ XAS studies have worked successfully for fuel cells, water-gas
experiments, and in operando cells. Researchers have developed theories (DFT) to
explain the behavior of the catalysts and have designed catalysis setups [67, 68,
83–88] for re-enacting conditions that exist in industries. In order to do in situ
measurements of catalysts similar to industrial atmosphere, Bare et al. [84] devel-
oped and implemented a four-channel ionization chamber with two different in situ
cells. This setup shown in Fig. 5.11 helps in collecting QXAS data from 4 samples
simultaneously in transmission geometry, thereby eliminating scan-to-scan uncer-
tainties. In addition to increased productivity and time-saving, this setup has enabled
in situ XAS data collection axially at four different positions in a catalyst bed and
decipher small differences in the behavior of similarly prepared catalysts. Apart from
that, catalysts can be subjected to same conditions of temperature and gas pressure
and reference spectra can be collected in four channels simultaneously. This setup is
easy-to-use and can be used in bending magnet and wiggler beamlines with a
horizontal fan of radiation.

Rochet et al. have developed a cell to conduct in situ and operando experiments to
improve cycle length, catalytic activity, and selectivity towards heavy paraffin of
Fischer-Tropsch supported cobalt nanometer-sized catalysts [86]. They have been
successful in doing QXAS under realistic working conditions at high pressure
(18 bar of syngas) and reaction temperature (250 �C) under pure hydrogen at
400 �C, thereby proving that it is possible to mimic harsh conditions in a real
catalytic fixed bed reactor. An operando QXAS cell has been developed by O’Neill
et al. to measure simultaneous changes in catalyst structure and catalytic activity
during liquid phase hydrogenation of furfural over supported copper catalysts [87].
This setup allowed continuous monitoring of the size of the copper NPs whose
sintering has been proved to be predominant mode of catalyst deactivation for a
Cu/γ-Al2O3 catalyst. Detailed description of several catalysis cells has been given by
Bare and Ressler in their chapter on catalysis [67]. The developments in instrumen-
tation related to in situ QAS at various beamlines all over the world have immensely
helped the catalysis community. Kumar et al. have studied multicomponent NiFeCu
catalyst using in situ XAS coupled with scanning electron microscopy (SEM), FTIR,
and X-ray photoelectron spectroscopy (XPS) [89]. The results demonstrate that
though the NiFeCu catalyst appears homogeneous at the mesoscale, it is highly
heterogeneous at the nanoscale. There are changes in the oxidation states of Ni, Fe,
and Cu during reaction. Cu was fully reduced before reaction and later became partly
oxidized upon exposure to ethanol and oxygen. Ni is mostly (75%) reduced and does
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not change its oxidation state during the reaction. Fe is not present in its metallic
form after reduction and during the reaction, but changes in the oxidation state from
Fe(II) to Fe(III) occurred during the reaction. QXAS studies were performed to study
the real-time transformation of silver species over alumina [90] with a spectrum
being collected every second for 30 s. The data taken at Ag K-edge demonstrated the
sensitivity of silver to gaseous ethanol. While the reduction of silver occurs at room
temperature under air/ethanol flow, it gets accelerated when it is heated to a temper-
ature of 78 �C, the boiling point of ethanol, making Ag-Al2O3 catalysts useful for
selective catalytic reduction of NOx in the presence of ethanol. A combination of
TPR (temperature programmed reduction) QEXAFS and QXANES along with high
resolution TEM, XRD, and diffuse reflectance Fourier transform infrared spectros-
copy was used to study water gas shift. It involved detailed characterization and
testing of nanoscale ZrO2 and YSZ supported Pt catalysts [91]. EXAFS results
demonstrated that Pt clusters were highly dispersed and similar in size and that Y
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addition enhanced surface reduction especially in samples with more Zr. Y doped Pt
catalysts displayed higher water gas-gas-shift activity relative to the 0.5%Pt/ZrO2

catalyst when the Y content was below 50%.
In situ Pd K-edge and Pd-L3 edge XAS was used successfully to study the

formation of gold core – Pd shell bimetallic NPs from Pd(II) salts in situ in the
beam in the presence of crotyl alcohol [92]. Figure 5.12a, b gives time-resolved Pd
speciation information which was used to predict the reaction mechanism and
kinetics of Pd reducing on the Au NPs and forming Au Core- Pd shell bimetallic
nanoparticle catalysts in the presence of crotyl alcohol. These studies also explained
the role of Au atoms, which prevented the re-oxidation of the catalytically active Pd
atoms present on the surface of the Pd shell around Au core. Thus, we observe that in
situ QXAS studies have enriched the field of catalysis immensely. Different types of
new cells have been designed in different beamlines around the world, which has in
the course of time helped researchers from academics and industry investigate
different types of oxidation and reduction mechanisms and the kinetics of the growth
of catalysts, thereby accelerating the evolution of novel catalytic materials with tailor
made properties.
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5.4 In Situ XAS Studies in Nanomaterials with In Situ SAXS
and Other Techniques

Construction of next generation synchrotron sources producing beams with
enhanced photon flux and the development of faster detectors has led to the growth
of many synchrotron-based measurement techniques. Novel experiments have been
designed and executed producing unique results in different fields. We have seen so
far how in situ XAS characterization techniques have contributed to the fields of
catalysis, battery, and in situ chemistry-on-the-beamline for nanomaterials. There
have been large-scale developments in the fields of in situ scattering (SAXS) [93,
94], in situ imaging [95], in situ high resolution XRD (HRXRD) [96], and in situ pair
distribution function (PDF) measurements also [97, 98]. This initially led to the
coupling of ex situ XAS measurements with some of these techniques [99–104]. In
the last decade, the efforts to couple in situ XAS measurements with other in situ
synchrotron-based techniques have been successful, and this has opened the doors to
novel discoveries in various fields, which we shall highlight in this section.

Sasaki et al. have used in situ XRD and in situ XAS to study the synthesis and
catalytic activities of carbon supported Ir-Ni core-shell NPs [105]. The NPs, syn-
thesized using chemical reduction followed by thermal annealing, are composed of
IrNi alloy cores covered by 2 shells of Ir that protect the Ni core from getting
oxidized or modified by the acid electrolyte under elevated potentials. The Ni cores
have been found to lead to contraction of the Ir shell, thereby suppressing formation
of IrOH on the surface and resulting in a NP system possessing higher H2 reduction
capacity than commercial Pt/C catalysts. The combination of in situ XRD and in situ
XAS studies have proved that IrNi core-shell NPs can be a potential candidate for
hydrogen anode fuel cell electro-catalysts.

A combination of in situ PDF (pair distribution function) along with XAS was
applied to study the structure and nature of PdO-Pd transformation in a 4 wt%
Pd/Al2O3 catalyst by Keating et al. [106]. Pd phases within the catalyst could be
established at various temperatures till 850 �C, above which most of the PdO
converted to metallic Pd. Complete re-oxidation of Pd to PdO occurred between
650 �C and 580 �C.

Structural evolution during solid-state formation of Li2MnO3, a primary material
for Li ion batteries, was investigated by in situ high-energy X-ray diffraction and in
situ X-ray absorption spectroscopy [107]. In situ XAS helped to capture formation of
an intermediate MnO2 phase, whereas anisotropic crystallization of Li2MnO3 during
sintering above 600 �C was observed for in situ diffraction. Without these state-of-
the-art techniques, it would not have been possible to study materials for future
devices.

In situ XRD and in situ XAS were also used to study the synthesis and oxidation
of Co cores of Co-SiO2 core-shell NPs prepared by sol-gel method [108]. The
oxidation was carried out till 800 �C in the presence of air as well as nitrogen.
Metallic cobalt as well as a small amount Co in the 2+ state was observed till 200 �C.
With an increase in temperature to 300 �C, oxygen from air diffused through SiO2

and the interface between Co and SiO2 oxidized to CoO. With further increase in
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temperature to 800 �C, Co3O4 or a mixture of CoO and Co3O4 was formed. Similar
phenomenon was observed in the presence of N2 gas also where the oxygen was
procured by Co atoms from the SiO2 shell. This experiment helped to study the
behavior of core-shell NPs at high temperature.

A very unique experiment was done by Cormary et al. [109] to study the detailed
growth mechanism and kinetics of cobalt nanorods using in situ SAXS (small angle
X-ray scattering) and in situ QXAS measurements. Figure 5.13a, c shows the in situ
QXANES and SAXS data taken when the Co (II) precursor reduced to metallic Co
nanorods in the presence of a long chain amine and a long chain carboxylic acid. The
reaction took place at 130 �C and 50 psi of H2. Figure 5.13b shows the reduction of
Co (+2) to Co(0) with progress in time. Figure 5.13d shows the TEM image of the
nanorods produced by the reaction. The growth mechanism starts with a fast
nucleation followed by a fast growth brought about by monomer addition. The latter
happens during reduction of Co(2+) precursor to Co(0). The last step consists of a
slower ripening that occurs after the reduction is complete and the nanorods orga-
nized into 3D smectic-like superlattices. An in-depth understanding of the dynamic

1.0

2
1,8
1,6
1,4
1,2

1
0,5
0,4
0,3
0,2

0
0 20 40 60

time (min)

80 100 1200.0

106

105

104In
te

ns
ity

 (
a.

u.
)

N
or

m
al

iz
ed

 A
bs

or
pt

io
n

0.01 0.1
q(A–1)

7.70 7.71

t = 0

a b

c
d

t = 31 min
t = 74 min
t = 85 min

t = 0
t = 31 min
t = 74 min
t = 85 min

7.72
Photon Energy [keV]

7.73

Lo
g 

[1
00

*m
ol

. F
ra

c 
C

o(
II)

]

7.74
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processes associated with the nanorod formation could be obtained by these exper-
iments. This will open the gate to synthesize different types of nanomaterial super-
lattices with tailor made properties.

6 Conclusions and Future Perspective

We have observed that in situ XAS solo and in conjunction with other techniques has
developed into a unique tool and has been applied to study local structural changes
and mechanisms associated with different types of reactions involving NPs for
various applications. In the last couple of years, lots of advancements have occurred
in the field of XFEL (X-ray free electron laser) to do XAS measurements in the scale
of nano- and picoseconds to study ultrafast reactions happening in nature [110,
111]. Such studies will be extremely beneficial to scientists and engineers to develop
novel materials for future generation devices. It has been found that biological
samples often get degraded with hard x-rays from an undulator beamline where
QXAS is generally done. Efforts should be made so that biological samples can be
studied with in situ QXAS to observe reactions occurring in biological organs,
organisms and cells [112]. Progress in detector science and enhancement in the design
of sample cells will enable in situ QXAS studies along with other in situ techniques to
contribute further in the development of nanoscience and nanotechnology.
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1 Definition of the Topic

In situ X-ray absorption spectroscopy (XAS) measurement during the growth of
nanoparticles provides insight into the initial growth and nucleation process of
nanoparticles. From XAS measurement and data analysis, information like changes
in oxidation states and local structure of the cations during the formation of nano-
particles can be easily extracted. This chapter deals with experimental and analytical
applications of synchrotron radiation based XAS technique for in situ measurement
of growth of various metal and metal oxide nanoparticles.
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2 Overview

The synthesis route of the nanoparticles determines the shape and size of the
nanoparticles, which in turn decides the properties that the nanoparticles will exhibit.
Therefore, the need to control the synthesis route to fabricate nanomaterials of
desired properties demands in situ techniques like X-ray absorption spectroscopy
(XAS) which can provide an insight into the nucleation and growth process.

Conventional XAS measurement is a slow technique and not at all suitable for in
situ measurements. Therefore, conventional experimental setups or beamlines for
XAS measurements were modified to implement this technique in situ with millisec-
ond time resolution. Often this technique has also been complemented with other fast
techniques to get a better overview of the systems to be studied. The available
analytical tools have also been customized to handle large number of data generated
from in situ XASmeasurements and to identify different intermediate species formed.

In this chapter, we have provided a brief review on the various experimental and
analytical techniques reported in the literature to carry out in situ XAS measurements
for studying growth of nanoparticles from solution-based precursors. We have also
discussed the results of some recent experiments and to show how these in situ
measurements have given insight into the growth and nucleation process of the
nanoparticle formation, which remained unexplored for a long time.

3 Introduction

Since its invention, nanoparticles find a wide variety of applications in the field of
medicine, catalysis, biotechnology, fuel cells, solar cells, sensors, and environmental
science [1–3]. Nanoparticles have fascinated the scientific community due to their
interesting properties that is much different from their bulk counterpart. Also, the
scope of tunability of properties with size of nanoparticles attracts material physicists
to study these materials. With the essence that shape and size of nanoparticles
determines their properties comes the need to understand the mechanism of nucle-
ation and growth of these particles. The ex situ studies on nanoparticles gave us
information about the properties once the particles are formed. However, to fabricate
tailor made particles, a complete control of the formation process is inevitable. This
envisages a new era of “in situ” studies. “In situ” is a Latin phrase, which translates
to the English meaning “On-Site.” Therefore, these measurements focus on charac-
terizing the system when some process is going on. In situ studies are presently being
carried out in various fields including nucleation and growth of nanoparticles [4],
formation of thin films [5], catalytic reactions [6], photochemical processes [7],
charging-discharging of batteries [8], etc.

In the field of growth of nanoparticles, the unavailability of fast techniques, which
are one of the prerequisites of in situ studies, that can actually throw some light into
the growth and nucleation process made these studies scarce for a long time. UV-Vis
spectroscopy is one of the most popular and oldest techniques to study the kinetics of
growth. Many studies have been done where depending on the intensity of the
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surface plasma resonance (SPR) peak of nanoparticles, the growth kinetics has been
predicted. For example, Mizutani et al. investigated the growth of gold nanoparticles
synthesized by solution plasma sputtering method by in situ UV-Vis measurement
[9]. However, this technique is limited to systems, which give absorption in this
particular wavelength range. Also, this can only throw light on the kinetics of growth
and is insufficient to reveal the structural changes during growth or the accurate
changes in particle size. Though some researchers report the prediction of particle
size from the SPR peak [10], these formulations were mostly applied to ex situ
studies and were rarely applied to in situ studies as the system was very complicated
when a process is going on due to presence of several intermediates. Transmission
electron microscopy (TEM) [11, 12] is also another popular technique that can be
used in situ to study the changes in particle size during nucleation and growth. Wu
et al. studied the deposition of carbon on MgO supported Pt nanoparticles by in situ
TEM measurement [13]. Their measurement reveals how carbon encapsulation
occurs on Pt nanoparticles and the role of the Pt surface morphology. Growth of
ZnO nanowires by hydrothermal synthesis was studied by in situ TEM measure-
ment, which revealed a two step growth mechanism, where first ZnO nanoparticles
were formed followed by anisotropic growth of ZnO nanoparticles into nanowires
[14]. However, in situ TEM has the limitation that the electron beam can interfere
with the reacting species, thus changing the whole redox reaction process to be
studied. Also, it is very difficult to employ in situ TEM measurement in solution
phase due to vacuum requirement. The conventional TEM has been modified to
liquid phase TEM (LP-TEM) with special liquid cell designs that can be used to
investigate the changes in particle size during growth in solutions [15]. However,
creating different experimental conditions like variable temperature and pressure,
irradiation, etc., is still a challenge for LP-TEM.

X-ray based techniques, on the other hand, generally are not system specific and
in most of the cases, they do not alter the processes to be studied. With the advent of
synchrotron-based techniques, many X-ray based experiments are being carried out
in situ to investigate the growth of nanoparticles. Tay et al. [16] observed the growth
and nucleation of electrodeposited ZnO nanostructures using a transmission X-ray
microscope (TXM). TXM has the same advantages and requirements as TEM. The
only relaxation is the dimension of the liquid cell in TXM can be of the order of
millimeters, while for TEM it is of the order of hundred nanometers. Small angle
X-ray scattering (SAXS) is another important X-ray based technique which can act
as a substitute of TEM measurements revealing the changes in particle size during
growth and nucleation [17, 18]. All the above techniques mostly yield information
on real time changes in particle sizes only and cannot throw light on the evolution of
the reduction process that is mainly responsible for the nucleation and growth of
nanoparticles in such systems. Also these techniques cannot find out the coordina-
tion of atoms in clusters, which are formed in the initial phase of the growth and act
as seeds for further growth of the nanoparticles. In this regard, X-ray absorption
spectroscopy has played a crucial role in giving insight into the nucleation and
formation process of nanoparticles from a very different aspect as compared to the
other popular in situ techniques.
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X-ray absorption spectroscopy (XAS), which includes both X-ray near edge
structure (XANES) and extended X-ray absorption fine structure (EXAFS) tech-
niques, is a powerful tool to determine the local structure of atoms in a material. It
gives us information regarding bond distances, coordination number, and disorder of
the neighboring atoms. It does not require any long-range order, therefore can be
extensively used for a wide variety of materials. Also, by implementing specialized
optical and mechanical design, it is possible to record an entire XAS spectrum with
millisecond resolution. This establishes XAS as a fast technique and one of the most
suitable candidates to see the structural changes during a reaction as well as changes
in the oxidation states of the metal cations in situ. Recently, several in situ time-
resolved XAS measurements have been carried out on nanoparticles synthesized by
various routes, viz., Turkevich method by Polte et al. [19] and Lin et al. [20],
Shiffrin-Brust method by Ohyama et al. [21], X-ray irradiation of ionic liquid by
Ma et al. [22], photoreduction by Harada et al. [7, 23–25], polyol synthesis by Boita
et al. [26], block copolymer assisted synthesis by Nayak et al. [27], etc. Through
these experiments the understanding of these processes have been improved which
has ultimately helped to obtain a better yield and size distribution of the
nanoparticles.

Despite the several advantages that have popularized in situ XAS, some chal-
lenges are still there that need to be dealt with. One of the major disadvantages of all
X-ray based techniques is that they give an ensemble average information. There-
fore, if many species are present in the sample, which is the case for most reactions to
be studied in situ, it is very difficult to identify them. Though analysis tools like
PCA, MCR-ALS helps to identify reaction intermediates but they also have limita-
tions. Therefore, several other techniques have also been complemented with time
resolved XAS for simultaneous measurements to get a better insight into the reaction
procedure. For example, Shannon et al. [28] complemented XAS with XRD to study
solid-liquid catalytic reactions to get information on short-range and long-range
structural changes. Tromp et al. [29] have carried out XAS and UV-Vis spectroscopy
simultaneously. Raman, UV-Vis, and XANES have been used simultaneously by
Briois et al. [30], while in situ XAFS, IR, and mass spectroscopy have been
combined for heterogeneous catalysis studies by Newton et al. [31]. Complementary
techniques give a broader view of the system and focus on different aspects of it,
which in turn results in more consolidated conclusions.

In this chapter, we present a detailed account of the developments in experimental
and analytical tools for the application of in situ EXAFS technique in probing the
nucleation and growth of nanoparticles. It should be noted that few reviews are
already available in the literature, which discuss the power of in situ EXAFS. For
example, Newton et al. [6] had discussed the application of in situ EXAFS for
investigating the process of catalysis. This above review published in 2001 deals
with the different experimental setup for time resolved EXAFS, their advantages and
disadvantages, and their application to study homogenous and heterogenous chem-
ical systems. In 2016, Koziej [4] presented a review article to probe nanoparticle
synthesis in solution using in situ hard X-ray spectroscopic techniques, which also
includes XAS. The above review is mainly focused on growth of nanoparticles in
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solution and briefly discussed several experimental techniques like EXAFS,
XANES, and XES, which can be used as an in situ probe. In the present review,
we have solely focused on in situ XAS and its application toward growth and
nucleation of nanoparticles. We have discussed X-ray absorption spectroscopy as a
technique and how it is modified as a fast technique (dispersive-EXAFS and quick
EXAFS setup) for its implementation in in situ studies. The analytical tools for
handling and analyzing the time resolved XAS (TR-XAS) data to predict different
intermediate species have also been elaborately reviewed. Different in situ reaction
cells used not only for TR-XAS experiments but also to complement other experi-
mental techniques with TR-XAS have been introduced. At the end, the results of
different in situ XAS experiments to study the growth of metal and metal oxide
nanoparticles have been mentioned. These include some important experiments from
2010 till date with their key research findings. In nutshell, this chapter gives an
elaborate overview of the success and popularity of in situ EXAFS as a technique to
probe the growth and nucleation of nanoparticles.

4 X-Ray Absorption Spectroscopy

X-ray absorption spectroscopy (XAS) has been developed in the last few decades as
one of the most powerful techniques in determining the local structure around
elements in different sample environments. Due to its high resolution and element
specificity, it has been used extensively as a structural probe in the world of material
science. One of the main advantages of XAS is that no long-range order is required
for structure determination. Therefore, this probe can be used to determine the
structure of nanomaterials, amorphous and disordered solids, liquids, gels, molecular
solutions, liquid crystals, macromolecules containing metallic or heavy atoms (poly-
mers, biomolecules), etc.

X-ray interacts with matter in the form of X-ray absorption, elastic scattering,
ineleastic scattering, and pair production. For the energy range involved in XAS
measurements, the pair production phenomenon is negligible and X-ray absorption,
elastic scattering, and inelastic scattering are the main interactions of X-rays with
matter. In XAS, the X-ray absorption coefficient, μ of a sample is measured as a
function of photon energy over a range of 1000 eVaround the absorption edge of an
element. A typical XAS spectrum can be divided into two regimes: X-ray absorption
near edge apectroscopy (XANES) and extended X-ray absorption fine structure
spectroscopy (EXAFS) as shown in Fig. 6.1. These two regimes involve the same
physical process, i.e., photoelectric effect, but they differ in the energy range of the
emitted photoelectron and hence provide different information regarding the system.

4.1 X-Ray Absorption Near Edge Spectroscopy (XANES)

XANES region extends upto 50 eVabove the absorption edge and gives information
about the external perturbations in the valence states to which electrons make
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transitions from core levels upon absorption of X-ray photons. Hence, XANES can
yield information regarding hybridization of orbitals in case of molecule or long-
range order existing in a crystalline sample apart from the oxidation states of the
absorbing atom in the material. Moreover, the shape of the absorption edge is related
to the density of states available for the excitation of the photoelectrons. The
absorption edges often show features like isolated peaks, shoulders, and strong
peaks just above the absorption edge, popularly known as white line. These features
are characteristic of the density of the unoccupied states to which excited photoelec-
trons may make transitions. Since the density of unoccupied states depends on the
formal valence state, ligand type, and coordination geometry, therefore, XANES
spectroscopy can be used as a fingerprint to identify phases.

An important and common application of XANES spectroscopy is to use the shift
of the absorption edge position to determine the oxidation state of the particular
atomic species. Figure 6.2 shows the XANES spectra of Cr metal foil, Cr2O3 and
CrO3 standards, which contain Cr cations in 0, +3, and +6 oxidation states, respec-
tively. With increase in the oxidation state of the cation, the absorption edge shifts
toward higher energy. Therefore, for an unknown sample, a comparison of the
absorption edge position with that of standards gives the information about the
oxidation state of the cation in the sample. In case of mixed oxidation state, a linear
combination fitting of the absorption edge is used to predict the ratio of valence
states present in the sample. In many cases, isolated peaks appear just before the
absorption edge in the XANES spectra, which are known as pre-edge peaks.
Appearance of the pre-edge peaks depends on the centrosymmetry of the coordina-
tion environment and hybridization of orbitals of the cations. For example, in

Fig. 6.1 A typical XAS spectrum
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Fig. 6.2, CrO3 which contains Cr(VI) cation shows a strong pre-edge peak. This peak
corresponds to electron transition from 1 s to 3d orbital, which is not an allowed
transition. However, the tetrahedral coordination of Cr(VI) facilitates the hybridiza-
tion of the 3d and 4p orbitals, which makes the transition allowed. The octahedral
Cr(III) cation in Cr2O3 having centrosymmetry does not allow the hybridization of
the 3d orbitals, hence do not have the pre-edge peak. In case of Cr, the pre-edge peak
can be used to determine the presence of Cr (VI) and Cr(III) species.

4.2 Extended X-Ray Absorption Fine Structure Spectroscopy
(EXAFS)

The EXAFS region, which spans from 50 eV to 800 eV above the absorption edge,
consists of fine structure oscillations arising due to back scattering of outgoing
photoelectron by neighboring atoms and can give precise information regarding
the short-range order and local structure around the particular atomic species in the
material. Though the EXAFS oscillations were observed by scientists way back in
1930s, a robust theoretical formulation was established by Sayers et al. [32, 33] for
this phenomenon in 1971, which also provides a way to derive meaningful param-
eters from the EXAFS oscillations. However, this technique becomes popular only
with the advent of modern synchrotron sources. One of the prerequisite of EXAFS
measurement is the availability of an intense and energy-tunable X-ray source. The
background radiation from a laboratory based X-ray tube source offers a very weak
tunable X-ray continuum, and this had been a serious limitation in obtaining EXAFS
spectrum of reasonable quality till a long time. The availability of modern bright

Fig. 6.2 Cr K edge XANES spectra of standard Cr metal and oxides
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synchrotron radiation sources since 1970s has removed this experimental difficulty
and since then EXAFS has emerged out to be one of the most powerful tools for local
structure determination. Presently, many synchrotron sources around the world are
operational round the clock. Some examples are Spring 8 (8 GeV) in Japan, ESRF
(6 Gev) in France, APS (7GeV) in USA, etc. Most of the synchrotron facilities have
beamlines for EXAFS measurements which are being used extensively by
researchers.

A quantum mechanical approach is needed to understand the origin of EXAFS
oscillations. In photoelectric effect, an X-ray photon with sufficient energy is absorbed
in the sample and an electron is emitted from the core shells of the atoms. The emitted
electron, known as photoelectron, can be represented as an outgoing wave for an
isolated atom. When the absorbing atom is surrounded by other atoms, the outgoing
photoelectron wave is scattered by these surrounding atoms. The interference between
the outgoing and scattered photoelectron wave causes an energy dependent variation
in the X-ray absorption coefficient in accordance with the Fermi’s golden rule, which
are generally referred to as EXAFS oscillations. Since the EXAFS oscillations arise
due to the presence of neighboring atoms, they can be analyzed to extract information
like bond distances, coordination numbers, and disorder factor of neighboring atoms
with respect to the absorbing atom [34, 35].

The EXAFS spectra can be theoretically represented by the EXAFS equation,
which is written as a contribution of all scattering paths of the photoelectron.

χ kð Þ ¼
X

j

S20Nj

kR2
j

f j kð Þ�� ��e�2Rj=λe e�2k2σ2j sin 2kRj þ δj kð Þ� �
(6:1)

where Nj is the number of atoms in the jth coordination shell, and σ2j is the mean

square variation of distances about the average Rj of atoms in the jth shell. The terms
fj(k), δj(k), and λe are the effective scattering amplitude, phase shift, and the mean

free path of the photoelectron. k is the photoelectron wave vector, defined as k

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m E�E0ð Þ

ℏ2

q
, where E is the incident photon energy and E0 is the binding energy of

the core shell electron. Equation 6.1 is the classic EXAFS equation proposed by
Stern, Sayers, and Lytle [32, 33] for an unoriented sample with Gaussian disorder
with corrections for many body effects incorporated.

5 Experimental and Instrumental Methodologies

XAS can be measured either in transmission or fluorescence geometries. Transmis-
sion mode simply involves measuring the X-ray flux before and after the beam is
passed through a homogeneous sample. Under these conditions, the absorption
coefficient is expressed in terms of the transmitted flux I and the incident flux I0
by Beer Lambert Law:
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μt ¼ ln
Io
I

� �
(6:2)

Transmitted mode measurements are useful for uniformly thick bulk samples
having optimum concentration of the absorbing species.

In X-ray fluorescence, a higher energy core-level electron fills the deeper core
hole created by X-ray absorption, ejecting X-ray photons of well-defined energy.
Since the fluorescence process is a secondary process of photoelectric absorption, all
the features of the absorption spectra of a sample get reflected in its fluorescence
spectra also and hence fluorescence spectra can also be used to study the EXAFS
oscillations. In fluorescence mode, one measures the incident flux I0 and the fluo-
rescence X-rays If that are emitted following the X-ray absorption event and follows
the relation:

μ / If=Io (6:3)

The fluorescence mode is suitable for dilute samples, liquid samples, thin films on
thick substrates, etc. In this measurement, usually the fluorescence detector is placed
at 90� to the incident beam in the horizontal plane, with the sample at an angle
(usually 45�) with respect to the beam. The fluorescence is emitted isotropically, and
every effort is made to collect as much of the available signal as possible by
increasing the solid angle of the detector. The scattered beam, on the other hand, is
actually not emitted isotropically because X-rays from synchrotron are polarized in
the plane of the synchrotron. It means that elastic scatter is greatly suppressed at
90 degrees to the incident beam, in the horizontal plane. Energy discrimination is
also important because it can potentially allow us to completely suppress the
scattered peak and other fluorescence lines, and collect only the intensity of the
fluorescence lines of interest. This would greatly suppress the background intensity
and increase the signal-to-noise level. Energy discrimination can be accomplished
either physically, by filtering out unwanted emission before it gets to the detector by
using a Z-1 filter, or electronically after it is detected. The two configurations
(transmission and fluorescence) of EXAFS measurements are shown schematically
in Fig. 6.3.

Subsequent to recording of the absorption spectra, the EXAFS oscillations need
to be extracted from the absorption spectra. This involves the normalization of the
absorption spectra to unit edge step, background subtraction, conversion from
energy to k space, and Fourier transform to R space which gives the radial distribu-
tion function. The energy dependent EXAFS function χ(E) is defined as follows:

χ Eð Þ ¼ μ Eð Þ � μ0 Eð Þ
Δμ0 E0ð Þ (6:4)

where E0 is the absorption edge energy, μ0(E0) is the bare atom background, and
Δμ0(E0) is the step in the μ(E) value at the absorption edge. After converting the
energy scale to the photoelectron wave number scale (k) as defined by,
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k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m E� E0ð Þ

ℏ2

r
(6:5)

the energy dependent EXAFS χ(E) has been converted to the wave number depen-
dent EXAFS χ(k), wherem is the electron mass. Finally, χ(k) is weighted by knwhere
n is chosen from 1 to 3, to amplify the oscillation at high k and the functions χ(k)kn

are Fourier transformed in r space to generate the χ(r) versus r (or FT-EXAFS
spectra) plots in terms of the real distances from the center of the absorbing atom.
The experimental χ(r) versus r plots are then fitted with theoretically simulated χ(r)
versus r plots generated assuming a structure model, which provides the physical
parameter values of the system as results of the fitting.

Various software packages are available for processing and analyzing EXAFS
data, for example, IFEFFIT [36], EXAFSPAK [37], GNXAS [38], UWXAFS [39],
etc. IFEFFIT is an open source program, which includes Athena subroutine for data
processing and Artemis subroutine for data fitting. A simple flow chart depicting the
data analysis methodology using IFEFFIT is given below (Fig. 6.4):

The raw experimental EXAFS data needs some preprocessing before a meaning-
ful data analysis can be carried out to extract relevant information. The data
processing includes several steps like conversion of raw data to μ(E) spectra,
background subtraction, energy calibration of spectra, alignment of data, use of
reference spectra, deglitching (i.e., the removal of spurious points from spectra),
merging of data by calculating the average, and standard deviation at each point in a
set of spectra and finally Fourier transformation and plotting. These operations were
performed by the data processing software code “Athena.” Once the raw data is
processed appropriately, it is used in the software code “Artemis” for generating and
fitting by a theoretical model.

Synchrotron

Synchrotron

Double Crystal
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Double Crystal
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If
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Fig. 6.3 Schematic setup of transmission and fluorescence mode EXAFS measurement
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The theoretical EXAFS data is the summation of EXAFS data simulated for
different scattering paths. Each scattering path has a degeneracy N (the number of
equivalent atoms in single scattering paths), an effective distance R (half path-
length), and a mean square variation parameter σ2, as mentioned in the EXAFS
equation (Eq. 6.1). Once calculated, each of these paths can be easily modified
during fitting of the experimental data to give different values of the parameters N, R,
σ2, and even E0. Of the remaining parameters in Eq. 6.1, f(k) and δ(k) (the scattering
amplitude and phase shift due to the neighboring backscattering atom, respectively)
and the photoelectron mean free path λ(k) are calculated theoretically. The parame-
ters that are often determined from a fit to the EXAFS spectrum affect either the
amplitude of the EXAFS oscillations (N, S20, σ

2) or the phase of the oscillations (ΔE0

and ΔR, the energy shift, and the change in half path length, respectively). Since
EXAFS data is limited by a finite k and r ranges, therefore, there is a limit to the
number of parameters that can be extracted from the analysis of EXAFS data.
Information theory is used to correlate the amount of information in the original
EXAFS spectrum to the information in Fourier transform spectrum as determined
from the Nyquist theorem [40]:

Nind ¼ 2ΔkΔr
π

(6:6)

where Nind is the number of independent points, Δk is the Fourier transformed data
range, and ΔR is the region used in EXAFS data analysis. Therefore, the number of
fitting parameters of the EXAFS data should always be less than the number of
independent points. The goodness of the fitting of EXAFS data is generally
expressed by the Rfactor which is defined as:

Rfactor ¼
X Im

�
χdat rið Þ � χth rið Þ� 	

2 þ Re
�
χdat rið Þ � χth rið Þ� 	

2

Im
�
χdat rið Þ� 	

2 þ Re
�
χdat rið Þ� 	

2
(6:7)

where, χdat and χth refer to the experimental and theoretical χ(r) values, respectively,
and Im and Re refer to the imaginary and real parts of the respective quantities. In
general, the value of Rfactor factor less than 0.05 is considered as a reasonable fit.

Fig. 6.4 Flow chart showing data reduction and fitting using IFEFFIT
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5.1 Time Resolved X-Ray Absorption Spectroscopy (TR-XAS)

Conventional EXAFS measurement takes almost an hour to measure one complete
spectrum with an acceptable S/N ratio of 103 or better and upto a reasonable k range
of 12 Å�1. This is done by step-wise scanning of the whole energy range of 1000 eV
around the absorption edge. Therefore, the conventional step-wise scanning mea-
surement is not at all suitable for time resolved studies, which needs second or
millisecond resolution for data acquisition, and two alternative modes of measuring
fast EXAFS spectra are: quick EXAFS(QEXAFS) and dispersive EXAFS
(DEXAFS). Both of these modes have their own advantages and disadvantages [6].

5.1.1 Quick XAFS (QXAFS)
QEXAFS [41, 42] is a modified version of the conventional EXAFS measurement
mode, which is optimized to reduce the measurement time of an EXAFS spectrum. In
QEXAFS, XAFS spectrum is recorded during quick scanning of the monochromator.
Therefore, this is limited by the speed of the monochromator movement achievable,
the integration time required per point to achieve acceptable statistics, and the
reproducibility of the monochromator movements in both forward and reverse direc-
tion. QEXAFS uses a specialized monochromator that allows fast and repetitive
energy scans by oscillating the monochromator crystal. In this monochromator,
channel cut crystals aremounted on a stage, which in turn is connected to a goniometer
with fast movements that moves the crystal to the desired Bragg angle [43]. Figure 6.5
shows the schematics of the QEXAFS monochromator. The smooth oscillation of the
monochromator crystal results in a continuous change of the Bragg angle and the
reflected energy, which reduces the time of measurement to seconds. Recently, this
technique has been improved to give millisecond time resolution [44, 45]. However,
improved time resolution has led to new disadvantages such as loss of the fixed exit
and a limited choice of energy range. One of the main advantages of QEXAFS
technique is that it can measure very dilute sample or thin film samples using
fluorescence mode of EXAFS measurement. Therefore, it can be extensively
used for quick surface EXAFS measurements to study the in situ growth of thin
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Fig. 6.5 Schematic of
QEXAFS monochromator
(Taken from Fonda et al.
[43]. Reproduced with
permission of the
International Union of
Crystallography)
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films. Some examples of the QEXAFS measurement facilities are super XAS
beamline at Swiss light source [44], BM29 at ESRF [45], ROCK beamline at Soleil
synchrotron source [46], etc.

5.1.2 Dispersive XAFS (DXAFS)
In dispersive EXAFS, on the other hand, a band of X-ray energies are dispersed as
well as focused on the sample using a long bent crystal (polychromator) and the
transmitted and spatially dispersed defocused beam is detected on a position sensitive
detector (PSD) as shown in Fig. 6.6 [47]. This mode of measurement demands high
temporal and spatial beam stability. Since, the focused band of energies will always
be associated with some defocussing aberrations, therefore, the uniformity of the
sample is very crucial in this mode. The measurements are possible only in transmis-
sion mode; therefore, very dilute samples or surface studies using fluorescence mode
is not possible in this technique. Since the whole spectrum is recorded in a single shot
using a PSD, therefore, the time resolution of this mode is only limited by the
integration time of the detector. Hence, using this mode it is possible to reach
microseconds resolution. One of the major advantages of the DEXAFS technique is
that the data is not affected by the noise generated from mechanical movements since
there is no moving mechanism during the course of data acquisition. Another
tempting advantage of this technique is since it focuses and measures a band
simultaneously; therefore, for multi element system, different edges can be measured
simultaneously at one shot. However, since the incident flux and the transmitted flux
cannot be measured at the same instant of time and have to be measured with and
without the sample separately, it is affected by the fluctuations in the synchrotron
beam. Another major disadvantage of this technique is that for energies less than
5 KeV, the energy band available is not wide enough to record the full EXAFS
spectrum and therefore only XANES information can be achieved for elements
having edges at lower X-ray energies. Though DEXAFS gives a high time resolution,
the measurable range energy and k range are intrinsically limited by the optics of the
beamline, which ultimately affects resolution of the radial distribution function of the
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Fig. 6.6 Schematic optical
layout of a typical dispersive
EXAFS setup
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FT-EXAFS spectrum. Therefore, data upto only two coordination shells can gener-
ally be extracted by DEXAFS, whereas upto three coordination shell can be extracted
using QEXAFS technique. Due to the short analyzable range, the error in the reported
values increases. Thus to summarize, though DEXAFS has lesser spatial resolution
and more errors in the reported value, it offers much lower acquisition time scales to
study fast processes [6]. Some examples of the DEXAFS measurement facilities are
NW2A at photon factory, ID24 at ESRF, and BL-08 at Indus-2 [48].

5.2 Analytical Tools for TR-XAS

The popularity of in situ and in-operando XAS techniques increases with increase in
instrumental performance, which results in sub-second time resolution measure-
ments. In these experiments, XAS data were collected as a function of time while
chemical or physical changes occur in the samples. Such an experiment generally
results in accumulation of large number of XAS data sets and handling and analyz-
ing such a large number of data sets became a challenge for TR-XAS measurements.
Different approaches were used not only to analyze such a data set effectively, but
also to differentiate different species formed during the time evolution of the sample.
One of the methods is examination of isosbestic points [49]. Isosbestic points are the
points where all spectra intersect. Presence of one or more isosbestic points implies
the direct transformation of reactants to products without the formation of any
intermediate species. However, their absence indicates the presence of intermediates
in the reaction. This can give us an idea about the presence of intermediate species,
but do not give any quantitative information regarding the number or structure of
intermediates. For quantitative analysis, methods like linear combination fitting
(LCF) are used to reproduce the data set as a linear combination of known standard
spectra. This can be used to identify known species formed during the reaction. More
sophisticated analytical tools based on linear algebra like principal component
analysis (PCA) were used to determine the number of species formed during
chemical reaction without using any standard. Chemometric method multivariate
curve resolution-alternating least squares (MCR-ALS) is also applied to XAS data
set to identify different species formed during a reaction. These analytical tools have
made the analysis and handling of TR-EXAFS data very easy and efficient.

5.2.1 Linear Combination Fitting (LCF)
Linear combination fitting (LCF) is to reproduce a set of data as a linear combination
of some standard data. The prerequisite for this fitting is the linear structure of the data,
which is obeyed for the X-ray absorption coefficient. Therefore, the total absorption
coefficient can be written as a sum of coefficients for all the species in the sample.

μsample ¼
X
i

xi μi (6:8)

where, xi are the fractions of the species present in the sample, and μi are the standard
XANES spectra. LCF involves modeling the spectrum for a sample of unknown
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chemical speciation using spectra from representative standards. LCF subroutine
available in XAS data analysis programs like Athena [50] and Sixpack has been
extensively used in XAS analysis. The main limitation of LCF is the need of
reference spectra of all the species having similar energy resolution and consistent
normalization. Therefore, it can be used only for systems where the species in the
sample are well known.

5.2.2 Principal Component Analysis (PCA)
Principal component analysis [51] (PCA) is a linear algebra based method to analyze
a series of related data. Each data is represented as a vector in n dimensional space
where n is the number of data point in a spectrum. If the measured data set contains
m number of data, then it can be expressed in terms of m orthogonal basis vectors,
referred as components. The basis vectors are the eigenvectors of the data matrix,
D(m,n). Ignoring the eigenvectors with small eigenvalues, minimum number of
eigenvectors (mc) is chosen to represent the measured data set as a linear combina-
tion. These eigenvectors are known as principal components of the measured data
set. To determine the least number of principal components a graphical method
referred as “screen test” is generally used, where the eigenvalues are plotted in
decreasing order and the number of principal components is chosen where the curve
levels off to linear decline. The mc number of principal components, which are
required to reconstruct the data set within experimental noise, corresponds to the
number of distinct species which contribute to the dataset. Thus, it gives us a way to
determine the number of different species without any a priori knowledge about the
identity of the species. However, the number of principal components is not neces-
sarily equal to the number of different chemical species contained within the set of
samples because the chemical species are not necessarily unique. The necessary
condition for the success of PCA is the presence of distinctly different features in the
spectra of each individual species. The next step in PCA is target transformation to
relate the principle components to physical standards. Target transformations test the
likelihood of a given standard spectrum to explain the variance in the set of spectra,
and thereby identify the standards that most likely represent the data set. Because
PCA relies on standard spectra, the same precautions used to interpret LCF apply.

Recently, PCA is used extensively for analyzing TR-XAS data [52, 53]. Wang
et al. [53] has applied PCA analysis to in situ TR-XAFS data of reduction and
re-oxidation reaction of Cu doped Ceria. They have used theoretical modeling to
identify the intermediate phases. Fig. 6.7a shows the variation of the XANES spectra
during the reaction and Fig. 6.7b shows the first five components sorted in
descending order of their respective eigenvalues. The first three components appear
to be sufficient to reproduce the spectra. However, the data were fitted with different
number of principal components as shown in Fig. 6.7c, e and the fit residuals were
plotted in Fig. 6.7d, f. From Fig. 6.7d, it is evident that when fitted with two
components there is a misfit which is most prominent between t = 660–990 s.
However, the fit quality greatly improves when three principal components are
used to reproduce the spectra and the fit residuals are within noise limit. Therefore,
this establishes the presence of intermediate and the time t* when the intermediate
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dominates is the maxima of the residual plot when fitting is done with two compo-
nents. The EXAFS spectra, μint recorded at t* corresponds to the intermediate
species. The EXAFS spectrum of the intermediate species is analyzed to identify
the species.

Fig. 6.7 PCA illustrating the method of trapping a reaction intermediate: (a) TR XANES of H2

reduction of Ce0.8Cu0.2O2 showing the structural evolution during the reaction (the arrow indicates
reaction direction); (b) the first five components from PCA calculation weighted by eigenvalues; (c)
representative spectrum (in dots) superimposed with the linear combination of two components (solid
line); the arrows point to the largest misfits; (d) residual plots resulted from a two component fit (the
arrow points to the time stamp (t*) of intermediate); (e) representative spectrum (dots) superimposed
with the linear combination of three components (solid); (f) residual plot resulted from a three
component fit (Taken fromWang et al. [53]. Reproduced with the permission of AIP Publishing)
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5.2.3 Multivariate Curve Resolution with Alternating Least Squares
(MCR-ALS)

MCR-ALS is a chemometric method for the resolution of spectroscopic data of time-
evolving systemwithmulticonstituents [54, 55]. The basic assumption of this method
is the linear structure of the data set. The experimental data are first represented in a
matrix form, called D(m, n), in which the m is the number of XAS spectra recorded
and n is the number of data points of XAS data in terms of energy. Matrix D can be
expressed in terms of matrix containing the concentration profiles C(m, k) and the
matrix containing XAS spectra ST(k, n) of the k species in the unknown mixture.

D ¼ CST þ E (6:9)

The matrix E(m,n) is the residual variation of the data. The matrices C and ST

follow physically and chemically meaningful constraints. As a first step for applying
MCR-ALS, we need a priori information about the number of species, which is the
rank k of the matrices C and ST. The PCA algorithm discussed in the earlier section
helps us to find the rank k, which is the minimum number of orthogonal components
required to reproduce the data set. Once the rank is determined using PCA, the
MCR-ALS algorithm can be applied with initial estimates of C and ST matrices. The
alternating least square (ALS) optimization of the matrices C and ST is done
iteratively applying the following constraint.

min║D-CST║2 (6:10)

Iterations are done alternatively on matrix C and ST, while fixing the remaining
parameters according to the following steps.

(a) Given D and the initial estimate of ST, a minimization of C is carried out by the
least square calculation considering relation (6.10) and the constraints for
matrix C.

(b) Given D and the so-calculated C matrix, a minimization of ST is carried out by
the least square calculation considering relation (6.10) and the constraints for ST.

(c) Then the reproduction of D using matrices C and ST determined in steps (a) and
(b) is done. If the convergence criterion is fulfilled, the process is finished. If not,
the program goes back to step (a).

This iterative process gives the constituent species of the mixture and their
concentration profiles with time. Recently, MCR-ALS has emerged out to be as a
popular analytical method, which is effectively applied to the analysis of in situ
XAS data.

5.3 Complementary Techniques

Understanding the kinetics and reaction mechanism of different processes remained
a challenge for a long time. This is mainly because of the scarcity of suitable
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technique that can probe the system during evolution and provide necessary infor-
mation to understand the evolution process. However, no technique is self-sufficient
and every technique helps us to understand only a part of the system. In case of
complicated studies, where many species are involved, the analysis and conclusion
become very challenging. Therefore, it is always better to rely on more than one
technique to have a broad and better understanding of the processes. With this point
of view, often several other techniques have been complemented with TR-XAS for
simultaneous measurements to get a better insight into the reaction procedure.
UV-Vis spectroscopy is often complemented with XAS measurement while studying
the growth of nanoparticles. Growth of gold and platinum nanoparticle formation
has been studied simultaneously by these techniques by several researchers. Stotzel
et al. have used QEXAFS and UV-Vis techniques simultaneously to monitor the
growth of TiO2 nanoparticles [56]. This combination of techniques gives informa-
tion not only about the local structure of different species in the solution but also
about their optical properties. Polte et al. [19] have combined XANES and SAXS to
study the growth of gold nanoparticles, which has helped to determine the changes in
oxidation states of gold cations concurrently with shape, size, and polydispersity of
the nanoparticles formed. In situ XRD and XAS are combined to observe the ZnO
nanoparticle encapsulation into Zeolite-Y with heating upto 550 �C [57]. This
combination gave insight into short-range and long-range structural changes in the
samples. The experimental setup for combined XAFS-XRD measurement [58] has
been shown in Fig. 6.8.

Many other techniques were also complemented to TR-XAS like IR spectroscopy
[31], Raman spectroscopy [30], Mass spectrometry [31], etc. Briois et al. [30]
studied oxidation of ethanol by cerium based catalysts using combined Quick-
XANES, UV-Vis, and Raman spectroscopies. Newton et al. [31] complemented
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Fig. 6.8 Schematic of setup for simultaneous measurement of XRD and XAS (Taken from Couves
et al. [58]. Adapted by permission from Macmillan Publishers Ltd: [Nature], copyright 1991)
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FT-IR, dispersive EXAFS, and mass spectrometry techniques to investigate the
structural changes in Rh-based catalysts during NO reduction of CO. These three
techniques helped to correlate the surface speciation, local structure, and catalyst
activity of the catalysts. Complementary techniques give a broader view of the
system and focus on different aspects of it, which in turn results in more consolidated
conclusions.

5.4 In Situ Cell Designs

Depending on the complicacies of the system to be studied, different in situ cells
have been proposed. Most of the cells consist of two windows, which can be
adjusted depending on the path length of X-ray required.

EXAFS measurement cell reported by Boita et al. [59] consists of a modified
Schott Duran glass bottle that houses two hollow Teflon pistons. Each piston has a
Kapton window attached at one end, and by moving the pistons in or out of the cell
one may adjust the probed thickness of the liquid (i.e., the X-ray path) from 0.1 to
12 mm and thereby, optimize the edge jump. A magnetic stirrer can be placed under
the reaction cell to rotate a magnetic bar placed in the solution and homogenizing it
during the measurements. This setup, shown in Fig. 6.9a, also allows heating of the
solution up to 423 K.

Many times the cells were modified to accommodated different complementary
techniques along with EXAFS. For example, Stötzel et al. [56] have reported an in
situ cell for simultaneous measurement of UV-Vis and QEXAFS data at low

Fig. 6.9 Specially designed cell for in situ XAS measurement (a) (Taken from Boita et al. [59],
Reproduced with permission of the International Union of Crystallography) (b) (Taken from Stötzel
et al. [56]. Reprinted with permission from American Chemical Society, Copyright 2010)
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energies. This cell provides a thin layer of solution in the path of the X-rays and
enables the user to add water solution through a hole in the top of the cell. This hole
is also used to insert the immersion probe of the UV-Vis spectrometer inside the
solution without disturbing the X-ray experiments and vice versa. It is possible to
heat and mix the solution in the cell using a magnetic stirrer with integrated heater,
while the water solution could be added drop by drop with a peristaltic pump. The
windows of the cell are polyethylene foils with a thickness of 10 μm, and the gap
between them can be reduced by a thread to a few tenths of a micrometer. Fig. 6.9b
shows the photograph of the experimental setup.

Staniuk et al. [60], on the other hand, have reported a cell for insitu XAS/powder
XRD measurement which allows heating of the reaction solution with heating rate
comparable to that of the CEMmicrowave. The measurement cell is assembled from
three distinct parts (Fig. 6.10). The container for the reaction solution consists of
PEEK, confining the sample at the bottom part and facing the fluorescence detector
by a thin window (wall thickness of 0.5 mm). The PEEK container is fitted into a
brass housing and sealed with a cap pressed against the top of the sample container
by four screws. Tightly adapted alumina bricks surrounding the brass housing
thermally isolate the measurement cell for better temperature control. A temperature
sensor right at the bottom of the PEEK container controls the resistive heating of the
reaction solution via a feedback loop and the sample was constantly irradiated during
the time of reaction. PXRD and XAS data were recorded using a two-dimensional
X-ray detector and fluorescence detector, respectively.

Nayak et al. [27] have designed a cell for simultaneous measurements of EXAFS
and UV-Vis spectra during growth of nanoparticles. The reaction cell is made up of
Teflon and has paths for both X-rays and UV–Vis radiation in mutually perpendic-
ular directions. X-rays are transmitted through Kapton windows while the optical
light is passed using optical fibers, which are capped with Teflon ferrules and are
directly immersed into the solution. The cell has been designed and fabricated in
such a way that the optical paths can vary from 5 mm to 20 mm for X-rays and from
2 mm to 20 mm for UV–Vis radiation. The volume of the cell varies according to the
adjustment of the Kapton windows and optical fibers. The in situ reaction cell is
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radiation

cell for
insitu study

beam path

beam spot

Fig. 6.10 In situ XAS/
powder XRD measurement
cell (Taken from Staniuk et al.
[60]. Reprinted with
permission from American
Chemical Society, Copyright
2014)

208 C. Nayak et al.



placed on a magnetic stirrer-cum-heater for mixing and heating the reaction solution.
The precursor is taken in the Teflon reaction cell and the respective reducer is
injected into it through a Teflon tube using a computer controlled motor-driven
syringe pump. Figure 6.11 shows the photograph of the experimental setup.

Flow setups have also been proposed where the reaction chamber and measure-
ment chambers are separated as shown in the schematic shown in Fig. 6.12 [61]. In
this setup, a reaction vessel is used for adding reactant, stirring and mixing, and the
reaction solution is pumped to the measurement cell using a peristaltic or gear wheel
pump where XAS and UV-Vis measurements were carried out. This setup is
proposed to study slow homogeneous reactions where mixing of reactants are
important. Yao et al. [62] have used a flow setup for in situ XAFS measurement to
study growth of gold nanoparticles. The separation of the reaction chamber and
measurement chamber facilitates the creation of different reaction conditions without
disturbing the measurement setup.

6 Key Research Findings

6.1 Growth of Metal Nanoparticles

In 2010, Polte et al. [19] did in situ XANES measurements along with SAXS on
levitated sample droplets to investigate the growth of gold nanoparticles by citrate
synthesis. Though citrate synthesis was proposed by Turkevich in the year 1951, the
mechanism of formation of nanoparticles through this route was not clear for a long
time. In this experiment, liquid samples were extracted from the reaction solution at

Fig. 6.11 In situ reaction cell for simultaneous measurements of EXAFS and UV-Vis spectra
(Taken from Nayak et al. [27]. Reproduced with permission of the International Union of
Crystallography)
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different times and placed as a droplet in the acoustic leviator for SAXS and XANES
measurements. The XANES data were analyzed by fitting each spectrum as a linear
combination of the initial state and the final state. From this study a four step
mechanism of gold nanoparticles formation could be proposed, comprising of fast
initial formation of small nuclei, coalescence of the nuclei into bigger particles, slow
growth of particles sustained by ongoing reduction of gold precursor, and subse-
quent fast reduction ending with the complete consumption of the precursor species
as shown in Fig. 6.13.
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Fig. 6.12 Schematic diagram of the setup separating reaction and measurement cells (Taken from
Bauer et al. [61]. Reproduced with permission of the International Union of Crystallography)
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Fig. 6.13 Schematics of Au nanoparticles growth in citrate reduction (Taken from Polte et al.
[19]. Reprinted with permission from American Chemical Society, Copyright 2010)
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In 2011, Ohyama et al. [21] have carried out another experiment to understand the
reduction of gold by sodium borohydraide (NaBH4). Au nanoparticles were prepared
by NaBH4 reduction of HAuCl4 in toluene, in the presence of dodecanethiol (DT).
This synthesis is popularly known as Shiffrin–Brust method [62]. Au L3 edge
QEXAFS measurements were carried out in transmission mode with millisecond
time resolution. A series of XANES spectra were analyzed to clarify the variation of
the chemical state of Au atoms and the formation process of Au nanoparticles. The
XANES spectral changes revealed that Au nanoparticles are formed by the reduction
of the solution containing an equal quantity of Au3+ and Au+ ions. The signature for
formation of Au was observed at 4.6 s. This is one of the first reports of observation
of nuclei in formation process. From the EXAFS analysis, the structure of the Au
nuclei is estimated to be an Au4 cluster with an fcc crystal system.

In 2013, Ma et al. [22] reported the evolution of gold nanoparticles in ionic liquid
by hard X-ray irradiation. Synchrotron hard X-ray not only acts as the radiation
source, which causes the reduction of Au3+ ions, but also acts as a probe to study the
whole process in realtime by QEXAFS. Figure 6.14 shows the in situ XANES
spectra recorded during irradiation of the reaction solution. As the irradiation time
increased, a decrease in intensity can easily be found at the white line peak
(11922.6 eV), which is due to the electronic transition from the 2p3/2 core-level
state to a vacant 5d state. There is no white line peak in the XANES spectrum of Au
foil since the 5d state of Au0 is fully occupied. Therefore, the intensity of this peak
declined rapidly as Au was reduced from trivalent to zerovalent state. Another
characteristic peak assigned to Au0 in the energy region from 11,940 eV to
11,950 eV appeared and increased gradually. The features of the spectra gradually
became close to that of Au foil. From EXAFS analysis, a new hypothesis and
reaction mechanism has been proposed to explain the generation progress of gold
nanoparticles. The initial breaking of the Au–Cl bond differentiates this irradiation
method from traditional chemical methods. Intermediates like AuCl3, AuCl2, and
Cl2Au-AuCl2 clusters have also been predicted.

Yao et al. [63] performed an in situ QEXAFS measurement using a continuous
flow experimental setup for studying the nucleation and growth of gold nano-
particles in aqueous solution, reduced by citric acid and stabilized by PVP. The
XANES and EXAFS data are shown in Fig. 6.15. The analysis of XAFS data
indicates that the partially reduced AuCl3� ions are combined through the slightly
elongated Au-Au bond to form the AunCln+x complex clusters rather than to form
Aun

0 clusters. These complex clusters play an important role in delaying the growth
phenomenon and inducing the eventual coalescence.

The growth of Pt nanoparticles by polyol synthesis was studied by Boita et al.
[26]. This method basically consists of mixing two ethylene glycol solutions, one
containing polyvinylpyrrolidone, sodium citrate, and ascorbic acid, and the other
containing the metallic precursor and potassium hexachloroplatinate. In situ
DEXAFS measurements of the reaction solution were performed at the specially
designed cell shown in Fig. 6.8a. A linear combination fitting of the XANES spectra
using the initial (Pt+4) and final (Pt0) spectra were done to obtain the detailed time
evolution of the zerovalent Pt fraction. The XAFS analysis could distinguish three
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different stages in the synthesis process: a fast nucleation event, followed by
diffusion-limited Ostwald ripening growth (R/t1/3), where R is the radius of the
particles and t is the reaction time, and subsequent slow growth and stabilization of
nanoparticles. The experiment also gave an evidence of Lamer nucleation burst
scenario.

Nayak et al. [27] have studied the growth of gold and platinum nanoparticles
stabilized by block copolymer. The nanoparticles were synthesized in a specially
designed Teflon cell described in Sect. 5.4 (Fig. 6.11) and dispersive EXAFS and
UV-Vis measurements were carried out simultaneously. LC fitting has been done to
the XANES spectra which gave realtime information on the reduction process. The
EXAFS spectra reveal the different stages of nucleation and growth and the structure

Fig. 6.14 In situ XANES spectra recorded during synthesis of Au nanoparticles by photoreduction
method (Taken from Ma et al. [22]. Reproduced with permission from the PCCP Owner Societies)
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Fig. 6.15 Dynamic nucleation and growth of Au NCs studied by TEM and in situ XAFS. (a) TEM
images of Au NCs obtained at different times for 30 and 120min. (b) Time variations in normalized Au
L3-edge in situ XANES and (c) k2-weighted EXAFS Fourier transforms (FTs) spectra. The insets show
the typicalAuL3-edgeXAFS spectra at different reaction time. (d) Some typicalXANES spectra and (e)
the corresponding FTs spectra for comparison. (f) XANES calculations for various Au clusters (Taken
from Yao et al. [63]. Reprinted with permission from American Chemical Society, Copyright 2010)
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of the clusters formed at the intermediate stages of growth. From the EXAFS
analysis it has been found that the metal-metal bond coordination number shows
abrupt discontinuities which corresponds to the formation of some stable clusters.
The growth kinetics of both Au and Pt nanoparticles are found to be almost similar
and are found to follow the three stages viz. (i) reduction of metal ions by block
copolymer and formation of small cluster of typical five co-ordinations,
(ii) absorption of block copolymer and reduction of metal ions on the surface of
the cluster and increase in cluster size, and (iii) growth of metal nanoparticles
stabilized by block copolymer. This was observed in the above study that the time
scale involved in the 2nd and 3rd stages of the nanoparticle formation are similar for
both gold and platinum nanoparticles since these stages are mainly governed by the
block copolymer which is same in both the cases. However, the 1st stage of
nucleation takes place earlier in case of Au than in case of Pt due to the difference
in the reduction potential of the respective precursors. In both the cases, 12 atoms
clusters are formed which act as seeds for further growth. However, for gold, these
12 atoms cluster first grows into the magic number 13 atoms cluster and then
147 atom clusters which further grows into gold nanoparticles. For platinum, the
12 atoms cluster grows into the magic number 55 atom cluster which further grows
into platinum nanoparticles. The first two stages of the growth of Au and Pt
nanoparticles as obtained by in situ XAS measurements are also corroborated by
simultaneous in situ measurement of UV-Vis spectroscopy.

Harada et al., on the other hand, studied the growth of metal nanoparticles by
photoreduction. The precursor solution in PVP is irradiated with a 500 W super-
high-pressure mercury lamp. The growth of Au, Pt, Ag, Rh, and Pd nanoparticles are
studied by in situ EXAFS. For Au nanoparticles [25], it has been found that the
photochemical reduction results in the formation of Au2+ intermediates and Cl
radicals. Formation mechanism comprising of three main steps has been proposed
in the above paper: (1) The bond of Au-Cl rapidly dissociates due to the reduction
from AuCl4

� to AuCl2
�. (2) This is followed by reduction of AuCl2

� to Au0 with
the formation and growth of Au metal particles, the reduction from AuCl2

� to Au0

being much slower than that from AuCl4
� to AuCl2

�. (3) On the prolonged
photoirradiation, AuCl2

� is completely consumed, and the growth process of Au
metal particles is observed. From the Pt nanoparticles formation studies [23], it has
been found that the formation in the photoreduction process is constituted of three
elementary stages, reduction-nucleation, autocatalytic surface growth on nucleates,
and Ostwald ripening based growth. The initial nucleation stage for the formation of
Pt4 nuclei is evidenced from the CN (around 3–4) of Pt � Pt bond pair, and the
aggregative particle growth including the autocatalytic reduction of Pt ionic species
on the surface of Pt4 nuclei proceeds with irradiation time to produce particles with
diameter of 1–2 nm (i.e., Pt13 or Pt55 nanoparticles expected from CN around 6–7).
On the basis of either the solid-state reaction kinetics or the chemical mechanism-
based kinetics, the aggregative particle growth exhibits a sigmoidal-like profile well
described by the AE model or the two-step FW model. After the completion of
aggregative growth in the later stage, the Ostwald ripening based growth becomes
more pronounced, leading to the formation of larger Pt nanoparticles. The
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comparison between Au and Pt nanoparticle formation leads to the fact that the
dissociation of Cl from Au3+ proceeds more rapidly than that of Cl from Pt4+. Also,
the formation of Au nuclei is much faster than that of Pt nuclei, a result similar to that
presented by Nayak et al. [27].

The growth of Ag nanoparticles synthesized by photoirradiation is also studied
by in situ DEXAFS [24]. The study shows that the reduction rate of Ag+ ions could
be quantitatively evaluated from the change of X-ray absorbance μ(E) assigned to
the Ag–O contribution in the XANES region, whereas the temporal change of
intermediate small Ag particles could be estimated by the Ag–Ag contribution.
The rate constant of Ag+ reduction in the presence of photo-activator benzoin was
found to be higher than that in the absence of benzoin. During the induction period,
the first-order reaction of Ag+ ions occurred to produce Ag0 atoms, while the
subsequent nucleation and growth process concurrently proceeded after the induc-
tion period. In the nucleation and growth process after the induction period, the
intermediate small Ag particles (C.N. smaller than ca. 4) were generated and they
were grown up to larger particles (C.N.s equal to 4.5 � 1.5) in the longer photore-
duction process.

Apart from the noble metal nanoparticles of Au, Pt, and Ag, reports are
available in the literature on the growth of other metal nanoparticles also. For
example, formation mechanism of Rh and Pd nanoparticles by photoreduction
was studied by Harada and Inada using QEXAFS [7]. The reduction rate of Rh3+

and Pd2+ aqua chlorocomplexes were quantitatively evaluated from the change of
X-ray absorbance μ(E) assigned to the contribution of metal-chloride bonds in
these aqua chlorocomplexes in the XANES region, while the temporal change of
intermediate small metal particles could be estimated by the metal-metal contribu-
tion in the EXAFS region. The reduction rate of Rh3+ aqua chlorocomplexes in
PVP solutions was found to be slower than that of Pd2+. This is probably because
Rh3+ chlorocomplexes were more stable than Pd2+ chlorocomplexes at higher
concentration of chlorine ions in the aqueous solutions. In addition, the reduction
process of Rh3+ chlorocomplexes possessed an induction period before the
onset of nucleation and growth of Rh particles, although Pd2+ chlorocomplexes
displayed no induction period, since the reduction of Pd2+ complexes occurred
immediately after the mixing of an ethanol solution of Pd2+ complexes with
aqueous PVP solutions.

6.2 Growth of Metal Oxide Nanoparticles

Growth of TiO2 nanoparticles has been studied by simultaneous QEXAFS and
UV-Vis measurements using the setup shown in Fig. 6.9b [56]. TiO2 nanoparticles
have been synthesized by hydrolytic sol-gel route using titanium tetraisopropoxide
(TTIP) as precursor. UV-Vis spectra were measured using an immersion probe in
direct contact with the reactive solution with an optical path of 1 mm. LCF of the
XANES spectra has been done using the spectra of expected components. Formation
of TiO2 nanoparticles from the reaction of TTIP with water involves the following
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stepped temporal evolution: (i) At a very early stage, a polynuclear titanium species
is produced from the polycondensation reaction of the hydrolyzed alkoxide precur-
sor. This step is completed within the first few minutes, producing the oligomeric
species identified as a dodecatitanate species with a Ti11O13 or Ti12O16 molecular
framework. (ii) An intermediate stage is achieved when the total hydrolysis ratio is
ranged between 1.00 and 1.35. This stage is characterized by the concomitant
formation of dodecatitanate oligomeric species and titania nanoparticles. (iii) At
the subsequent stage, oligomeric species are very slowly consumed in a polycon-
densation/aggregation process of growth of TiO2 nanoparticles. The rate of this
process is approximately proportional to the instantaneous amount of water addition
and increases with higher temperatures. A pseudo first-order kinetic of formation of
TiO2 from dedecatitanate species is verified. (iv) At the advanced stage, a fast change
of the scattering light properties of the system occurs, which is related to the sudden
aggregation of freshly formed TiO2 nanoparticles. With the combined techniques of
UV-Vis spectroscopy and QEXAFS, it could be shown that the average particle size,
determined via Mie scattering theory, is linked to the fraction of TiO2 in the solution
during the aggregation processes.

In situ X-ray absorption and diffraction studies were performed by Kränzlin et al.
[64] to directly monitor the crystallization of different titania polymorphs in one and
the same solution. The collected data revealed insights into a complex crystallization
mechanism of titanium oxide in a macroscopically simple system. The time-
dependent changes in the chemical environment directly trigger the activation
energies (Ea) involved in the nucleation of either rutile or anatase TiO2. Further,
the results show that the thermodynamic equilibration does not determine the
nucleation and growth of the TiO2 crystals, as the rutile phase forms first, and, in
the beginning, also with smaller sizes than anatase phase. Therefore, the crossover
size dcrit of the size-induced phase transformation indeed is not an inherent material
property of TiO2 but strongly depends on environmental variables.

Growth of ZnO quantum dots was investigated by Caetano et al. [65] using in
situ QXAFS/UV–Vis spectroscopy. UV–Vis data were recorded using a spectrom-
eter fitted with an optic fiber coupler connected to an immersion probe in direct
contact with the solution. QEXAFS spectra were recorded in transmission mode in
every 10 s. LC fitting of the XAFS spectra were done to analyze the composition
of the reaction solution at different times. From the results, it is evident that the
kinetics of formation of colloidal ZnO nanoparticles is composed of two main
periods: (i) the first one (t < 40 s) is characterized by a rapid decrease of the
fraction Zn4OAc6 tetrameric precursor giving rise to an increasing quantity of ZnO
in the medium and (ii) the period of time higher than 250 s corresponds to a quasi-
steady-state chemical equilibrium zone, where only a few ZnO nuclei are formed
and a considerable increase in quantum dot size and in the aggregation index is
evidenced.

Hirsch et al. [66] explored the synthesis of MoO2 nanoparticles doped with 2 at.%
of Ni in a mixture of acetophenone and benzyl alcohol at 200 �C. In situ XANES
measurements at Ni and Mo K edges were performed and the “doping” reaction,
that is, incorporation of Ni in MoO2, was discussed. The Mo K-edge spectra were

216 C. Nayak et al.



analyzed with MCR-ALS by fitting the XANES spectra with two components as
shown in Fig. 6.16. Since two components are sufficient to fit the data it was concluded
that Ni:MoO2 directly nucleates in the final composition without formation of
intermediates.

Staniuk et al. [60] studied the growth of cobalt oxide nanoparticles in an organic
solvent. For in situ XAS/PXRD studies, the synthesis was performed in a specially
designed cell that allows heating of the reaction solution as shown in Fig. 6.10. In
situ X-ray absorption and diffraction measurements of the synthesis at 140 �C reveal
that oxidation of Co2+ to Co3+/2+ and reduction of Co2+ to Co0 reactions take place
simultaneously. It is followed by a rapid formation of Co3O4 nanoparticles and its
consecutive solid-state reduction to CoO. In parallel, metallic Co nanoparticles also
begin to grow. MCR-ALS analysis of X-ray absorption spectroscopy (XAS) data
efficiently reveals the interdependence between four different reactions as shown in
the schematics in Fig. 6.17.

Fig. 6.16 Interdependence between two components recovered by MCR-ALS from XAS data
recorded in situ at Mo K-edge. Inset shows XAS spectra taken at room temperature at the beginning
(0 min, MoO2Cl2, pink curve) and at the end (694.5 min, MoO2, green curve) of the reaction.
Spectra of individual components recovered by MCR-ALS analysis (black and blue curves) are
almost identical with MoO2Cl2 and MoO2 (Taken from Hirsch et al. [66]. Reprinted with permis-
sion from American Chemical Society, Copyright 2014)
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7 Conclusions and Future Perspective

This chapter provides an overview of the implementation of X-ray absorption
spectroscopy technique for time resolved in situ studies on growth of nanoparticles.
The two experimental arrangements generally used for time resolved XAS, namely,
QXAFS and DXAFS, have been discussed elaborately with their respective advan-
tages and disadvantages. DXAFS is faster technique, however has poor spatial
resolution and has more noise in data compared to QXAFS. Various data analysis
techniques like LCF, PCA, MCR-ALS, etc., which help in the identification of
intermediate species, have also been reviewed in detail in this chapter.

Few examples are also mentioned to show the implementation of the experimen-
tal and analytical tools of TR-XAS and how they were used successfully to predict
the mechanism of formation of nanoparticles. The examples were focused on the
growth of metal nanoparticles mainly Au, Pt, Ag, Rh, and Pd and metal oxide
nanoparticles like TiO2, ZnO, Ni doped MoO2, and CoO by different synthesis
routes like chemical reduction route, photo irradiation, etc. XAS being a local
probe with no constraint on sample environment was successfully used to probe
the intial stages of nucleation and growth. It gives information regarding bond
breaking of the precursor and formation of the nuclei, which act as seed for further
growth. Different stages in which the reaction proceeds could easily be identified.
With the aid of different analytical tools, the intermediates formed during the
reaction and their effects on the reaction kinetics can easily be predicted. Very
often, in situ XAS results were complemented with other measurement results also
to get more consolidated picture of the process.

Through the examples, the trend to study different synthesis processes with high
temporal resolution with the aid of TR-XAS in combination with other adjunct
techniques can be appreciated. The availability of high brilliance synchrotron

Fig. 6.17 Reactions
mechanism behind the
synthesis of Co-based
nanoparticles, as revealed by
in situ XAS studies (Taken
from Staniuk et al.
[60]. Reprinted with
permission from American
Chemical Society, Copyright
2014)
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sources across the world has facilitated these measurements. Special reaction cells
were also designed to implement two or three simultaneous measurements by
different techniques. This has opened up a new aspect of multidimensional spec-
troscopy, which results in more informative picture of the processes to be studied. In
future, with the free electron lasers that has brilliance several orders higher than that
of the present synchrotron sources, in situ TR-XAS can be improved to femto second
time resolution, which will allow us to see systems and processes from an entirely
new perspective. In the field of multidimentional in situ spectroscopy, lots of
advances were also expected where we can probe a system or process under different
experimental conditions, simultaneously with many different techniques.
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1 Definition of the Topic

In situ characterization of topological insulator nanomaterials using several, com-
plementary surface analysis techniques enables to investigate topological surface
states without exposing the samples to ambient conditions. Adsorbants from expo-
sure to air and other ex situ contaminations result in notable changes in the bulk and
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surface state properties of topological insulators. In this chapter, we describe recent
developments in the in situ characterization of topological insulator nanomaterials.
Extensive studies on individual samples are made possible by connecting the
deposition chamber to a large number of surface analysis tools and by using a
vacuum suitcase technology which allows sample transfer in ultra-high vacuum
conditions between vacuum systems worldwide.

2 Overview

Topological insulators (TIs) are novel class of materials that feature unique topolog-
ical properties in their band structure, which allow them to behave as insulators in the
bulk while their boundaries are conducting. One of the current challenges in the field
of TIs, in particular for three-dimensional TIs, is to prepare high-quality, bulk-
insulating samples with a low number of intrinsic defects. Molecular beam epitaxy
(MBE) is an established technique for preparing high-quality TI samples with few
intrinsic defects and high surface mobilities. However, the surface states of the MBE
grown thin films suffer from degradation and unintentional doping once the samples
are exposed to air or other contaminations, thus obscuring the topological properties
of the material. To study the topological surface states, it is desirable to carry out the
entire sample characterization procedure in situ. In practice, this means that the TI
thin film is kept in ultra-high vacuum (UHV) conditions for the duration of the study.
Analysis tools must be attached to the deposition chamber or a portable UHV
chamber must be used for transport to different locations.

Here, we present recent advances in the in situ characterization of MBE grown TI
nanomaterials. After a brief introduction to the material bismuth-telluride (Bi2Te3)
and the MBE technique, we present a detailed study of the surface properties of
Bi2Te3 thin films using complementary in situ characterization techniques: reflection
high energy electron diffraction (RHEED), X-ray photoemission spectroscopy
(XPS), angle resolved photoemission spectroscopy (ARPES), scanning tunneling
microscope (STM), and the scanning tunneling spectroscopy (STS) are used to
characterize the surface morphology, structure, stoichiometry, and the electronic
band structure of the material. We conclude that MBE grown Bi2Te3 thin films are
high-quality, bulk-insulating TIs.

3 Introduction

Three-dimensional (3D) TIs are materials that are characterized by a band gap in the
electronic band structure while their surfaces host nongapped spin-momentum
locked states [1, 2]. The topological surface states (TSS) arise due to strong spin-
orbit interactions, which lead to a band inversion in the bulk of the material.
Breaking of the translational symmetry at the surface forces the band gap to close.
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The resulting TSS features a linear, Dirac-type dispersion with a helical spin
structure [3]. Shortly after the theoretical prediction of topological insulators [1],
the alloy BixSb1 � x was confirmed experimentally to be a 3D TI [4]. However, the
Dirac surface band of this material coexists with other electron and hole pockets [4,
5], which makes it unsuitable for detailed studies of the topological surface state.
Soon afterwards, the materials Sb2Te3, Bi2Te3, and Bi2Se3 were predicted and
experimentally confirmed to be 3D TIs. These compounds have a bulk band gap
of several 100 meV with surface states that form a single Dirac cone [2, 6–9], which
makes them candidate materials for future research of exotic topological states, such
as Majorana fermions and magnetic monopoles [10, 11]. Since then, many more
materials have been added to the list of 3D TIs [12].

Modern in situ characterization tools play an essential role in the experimental
verification of TI properties. To this day, ARPES and spin-resolved ARPES are the
only experimental methods that provide direct evidence for band inversion and the
presence of topological surface states in a material [5, 8]. Other in situ surface
characterization methods, such as XPS and RHEED, prove invaluable for the
optimization of thin film deposition techniques, an important step towards the inte-
gration of TI materials in electronic devices.We show the importance of characterizing
individual films by a large number of complimentary in situ tools when optimizing
growth conditions. The analysis is made possible by attaching the growth chamber
to several analysis tools and accessing others by transporting the sample in a portable
UHV chamber, a vacuum suitcase. Applying this technology to the second generation
TI compound Bi2Te3, we demonstrate a new route to achieving intrinsic conduction
through topological surface states of Bi2Te3 topological insulator thin films.

The material Bi2Te3 has a rhombohedral crystal structure. It consists of quintuple
layers (QLs) of bismuth and tellurium atoms with a stacking sequence: Te[1]-Bi-Te
[2]-Bi-Te [1]. Weak Van der Waals forces bind the individual QLs together, which
gives easy access to the (111) surface by cleaving [2]. To detect topological surface
states and subsequently employ their properties in electronics devices, the Fermi
level must be placed in the bulk band gap. Great care must be taken to minimize the
amount of charged defects in the crystal and to avoid surface contamination that
causes band bending, which can be strong enough to populate states in the bulk
valence or conduction bands. One approach to overcome this bulk conduction issue
is to prepare high quality thin films that are bulk insulating.

Molecular beam epitaxy (MBE) is an established method for growing high-
quality crystalline thin films of TIs with surface-dominated conduction
[13–15]. Using this technique, progress has been made recently in synthesizing a
new generation of high-quality, bulk-insulating Bi2Te3 thin films [16, 17]. Unfortu-
nately, when the as-grown, pristine films are exposed to air, a moderate increase in
the doping level of the Bi2Te3 films has been observed which is due to ex situ
contaminations. The conductivity of the film is no longer determined by the surface
states alone [16–18]. Thus, we need to prepare the thin films and carry out all
subsequent characterization steps under UHV conditions.
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4 Experimental Methodology

4.1 Combined System for In Situ Thin Film Deposition
and Characterization

MBE has been extensively employed for the growth of TI nanomaterials, and bulk
insulating TI thin films have been reported [16, 19–22]. The growth conditions can
be controlled precisely, which results in TI thin films with low defect density and
surface-dominated conduction [13–15]. In addition, MBE makes it easy to combine
different TI compounds to form, e.g., p-n junctions [23, 24], or TIs with other
materials such as TI-ferromagnetic insulator heterostructures [25]. The high flexi-
bility in combining different elements, the good control over the film thickness, the
possibility of in situ capping right after growth to avoid extrinsic defects in subse-
quent device fabrication steps, and the possibility of uniform deposition over a large
area make MBE the most versatile method for the synthesis of functional TI
nanomaterials.

In this chapter, we confine our discussion to MBE grown high-purity Bi2Te3 TI
thin films and their subsequent in situ analysis. We describe how surface character-
ization tools can be used to optimize the process of TI thin film growth and to prove
the existence of topological surface states in the samples. The large number of
complementary methods, we want to employ, requires an extension of the concept
of in situ analysis: We use a modern multicluster vacuum system architecture with
multiple deposition and analysis chambers for in situ synthesis and surface charac-
terization of thin film samples. Additionally, the system can be interfaced with a
vacuum suitcase, a technology for long distance transport in UHV. The multicluster
tool at University of Twente is shown in Fig. 7.1. It comprises of UHV chambers for
MBE and pulsed-laser deposition (PLD) of thin films and various surface character-
ization tools: reflection high energy electron diffraction (RHEED), X-ray photoelec-
tron spectroscopy (XPS), and low-temperature scanning four-probe microscope
(SPM). The individual UHV growth and analysis chambers are connected via a
distribution chamber (DC). The distribution chamber is also used to store various
thin film samples in vacuo. This flexible setup allows to prepare, store, and charac-
terize thin film samples without breaking vacuum over an extended period of time.
Many more analysis tools can be accessed by vacuum transferring the samples to
other facilities at the University of Twente and other collaborating institutions in the
Netherlands and worldwide. The vacuum suitcase technology, we use for long
distance transport, is described in the next section.

4.2 Vacuum Suitcase

ARPES and low-temperature STM play an important role in identifying topological
surface states in the electronic dispersion of TI materials [16]. These analyses were
carried out by collaborators in specialized facilities. To transport thin films to the
STM and ARPES systems, we used a UHV vacuum suitcase.
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In the multicluster system (see Fig. 7.1), samples are transferred to the UHV
suitcase via the DC chamber using a magnetic transfer stick together with a vertical
transfer arm as shown in Fig. 7.2a. Figure 7.2b displays the vacuum case layout,
consisting of a 6-ways cross with pumps installed onto one single flange. This
vacuum suitcase is a compact system with the capability to keep UHV conditions
for weeks with no power during transportation [26]. The combination of a non-
evaporable getter (NEG) pump1 with an ion pump allows to pump the entire
spectrum of gases [27]. Hydrogen is pumped very efficiently by the NEG element
(100 l/s pumping speed for H2 and H2O), as well as all other chemically active gases.
Argon and methane are not pumped well by the NEG pump; therefore, it must be
backed up by an ion pump element [28]. This dual pumping capability helps in
keeping the pressure lower than 2 � 10�10 mbar throughout sample transfer and
transportation. Inside the suitcase, samples are stored on a carousel which can hold
up to 10 samples (see Fig. 7.2c). A detailed description of the vacuum suitcase
technology and a review of the working principle of compact nonevaporable getter
pumps and small ion pumps are given in references [27–30].

 DCXPSPLD MBE STMLLC

Fig. 7.1 The COMAT system. Photograph of the combined vacuum system where different
vacuum chambers are indicated. The base pressure of each system is: MBE (<5 � 10�10 mbar),
PLD (5� 10�8 mbar), XPS (<5� 10�11 mbar), STM (<1.2� 10�11 mbar) and the DC (5� 10�10

mbar). A RHEED electron gun and RHEED camera are connected to the PLD chamber for thin film
surface analysis during and after growth

1The pumping principle is based on sorbing chemically active gases with the NEG material. The
getter material contained in the pump cartridge does not need to be evaporated, it only needs to be
reactivated, under dynamic vacuum, to diffuse the passivation layer covering the surface of getter
particle in the bulk of the material.
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5 Key Research Findings

5.1 In Situ Reflection High Energy Electron Diffraction

5.1.1 Basic Principles of RHEED
In situ reflection high-energy electron diffraction (RHEED) is frequently used to
study the growth mechanism and the surface structure of thin films [31–33]. The
RHEED technique is exceptionally sensitive to variations in surface roughness and
morphology during thin film growth, which makes it an ideal tool for monitoring
layer-by-layer growth in molecular-beam epitaxy. The standard RHEED method
requires UHV conditions, which are met easily in MBE systems. RHEED can also
be performed in low vacuum (e.g., during pulsed-laser deposition); however, the
contrast is limited by electron scattering with the background gas.

Figure 7.3 depicts a schematic illustration of the working principle of a typical
RHEED system. For RHEED measurements, a beam of high-energy electrons
(10–50 keV) is directed on the surface of the sample at a grazing angle of a few
degrees (0.1 � 5∘). Due to the low grazing angle of incidence, the high-energy
electrons interact with only few atomic layers, close to the sample surface [32, 33]. A
photo-luminescent screen in combination with a CCD camera is used to measure the
intensity of reflected electrons. The specular spot is the mirror-like reflection of the
electrons from the sample surface. The surface crystal structure can be determined
from the position of the diffraction spots, which form circular patterns on the screen.
The radii of the circles depend on the crystal plane spacing. The scattering wave

UHV suitcase

a

b c

Inside view UHV suitcase

UHV suitcase
connected to the COMAT system

Samples carousel
storage

Transfer arm to or
 from UHV suitcase

NEG pump combined
with an ion pump

Fig. 7.2 Transport of samples under in situ conditions. (a) The UHV suitcase connected to the
multi-cluster tool. (b) Picture of the vacuum suitcase. (c) Schematic illustration of the inside view of
the UHV suitcase
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vectors k
!

obey the reciprocal space relation k
!¼ k

!
0 � k

!
i where k

!
0 is the wave

vector of the incident beam ( k
!
0

���
��� ¼ 2π=λ) and k

!
i is a lattice vector that connects two

intersection points of the Ewald sphere with the lattice places. The radius of the Ewald
sphere is determined by the wave length λ of the incident electrons (see Fig. 7.3).

RHEED is an essential tool for studying the growth dynamics of layer-by-layer
deposited films. By monitoring the intensity variations of various features in the
RHEED pattern, surface roughness and changes in the crystalline structure can be
tracked in real time [34]. The progress in film growth can be controlled by measuring
the intensity of the specular reflection. It is largest for an atomically flat surface. As
soon as material is deposited, the surface roughness increases causing the intensity to
drop. In layer-by-layer growth mode, the gaps in the monolayer coverage fill as more
material arrives on the surface, which reduces the surface roughness and increases
the reflectivity again. Upon completion of a full crystal layer, the intensity becomes a
maximum again. By counting the maxima, the film thickness can be determined with
monolayer precision [32]. Below, we discuss RHEED data on Bi2Te3 thin films.

5.1.2 In Situ RHEED Measurements of Bi2Te3 Topological Insulator
Nanomaterials

RHEED has been used extensively to monitor the growth dynamics of Bi2Te3 thin
films [15, 19, 35, 37–39] and other TI materials in general [40–43]. Liang He et al.
employed in situ RHEED to investigate the layer-by-layer growth mode of Bi2Te3
thin films [15]. Figure 7.4a (left) depicts an in situ RHEED image of an as-grown
Bi2Te3 thin film. The sharp, streaky RHEED pattern indicates that the film has an

Sample

Incident
e-beam

RHEED
screen

Reciprocal 

Ewald-sphere

k=k0-ki

k
k0

G

Specular 
reflection

Fig. 7.3 A schematic illustration of the working principle of a RHEED system. When there is
intersection of the reciprocal rods with the Ewald sphere and the diffraction conditions are met,
specular RHEED spots are observed on the phosphor screen
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atomically flat surface morphology. The d-spacing, which is inversely proportional
to the lattice constant, is indicated in the image by the white double arrow between
the two first-order stripes. The evolution of the d-spacing during growth is shown in
Fig. 7.4a (right). The solid blue arrow indicates the finishing time of the first
quintuple layer (QL). After the growth of the first QL, the d-spacing becomes

Bi2Te3 on BaF2(111)

8006004002000
Time (s)

370
Δ=8.7%

360

350

340d-
sp

ac
in

g 
(P

ix
el

s)

Bi2Te3 on GaAs(111)B

RHEED pristine Bi2Te3

RHEED after Al2O3 capping

Bi2Te3 on SrTiO3(111)

Bi2Te3pristine + 1 u.c Te + 2 u.c Te + 5 u.c Te + 20 u.c Te

Bi2Te3  on BaF2(111) then capped with a Te layer

a

d

b

c

Fig. 7.4 RHEED pattern of a Bi2Te3 thin film grown on different substrates. (a) A typical RHEED
image of an as-grown Bi2Te3 film on GaAs[111]B. The left graph shows the evolution of the
d-spacing as a function of growth time. The solid blue arrows indicate the growth time of the first
quintuple layer (Figure from Ref. [15], copyright John Wiley and Sons). (b) RHEED patterns
acquired at different growth stages of Bi2Te3 grown on BaF2 [111] substrate: just before the growth
starts and for increasing Bi2Te3 film coverage after 0.2 QL, 1 QL, 10 QLs and at the end of growth at
165 QLs (Figure reproduced from [35], with the permission of American Institute of Physics (AIP)
Publishing). (c) RHEED patterns of a pristine 20 QL Bi2Te3 film and the same film at different
stages of in-situ Te capping (Figure from Ref. [36], with the permission of AIP Publishing). (d)
RHEED patterns of a Bi2Te3 grown on SrTiO3 [111] substrate before (top) and after (bottom) in-situ
capping the sample with an insulating layer of Al2O3 grown by pulsed laser deposition (Figure from
Ref. [18], copyright John Wiley and Sons)
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constant, which demonstrates that the lattice is almost fully relaxed to that of the TI
thin film. This growth characteristics confirm the Van der Waals epitaxy growth
mode, meaning that the substrate and film are weakly bonded and no strain will be
transferred into the sample [15].

Fornari et al. employed in situ RHEED for the systematic investigation of the
initial growth stages, from the deposition of the first few QL of Bi2Te3 thin films, all
the way up to 165 QLs [35]. Figure 7.4b depicts in situ RHEED patterns acquired
during the epitaxial growth of Bi2Te3 thin films on BaF2 [111] substrate. The
RHEED images show the substrate surface just before growth and for increasing
Bi2Te3 film coverage from 0.2 QL, 1 QL, 10 QLs until the end of the deposition at
the sample thickness of 165 QLs. The RHEED streaks along 2 1 1 0

� �
azimuth of the

(0001) Bi2Te3 layer are observed already after the deposition of only 0.2 QL, and
they become clear at the sample thickness of 1 QL. As the thickness of the Bi2Te3
layer is increased to 10 QLs, the sharp RHEED streaks are fully developed. These
RHEED data, with well-defined streaks, confirm the layer-by-layer growth mode
from the start of the deposition, and they are indicative of a high-quality film with
smooth single crystalline domains. At the end of the deposition, the RHEED pattern
(measured along the azimuth) for the film with 165 QLs is identical to the one
measured for 10 QLs. This confirms that the film surface retains the same charac-
teristics throughout the entire deposition process [35].

In addition to monitoring the growth dynamics in the early growth stages,
recently, Ngabonziza et al. [18] and Hoefer et al. [36] have independently employed
RHEED for the in situ characterization of Bi2Te3 thin film before and after capping
the films in situ with an Al2O3 layer or a Te layer (see Fig. 7.4c, d). Sharp RHEED
streaks with clearly defined Kikuchi lines are observed for the pristine Bi2Te3 film,
which is indicative of a high-quality film with smooth single crystalline domains.
Upon capping with a Te layer (1 u.c ~ 0.6 Å), additional sharp RHEED streaks
appear, which demonstrate that the MBE-evaporated Te overlayer grows epitaxially
on the Bi2Te3 films (see Fig. 7.4c) [36]. On the other hand, we used PLD for
depositing an amorphous capping layer of Al2O3 on our sample. Figure 7.4d depicts
a RHEED pattern of the pristine Bi2Te3 film before capping with the Al2O3 layer.
Again, sharp RHEED streaks are indicative of a high-quality film with smooth,
single, crystalline domains. The featureless control image in Fig. 7.4d, taken after the
Al2O3 deposition, indicates that an amorphous layer has formed. For the Al2O3

deposition, the sample was transferred to the attached PLD chamber without break-
ing vacuum.

5.2 In Situ X-Ray Photoemission Spectroscopy

5.2.1 XPS Basics
Surface elemental composition, stoichiometry, and contamination effects can be
investigated right after growth using in situ X-ray photoemission spectroscopy
(XPS). The XPS technique is based on the detection of the photoelectrons of core
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states that are emitted when a beam of high-energy photons (0.1–2 keV) is directed
onto the surface of the sample.

The XPS technique is a surface-sensitive technique because of the small escape
depth of the electrons. The mean free path of the electrons is very small (5 nm for
kinetic energies in the keV range) [44]. This implies that a large fraction of the
photoemission intensity is originating from the topmost layers of the sample. The
escape depth is limited by inelastic scattering and the emission of secondary
electrons [45, 46]. This is mainly due to electron-electron and electron-phonon
interactions. The secondary electrons give rise to an inelastic background that is
present in almost all photoemission experiments, which typically decreases as
kinetic energy increases. The background contains also information about the
sample. Below, we demonstrate the use of XPS for the analysis of the surface
stoichiometry of TI nanomaterials.

5.2.2 In Situ XPS Measurements of Bi2Te3 Topological Insulator
Nanomaterials

Different studies employed XPS for in situ surface characterization, in particular, for
the investigation of the surface elemental composition and determination of surface
stoichiometry of TIs [16–18, 22, 36, 37, 43, 47–52]. We performed systematic in situ
XPS measurements of MBE grown Bi2Te3 samples. The thin films were transferred
from the deposition chamber to the XPS chamber via a distribution chamber (see
Fig. 7.1) without breaking UHV conditions [16, 18]. Figure 7.5a depicts an XPS
survey scan of a 30 nm Bi2Te3 film grown on Al2O3 (0001). The elements Bi and Te
are resolved with no noticeable extra peaks of carbon or oxygen as often seen in
films exposed to atmosphere [47, 49, 50, 53]. This confirms that the film has a clean
surface without contaminations. Figure 7.5b, c depicts high-resolution scans of Te 3d
and Bi 4f peaks, respectively. The binding energies of the Te 3d5/2 and Te 3d3/2 peaks
and those of Bi 4f7/2 and Bi 4f5/2 are consistent with the expected values [54]. There
are no detectable oxidation effects.

For the analysis of the photoemission spectra (e.g., determination of the surface
stoichiometry), it is necessary to select the background type and peak lineshape
functions carefully in order to obtain quantitative information. There exist numer-
ous background models that can be used in the peak fitting of XPS data. For the
analysis of XPS lineshapes, the most commonly used background is the Shirley
background [55]. It was introduced in lineshape fittings to take the asymmetry
on the low kinetic energy side of the photoemission peaks into account. This
asymmetry is due to the inelastic scattering that the photoelectrons experience
before leaving the sample [55]. To fit the Bi2Te3 XPS spectra in Fig. 7.5b, c, a
Voigt function was used [56, 57]. This function is a combination of Gaussian
and Lorentzian lineshapes. In the Voigt function, the Gaussian contribution
takes into account the line broadening due to the experimental resolution, while
the Lorentzian contribution models the lifetime of the core excited hole. The Voigt
profile is given by [56, 57]:
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V x; σ, γð Þ ¼
ð1

�1
G x0; σð ÞL x� x0; γð Þ dx0 (7:1)

where x is the energy difference from the line center, G(x0; σ) the centred Gaussian
profile

G x0; σð Þ ¼ e�x
02= 2σ2ð Þ

σ
ffiffiffiffiffi
2π

p

and L(x � x0; γ) the centred Lorentzian profile given by:

L x; γð Þ ¼ γ

π x2 þ γ2ð Þ :

The surface stoichiometry is then obtained by subtracting a Shirley background
from the signal and fitting each peakwith a Voigt function, see Fig. 7.5b, c. Thereafter,
the atomic ratio of Bi and Te can be calculated using the expression [54, 58]:

nTe
nBi

¼ ITe=IBi
STe=SBi

; (7:2)

where nTe and nBi are the density of Te and Bi atoms, respectively. ITe and IBi are the
integrated Te and Bi peak intensities, whereas Si are the atomic sensitivity factors,
which depend on the X-ray source and the element of interest [58]. Fitting the area
under the Te 3d5/2, Te 3d3/2 and Bi 4f7/2, Bi4f5/2 peaks, the surface chemical
stoichiometry was determined to be 1.49 � 0.05, which shows that the ratio of Bi
to Te is very close to the expected 2:3 ratio in the Bi2Te3 system.

Hoefer et al. prepared bulk insulating Bi2Te3 thin films under UHV conditions
and investigated the surface state properties of their samples using in situ XPS
measurements, before and after capping the Bi2Te3 films with an epitaxially grown
capping layer of Te [36]. Figure 7.5d depicts an in situ XPS scan of the Te 3d and Bi
4f core levels of a 20 QL Bi2Te3 film with Te capping of different thicknesses. For
the pristine film, very narrow, symmetric Te 3d and Bi 4f core level lines were
measured (see red curve in Fig. 7.5d). Upon capping the sample with Te layers of
different thicknesses, it was noticed that the intensity of the Bi 4f core level
decreased, without any changes in the line shape or energy position. This indicates
that the Bi in Bi2Te3 is not altered chemically by the deposited capping layer of Te.

�

Fig. 7.5 (continued) (Figure reproduced from Ref. [16], copyright American Physical Society). (b)
XPS scan of a pristine 20 nm Bi2Te3 film grown on BaF2 (111) before and after the sample is capped
with Te layers of different thicknesses (Figure from Ref. [36]). (c) XPS spectra of pristine Bi2Te3
grown on SrTiO3. High-resolution scans of Bi 4f (left) and Te 3d (right) core levels measured before
and after capping with a 6 nm layer of Te (Figure reproduced from Ref. [18], with permission of
John Wiley and Sons Publishing)
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On the other hand, the Te 3d5/2 and Te 3d3/2 lineshapes were observed to be slightly
influenced by this capping procedure. The peak shapes had developed a shoulder with
�0.8 eV higher binding energies after the deposition of the Te overlayer, which was
attributed to the presence elemental Te [54]. These XPS data are in agreement with
recent in situ XPSmeasurements on 15 nm thick Bi2Te3 films that were capped with a
6 nm thick Te layer (see Fig. 7.5e) [18] and suggest that the surface states of the
pristine Bi2Te3 samples are not affected by the Te capping. This observation corrob-
orated with subsequent in situ four-point probe conductivity and angle resolved
photoemission spectroscopy on Bi2Te3 films that are discussed below [16, 17, 36].

5.3 In Situ Angle Resolved Photoemission Spectroscopy

5.3.1 Basic Principles of ARPES
Angle resolved photoemission spectroscopy (ARPES) is a refinement of the photo-
emission spectroscopy technique. It is the most direct method to measure the
electronic dispersion on the sample surface. It analyzes both the kinetic energy and
the angular distribution (or momentum) of the emitted electrons [59–61]. Figure 7.6
sketches the geometry of an ARPES experiment. From the measured kinetic energies
Ekin and momenta K of the photoelectrons in vacuum, one determines the binding
energy EB and the momentum k of the electrons inside the crystal, i.e., the band

n

Apres I(k,E) image of Bi2  Te
3

around the Γ point

Sample

Fig. 7.6 A schematic layout of the experimental geometry for ARPES. Upon shining photons (hν)
on the sample, the emission direction of the photoelectrons is specified by the polar φ angle
(emission angle) and azimuthal ϑ (manipulator angle). The vector n is the sample surface normal
and the angle β is the analyzer acceptance angle of the outgoing photoelectrons in momentum space
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dispersion relations E k
!� �

of the electrons in the solid [59, 61]. The modulus of the

momentum K in vacuum is given by:

K ¼ P

ℏ
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mEkin

p
ℏ

; (7:3)

where P ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mEkin

p
and m are the momentum and mass of photoelectrons, respec-

tively. In terms of the polar φ and azimuthal ϑ angles in Fig. 7.6, Kk and K⊥ can be
expressed into components as follows:

Kk ¼
Kx ¼ 1

ℏ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mEkin

p
sinφ cos ϑ;

Ky ¼ 1

ℏ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mEkin

p
sinφ sinϑ;

8>>><
>>>: (7:4)

K⊥ ¼ Kz ¼ 1

ℏ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mEkin

p
cos ϑ: (7:5)

From Eq. 7.4, and using the fact that only Kk is conserved (the surface does not
break translational symmetry while moving across the surface normal direction of
the crystal), the component parallel to the surface of the electron crystal momentum
is given by [59].

kk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2

x þ K2
y

q
¼ 1

ℏ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mEkin

p
sinφ: (7:6)

Therefore, the parallel component of the momentum inside the solid kk is fully
determined by measurement of the emission angle φ and kinetic energy of the
photoelectrons in vacuum.

Often in an ARPES experiment, 2D color maps are used because they
present data more conveniently. The acquired 2D color map shows the ARPES
intensity I(k, EB) as function of momentum k and binding energy EB (see Fig. 7.6).

5.3.2 In Situ ARPES Measurements of Bi2Te3 Topological Insulator
Nanomaterials

ARPES is perhaps the most important tool for the investigation of topological
insulator materials [62–65] and one of the key techniques to determine the electronic
dispersion of quantum materials [59–61, 66]. It played a major role in the discovery
of 3D TIs [4, 8, 9] and the exploration of the novel properties of their surface states
[5, 67–69]. Here, we review and discuss recent in situ ARPES results on Bi2Te3 TI
thin films.

In situ ARPES is an essential tool for the optimization of TI thin film growth. The
concentration of bulk dopants, and thus the position of the Fermi level in the band
structure, depends sensitively on the growth conditions, e.g., the deposition rate and
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the substrate temperature. A low bulk dopant concentration is required to pin the
Fermi level in the band gap and harness the properties of the topological surface
states for applications. Only few reports of as-grown bulk-insulating Bi2Te3 thin
films exist that were grown without counterdoping [16, 17, 19, 20, 36]. Using in situ
ARPES, Wang et al. [20] demonstrated that Bi2Te3 thin films can be grown without
extrinsic defects on Si substrates. They showed that the Fermi level in the samples is
tuned by adjusting the substrate temperature during growth. Figure 7.7a depicts a
series of ARPES images taken around the Γ point of 60 nm thick Bi2Te3 films grown
on Si(111) substrates: Whereas the Fermi level is in the bulk conduction band,
340 meV above the Dirac point, for in the n-doped film grown at 560 K (Fig. 7.7a,
leftmost image), it drops as the substrate temperature is increased. For the p-doped
film grown at 620 K, the Fermi level lies in the bulk valence band (Fig. 7.7a,
rightmost image). This was achieved without any counterdoping which is important
as doping tends to decrease the carrier mobility.

Lattice matching is another important parameter that influences the film morphol-
ogy. To test the electronic properties of films grown on atomically flat, lattice-
mismatched surfaces, we performed systematic in situ ARPES measurements of
Bi2Te3 thin films grown on sapphire (Al2O3 [0001]) and strontium titanate (SrTiO3

[111]) substrates [16]. The Bi2Te3 thin films were grown by MBE and transferred to
a stand-alone ARPES system using the vacuum suitcase described in Sect. 4.2. The
transfer took a total of 3 days for which the samples were stored in the suitcase at a
pressure lower than 2 � 10�9 mbar. Figure 7.7b depicts a set of ARPES images of a
15 nm thick Bi2Te3 film grown on SrTiO3 (111). All the spectra were taken around
the Γ point in the vicinity of the Fermi level, at a temperature of ~17 K, over different
time intervals in UHV conditions. Clearly, at the beginning of the measurements, the
Fermi level (white dashed line) lies well within the bulk band gap and intersects only
the topological surface states without observable contribution of the bulk conduction
band at E F. This result confirms that despite a large lattice mismatch between the
film and the substrate [70], high quality intrinsic Bi2Te3 films are grown. In addition,
the fact that the samples were measured after being stored into the UHV suitcase for
3 days and no bulk conduction bands were observed further indicates that the surface
states of these films are stable as long as the films are kept in situ or under UHV
conditions. This conclusion is consistent with other in-situ ARPES studies on Bi2Te3
thin films [17, 36, 71]. On the other hand, when samples were exposed continuously
to the photon beam for about 1 h, bulk conduction bands started to appear, and the
Fermi level was touching the bottom of the bulk conduction band. Prolonged
exposure to the beam of electrons during spectroscopy experiments can produce
changes in the surface band structure of the materials, as the authors of recent
ARPES studies on Bi2Te3 and Bi 1.46Sb 0.54Te 1.7Se 1.3 TI compounds [65, 72] and
terahertz spectroscopy on HgTe/HgCdTe quantum wells [73] pointed out. Raising
the temperature back to room temperature and allowing the sample to recover for
sometime in UHV conditions resets the sample to the initial, bulk insulating condi-
tion (see Fig. 7.7b).

We also investigated the effect of an exposure of the films to ambient conditions
on the band structure of TI materials using in situ ARPES experiments [16]. This is
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relevant since it helps to understand how extrinsic defects affect surface and bulk
states of TI materials. Figure 7.8a shows ARPES spectra around the Γ point of a
20 nm Bi2Te3 film, grown on sapphire. The samples were measured (leftmost) at
17 K, (center) at room temperature before exposure and (rightmost) after 10 min
exposure to ambient conditions. For the pristine film measured at 17 K, the charac-
teristic V-shaped Dirac surface state is observed clearly, and only the surface states
intersect the Fermi level (white, dashed line). Measuring the same film at room
temperature, the Fermi level is still well within the bulk band gap, below the bottom
of the bulk conduction band (middle image in Fig. 7.8a). Due to the thermal
population, states up to ~50 meV above the Fermi level are also resolved in the
room temperature image. After in situ measurements, this 20 nm Bi2Te3 was taken
out of the ARPES chamber and exposed to air for 10 min. After this short exposure,
the sample was introduced again into the ARPES chamber, without any further
treatments such as annealing. There are noticeable changes in the measured band
structure of the film. Compared to the pristine sample, bulk valence bands have
moved downward, and the linearly dispersing Dirac surface states are not resolved in
the ARPES spectrum after the exposure to air. This observation was interpreted to be
an indication that the sample degradation is deeper than the probing depth of the
ARPES experiment (~1 nm) [16]. Therefore, for films exposed to air, the conduc-
tance of the films will be affected by these changes (e.g., upward shift of Fermi level)
in the band structure. The degradation effect of the TI surface states, as observed in
ARPES spectra after exposure to air, underlines the need to carry these experiments
out under ultra-high-vacuum conditions. Alternatively, one can protect films before
taking them ex situ for further studies, to avoid deterioration of the surface properties
[49] such as the reduction of the spin polarization [74], and the change of sign of the
carriers in the surface conductivity of TI materials [75].

Recently, in situ ARPES experiments were also used to identify a suitable
capping material for the protection of the topological surface states of bulk insulating
Bi2Te3 TI films [36]. Figure 7.8b depicts ARPES spectra of a 20 nm Bi2Te3 thin film
before and after being capped in situ with 6 Å (1 u.c.) and 12 Å (2 u.c.) Te layers,
respectively, and two other 20 QL Bi2Te3 films after removal of a 20 u.c Te capping
layer (one was kept in UHVand the other was exposed to air for 5 min). For all five
measurements, the Dirac cone and the topological surface states of Bi2Te3 are
observed. Most notably, for all the Te capping layers up to 20 u.c, the Fermi level
intersects only with the topological surface states without any observable contribu-
tion from bulk bands, which indicates that the surface states of the pristine samples

�

Fig. 7.7 (continued) Sons Publishing). (b) ARPES spectra of a 15 nm thick Bi2Te3 film grown on
SrTiO3 (111). Measurements were taken over different time intervals in UHV conditions during
ARPES measurements. Only topological surface states at the Fermi level are observed at the
beginning of the experiment, but after prolonged exposure of the film to the photon beam, bulk
conduction bands start to appear. The spectra were measured at 17 K. These observations further
support the fact that these films do not degrade in UHV conditions (Figure reproduced from Ref.
[16], copyright American Physical Society)
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were not affected by this Te capping layer. Moreover, the fact that after annealing the
Te capped samples in UHV at 220 �C, all the band structure features of the pristine
film were recovered convincingly shows that the Te capping layer can be removed
by thermal annealing in vacuum without destroying the surface of the Bi2Te3 films.
To investigate if the Te capping layer actually protects the TI surface states against
degradation when samples are exposed to ambient conditions, a Bi2Te3 film capped
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Fig. 7.8 Impact of exposing Bi2Te3 films to ambient conditions and importance of capping films
in-situ before exposure. (a) ARPES I(k,E) images a 20 QL film around the Γ point at 17 K and
300 K, before (leftmost and middle) and after exposure to air (rightmost). The white dashed line
indicates the position of the Fermi level (Figure from Ref. [16], copyright American Physical
Society). (b) ARPES images of a pristine 20 nm Bi2Te3 film, and the same sample later after being
capped with a Te layer of 6 Å (1 u.c) and 12 Å (2 u.c), respectively. The sample was measured at
room temperature. (Rightmost two images) ARPES spectra of two different films after removal of a
12 nm Te capping layer (Figure from Ref. [36])
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with a 20 u.c Te was exposed to air for 5 min at room temperature. The ARPES
spectrum after 5 min exposure and removal of the Te layer in situ (by thermal
annealing) is clearly the same as that of the pristine Bi2Te3 film kept in UHV. This
observation demonstrates the efficacy of the Te overlayer in protecting the Bi2Te3
surface against extrinsic defects for films exposed to air.

5.4 In Situ Scanning Tunneling Microscopy

5.4.1 Basic Principles of STM
Scanning tunneling microscopy (STM) played a key role in the discovery of
TI materials. It was used, for example, to visualize the 2D Dirac surface states and
to demonstrate some of the novel properties of TI materials, such as the absence of
backscattering from nonmagnetic impurities and the high transmission of TI
surface states at step edges and barriers that reflect or absorb conventional surface
states [76, 77].

Figure 7.9 illustrates the working principle of the scanning tunneling microscope.
The STM images the surface of a conducting sample at the atomic scale based of the
principle of electronic tunneling. An atomically sharp tip (mostly chemically etched
tungsten) is scanned over the surface of the sample at a distance of approximately
1 nm. The tunneling current I depends on several parameters, but the most com-
monly used expression is the Simmons equation [78]:

I / V

Z
exp �2κZð Þ;

where V is the applied voltage between the STM tip and the sample surface, ρ the
density of states, κ the decay length, and Z the STM tip-sample separation distance.
By applying a constant voltage between the STM tip and the sample surface, a
tunneling current will start to flow. The size of this current depends on the bias
voltage, the tip-sample separation, the lateral position of the tip with respect to the
sample, and the local density of states (LDOS). The atomic corrugation of the
surface gives rise to variations in the tunneling current with distance Z between
the sample and the tip. Thus, scanning the tip across the surface while using a

Fig. 7.9 Schematic
illustration of the working
principle of an STM system
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feedback loop (in the z-direction) to keep the tunneling current constant, the surface
topography of the sample is recorded.

Besides topographic imaging, STM is widely used for spectroscopy. For the
scanning tunneling spectroscopy (STS) measurement method, the STM tip is first
moved into position above the sample surface. Then, the tunneling current is
measured either in current-distance spectroscopy mode, as function of the
tip-sample separation I(Z ), in current-time spectroscopy mode (I(t)) or as function
of the bias voltage: current-voltage mode I(V ). While the I(Z ) spectroscopy is useful
for the determination of the work function of the material, the I(t) spectroscopy mode
is advantageous for the investigation of dynamics events on the samples surface, and
the current-voltage I(V ) spectroscopy provides information about the electronic
properties of the measured sample [79–81].

5.4.2 In Situ STM and STS Measurements of Bi2Te3 Topological
Insulator Nanomaterials

Due to its extremely high spatial resolution and surface sensitivity, STM has been
used extensively to study the surface states of materials. In particular, STM played an
essential role for the investigation of TIs characteristic properties, such as topolog-
ical protection of the surface states [76, 82], quantization of massless Dirac fermions
in a magnetic field [83–85], and interaction of the topological surface state with
various types of defects and adatoms [86–89]. Here, we review and analyze recent in
situ spectroscopy and topography measurements on Bi2Te3 TI thin films.

We have carried out a systematic study of the effect of in situ storage, of the
exposure to pure oxygen at atmospheric pressure, and of ex situ contamination of
high quality intrinsic Bi2Te3 films [16]. Our samples were grown on insulating
substrates, Al2O3 (0001) and SrTiO3 (111). To transfer the Bi2Te3 films to the low
temperature STM chamber, which was not connected to the growth chamber (see
Fig. 7.1), a vacuum suitcase (described in Sect. 4.2) was used. During the transfer
process, the pressure stayed in the lower 1� 10�9 mbar range. The in situ STM/STS
data were acquired at 77 K.

Figure 7.10a depicts a typical STM topography image of a 30 nm thick Bi2Te3
film grown on sapphire. The atomically flat morphology is evident, and the
corresponding height profile across the surface is plotted in Fig. 7.10b. As expected,
step height of adjacent terraces is 10.3 Å, equivalent to the size of a quintuple layer
(QL) unit cell of Bi2Te3 [2]. Figure 7.10c shows the atomic resolution image of the
surface for the pristine Bi2Te3 film. The surface tellurium atoms are clearly observed,
exhibiting a hexagonal unit cell (see right bottom inset in Fig. 7.10c) with a lattice
constant of about 4.3 Å. We did not resolve surface adatoms, thus indicating that our
samples have clean surface, free from contaminations. To investigate the effect of
exposure to ambient conditions, we took the film out of the STM system and
exposed it to air for 10 min. Figure 7.10d depicts an atomically resolved STM
topography image of this sample after exposure to air. There are notable changes in
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Fig. 7.10 (a) In situ STM topography image (250 � 250 nm2 area) of Bi2Te3 film. (b) Line profile
across a series of wide steps (blue line). (c) Atomic resolution topography image (6 � 6 nm2 area).
(d) Topography image (6 � 6 nm2 area) of the same sample after exposure to ambient conditions.
The surface tellurium atoms (right bottom inset) are still resolved together with noticeable defects as
compared to before exposure. (e) Spectroscopy spectra of the same film (blue curve). Effect of
storing films in situ under UHV conditions for weeks (green curve) and exposing them to pure
oxygen (red curve). (f) dI/dV spectra of the same films after a 10-min exposure to ambient
conditions (green); for comparison, plotted together with the spectra before exposure (blue)
(Figures are from Ref. [16], copyright American Physical Society)
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the surface topography of the film. We can readily identify additional defects due to
ex situ contamination. This observation shows clearly that exposure to ambient
pressures changes the surface topography of our Bi2Te3 thin films notably, thus
emphasizing the need to protect the surface states from degradation and avoid
unintentional doping induced by extrinsic defects.

Figure 7.10e depicts low temperature differential conductance curves of a 30 nm
thick Bi2Te3 film grown on sapphire. Data were measured after 1 day in the STM
chamber (blue line), after 6 weeks in situ storage (green), and later, after being
oxidized for 10 min in 1 atm. of pure O2 (red). In order to acquire differential
conductivity spectra, we did numerical differentiation of more than 3600 I-V curves
with setpoint parameters of Vb = + 350 mVat I = 1 nA. The I-V spectra were also
recorded by means of a standard lock-in technique with a time constant of 10 ms.
The lock-in data were consistent with the results obtained by numerical differenti-
ation. In Fig. 7.10e, EB�BCB is the bottom of the bulk conduction band and ET�BVB

is the top of the bulk valence band. E F and E D indicate Fermi level and Dirac point,
respectively. To determine the position of EB�BCB and ET�BVB, we identified the
points at which the conductance increases sharply due to tunneling into bulk
bands, and we used the reported value of the bulk conduction band (210 meV) of
Bi2Te3 [8, 90] to calibrate the energy axis against the measured bias voltage. In all
3 conductance spectra, we observed a region where the conductance increases
linearly with bias as expected when tunneling into TI surface states with linear
dispersion relation. From ARPES data, it is known that the Dirac point of Bi2Te3 is
buried inside the BVB [8, 16]; thus, by extrapolating this region with linear DOS, we
estimate the Dirac point to be at ~0.23 eV below the Fermi level. Furthermore, the
linear part of all the three STS spectra has a plateau at ~ �50 mV. The presence of a
plateau has been reported previously in STS spectra of Bi2Te3 thin films and single
crystals [76, 91, 92]. It is often attributed to the hexagonal warping effect of the
surface state band in Bi2Te3 samples [76, 93, 94].

Remarkably, in a long-term study encompassing 3 STS spectroscopy measure-
ments (Fig. 7.10e) over a period of several weeks and exposure to an atmosphere of
pure oxygen, we found no shifts in the spectra nor surface degradation of our Bi2Te3
thin film. The overall key features, the linear surface band, the plateau due to
“warping,” and the position of the Fermi energy relative to the bulk bands, remain
unchanged. This finding is in agreement with the ARPES data presented above (see
Sect. 5.3) since these thin films were also measured after storage for 3 days in the
portable vacuum suitcase, and we did not detect any sign of bulk conduction bands at
the start of the ARPES measurements. These data further confirm that in situ storage
in ultra-high vacuum and exposure to pure oxygen at atmospheric pressures leave the
band structure of Bi2Te3 thin films at the surface unaffected.

Next we studied the impact of exposure to air in STS data. The sample was taken
out of the STM system and exposed to ambient conditions for 10 min. After this
procedure, several spectroscopy maps were acquired for different positions on the
exposed surface of the film, using the same setpoint parameters as for the spectra
presented in Fig. 7.10e. In Fig. 7.10f, we show dI/dV spectra of a Bi2Te3 film grown
on sapphire before (blue) and after (green) the exposure to air. For comparison, we
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plot together the conductance curves before (blue) and after ex situ exposure (green).
We observe clear changes in the shape of the STS spectra, as was also the case for the
ARPES spectra of the film exposed to air (see Fig. 7.8a). The region previously
associated with the linearly dispersing surface bands is absent in the exposed film,
indicating the deterioration of surface states after exposure to the environment. Here,
we note that whether bands shift upward or downward depends sensitively on the
exact exposure conditions as well as the position where spectra are taken (e.g., close
to a defect). Based on a comparison of measured STM topography data before and
after exposure (see Fig. 7.10c, d), we believe that extrinsic defects due to the
contamination are responsible for the observed changes in the Dirac surface states
spectra of our Bi2Te3 STS spectra. Extrinsic defects are often responsible for the
change of sign of the carriers in the surface conductivity of TIs [74]. This finding
also emphasizes that for further ex situ investigations, films should first be capped
in-situ to avoid any possible contamination. Recently, we developed a method for
growing capping layers with minimal damage to the surface states of intrinsically
insulating Bi2Te3 thin films [18]. Using two different capping materials, an Al2O3

layer grown by pulsed laser deposition and an epitaxially grown Te layer, we
demonstrated the effectiveness of in situ capping for protecting the TI surfaces
from adsorbates and other contaminations.

6 Conclusions and Future Perspective

In summary, we presented different in situ surface characterization tools of topolog-
ical insulator nanomaterials. We confined our discussion to MBE grown Bi2Te3 TI
thin films, and their subsequent in situ characterizations. We showed that RHEED
during thin film deposition is an excellent technique for monitoring the growth
dynamics and for structural analysis of the surface of Bi2Te3 samples. XPS is a
complementary tool for the in situ investigation of the surface elemental composition
as well as the study of surface chemical stoichiometry of as-grown films. Combining
in situ spectroscopy and topography techniques (ARPES, STS and STM), we
demonstrate that the electronic band structure and surface morphology of Bi2Te3
are not affected by in vacuo storage and exposure to oxygen. Breaking vacuum and
exposing the sample surface to air results in notable changes in the surface band
structure spectra and topography of Bi2Te3 samples. The prospect for future in situ
characterization of TI nanomaterials includes the possibility of performing
magnetotransport experiments without exposing the sample surface to ambient
conditions. A possible route is to make minor modification of the vacuum suitcase
so that it can be fit to almost any vacuum system, e.g., quantum transport measure-
ment systems, thus redefining the concept of in situ characterization; of course,
sample contacting issues should be first envisaged. Alternatively, thin films should
first be capped in situ to avoid any possible contamination as has already been
demonstrated [18]. The portable vacuum suitcase can also be used for further in situ
analysis at different locations like synchrotron radiation facilities.
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1 Definition of the Topic

Life in the twenty-first century is dependent on an unlimited variety of advanced
hybrid materials – among them, nanomaterials (NMs). The design of these NMs
mostly depends on the current necessities of the society, the availability of resources,
and the investment required for an appropriate scale-up production. Thus, regarding
the preparation of novel NMs, it is mandatory for the evaluation of their properties in
order to satisfy the desired applications with high performance. In this chapter, we
discuss different techniques that offer the possibility of the in situ characterization of
NMs and nanocomposite materials (NCs), in terms of their chemical composition,
spatial distribution, and optical and electrochemical features, without modifying the
material itself.
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2 Overview

The advances of materials science have involved the improvement of characteriza-
tion techniques. For instance, initial scientific observations were realized only by
optical microscopy. Later on the resolution and the scope of interest led to the
apparition of electron microscopy. Currently, the need to arrive to atomic resolution
(or beyond) allows the use of the term nanoscopy. This evolution joins the necessity
of a better understanding of the structure–properties relation in the novel materials.
An important case is the development of ultrafast microscopy in which images can
be taken in nanoseconds time interval, which opens new ways to study the dynamics
of different processes.

After the design and synthesis of a nanocomposite material, the next step is the
full characterization of its principal features, such as nanoparticle size and distribu-
tion, chemical composition, morphology, and special properties. A complete and
appropriate characterization is must for the deeper understanding of the behavior of
the nanocomposite material and, therefore, its further synthesis optimization or
possible commercialization of the final added value materials. The importance of
the characterization is related as well with the concerns on the possible effects of
nano-sized materials on the human body and the environment are increasing
recently, added to the lack of specific legislation for the nano-sized structured
materials.

Here we describe the application of different electron microscopy, optical and
electrochemical techniques (e.g., field emission scanning electron microscopy, laser
confocal microscopy, cyclic voltammetry) that have showed to be suitable for the
detailed description of novel NMs and NCs, by describing the morphology, surface
interactions, chemical composition, electrochemical performance, and even quanti-
fication assays of the NMs or the NCs hybrid materials.

3 Introduction

Life in the twenty-first century is ever dependent on an unlimited variety of advanced
materials. The term material may be broadly defined as any solid-state component or
device that may be used to address a current or future societal need. For instance,
simple building materials such as nails, wood, coatings, etc., address our need of
shelter.

The main aim of material scientist is to overcome with new efficient and low
cost methodologies for the preparation of novel materials. Taking that into account,
the incorporation of nanomaterials (NMs) into bulk components has become a
priority [1–4].

Nanostructured materials including nanoparticles, nanowires, nanobands, and
carbon nanotubes (CNTs) have been intensively investigated due to their size-
related features and special chemical and physical properties [5]. The size depen-
dence of their properties has been focus of many studies like the one of Plieth et al.,
who studied the variation of the reduction potential [6].
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Due to surface to volume ratio of nanoparticles (NPs), the high percentage of
surface atoms introduces size-dependent properties. The finite size of the particle
confines the spatial distribution of electrons, leading to quantized energy levels
product to size scale. This fact is very important for semiconductor materials and
optics. This effect is specially seen in nanocrystal, leading to major discoveries in
solid-state physics. The relevance of nanotechnology is because of the special
properties caused by the nanoscale, in which materials have new phenomena and
properties (physical and chemical), different from the analogous at the macroscopic
scale [7].

It is noteworthy that NPs can aggregate not only as a result of a further manip-
ulation but also during their growth. A typical mechanism of aggregation is the
Ostwald ripening which is a growth mechanism where small particles dissolve and
are consumed by larger particles [8–11]. Thus, the average NP size increases with
time, the particle concentration decreases, and their solubility diminishes.

The use of engineered NPs as a consequence of the emerging field of materials
science and mainly of nanotechnology is a concern of environmental scientists
worldwide. However, a few studies have already demonstrated the toxic effects
of NPs on various organisms. Despite the extensive publications and studies
involving nanotechnology, it is still in discovery phase in which novel materials
are first synthesized in small scale in order to identify new properties and further
applications [12–14].

NMs are now being manufactured and used in many products of different
chemistry fields. However, our knowledge of the human health effects and environ-
mental engineered nanomaterials or nanoparticles is incomplete [15]. Current legis-
lation does not specifically address NMs or NPs, and there are concerns about
nomenclature, defining nanomaterials as new substance under chemical regulations
such as REACH, and the appropriateness of current test methods.

Generally, beneficial effects of NMs are well recognized, but the potential
eco-toxicological effects and impacts on human health of NPs have so far received
little attention. The high speed of penetration of NMs-based consumer products
bring about the need for a better understanding about the potential impacts that
nanoparticles may have on biological systems [16]. Some recent studies have shown
that there are reasons to suspect that nanoparticles may display toxicological effects
on biological systems [17]. Concerns on the effects of nano-sized particles on the
human body and the environment are increasing recently. The high surface-to-
volume ratio of nanomaterials makes them more reactive and potentially more
toxic. Because they are more reactive, they may interact with other materials during
disposal and recycling of nanoparticle-bearing composite materials. Others fear that
NMs may cause new allergens, new toxic strains, and increased rates of nano-
particles absorption by the environment. So, an important feature regarding this is
the performance of an appropriate characterization of these kinds of NMs after their
application in nanotechnology.

Some aspects can be taken into account referring to NPs release and effects:
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• NPs effects are scale dependent and not the same in larger scale or agglomerates.
This means that effects may be quiet different to adopt specific and more
appropriate regulations.

• These differences are based on size, surface chemistry, and other specific inter-
actions depending on the scale. Thus, the same material may have different
regulations through the different sizes presented.

• Effects must be conclusive to those products for which commercialization is
imminent. So, the NPs presented in the final product may be the ones that the
studies should focus on.

Therefore, the stabilization of NPs is specifically required to prevent their
agglomeration and noncontrollable shape or size changes, and possible release to
the environment. Regarding this fact, the use of supports (e.g., polymeric) for the
preparation of hybrid nanocomposite materials (NCs) is one of the most common
and efficient way to avoid the issue of the NPs stability [18–23]. Therefore, the
appropriate preparation methodology of NCs can be established depending on how
are the NPs incorporated to the supporting matrix [10, 24] (a) in situ synthesis or
(b) ex situ synthesis with posterior incorporation of NPs.

In this regard, the increase of the safety of NMs is of particular importance. One
way to prevent risk is the development of the environmentally safe NCs, for instance,
the ones that consist in a functional polymer with immobilized functional NPs with
tuned distribution in the supporting matrix, depending on the final application of the
hybrid novel material, such as electrochemical assays, heterogeneous catalysis, or
novel water treatment procedures [25].

In the last years, different types of nanomaterials have been developed, with
different composition and morphology, which are in function of the application of
interest, so their characterization by means of several techniques is of great impor-
tance. Due to these, this chapter describes the main characterization techniques used
to determine the specific properties of materials within the nanoscale such as the
determination of the molecular surface and electronic properties of the materials as
well as their electrochemical behavior.

The best characterization tools provide valuable information about morphology,
chemical composition, size, spatial distribution, electrochemical features, among
others, with the less alteration of modification of the sample itself. Consequently, the
application of in situ characterization techniques for the description of novel materials
is needed. In this chapter, we describe the characterization techniques that have proved
their suitability providing detailed information of NMs and NCs, such as field emission
scanning electron microscopy, laser confocal microscopy, and cyclic voltammetry.

Moreover, the chapter is a powerful tool in the knowledge of nanomaterials and
nanocomposite materials due to the incredible contribution of many authors who are
experts in different disciplines. In addition, it could be used as a handbook to check
and employ several characterization and visualization techniques, making the chap-
ter of great interest to both research and academic fields.
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4 Experimental and Instrumental Methodology

4.1 Scanning Electron Microscopy and Transmission Electron
Microscopy

Scanning electron microscopes (SEM) coupled with an energy-dispersive spectrom-
eter (EDS) Zeiss EVOMA10 and ZeissMERLINFE-SEMand transmission electron
microscope (TEM) studies were carried out using JEOL 2011 and JEOL 1400. SEM
and TEM techniques were used to obtain the metal concentration profiles across the
cross-section of the FMNPs containing materials, to characterize the morphology of
the polymer surface and for determination of FMNPs diameters. Samples were
prepared by embedding several granules in the epoxy resin followed by cutting
with a ultramicrotome (Leica EM UC6) using a 35� diamond knife (Diatome) at
liquid nitrogen temperature (�160 �C).

4.2 Scanning Transmission Microscopy

(S)-TEM images were obtained using FEI Tecnai F20 S/TEM from the electron
microscopy facilities of Institut Català de Nanociència i Nanotecnologia (ICN2).
This device offers high-resolution imaging, down to atomic scale, of the structure
and morphology of samples in TEM and STEM modes up to 200 kV operating
voltage. Moreover, the chemical analysis at nanometer level and chemical mapping
via energy dispersive X-ray spectroscopy (EDS) can be achieved.

4.3 Confocal Microscopy

Samples were mounted on bottom-glass culture dishes (Mat-Tek Corp., Ashland)
and were examined using a TCS-SP5 (Leica Microsystems, Heidelberg, Germany)
confocal laser scanning microscope located in microscopy facilities of Universitat
Autònoma de Barcelona. Fluorescence emission spectra were obtained using a
63 objective with an excitation wavelength of 405 nm for all spectra. Recording
data has a wavelength range from 425 nm to 775 nm with a band width of 10 nm and
a spectral resolution of 7 nm.

4.4 Electrochemical Characterization of Nanocomposite Sensor
Materials

Electrochemical impedance spectroscopy (EIS) measurements are performed in a
0.1 M KCl solution containing 0.01 M [Fe(CN)6]

3-/[Fe(CN)6]
4- under quiescent

condition. The impedance spectra were recorded in the frequency range 0.1 Hz to
100 kHz at the redox equilibrium potential. The equilibrium potential of each
electrode evaluated has been obtained by cyclic voltammetry measurements.
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The signal amplitude to perturb the system is 10 mV. The electrochemical parameters
(ohmic resistance, RΩ; charge-transfer resistance, Rct and double-layer capacitance, Cdl)
are obtained by fitting the data obtained to an equivalent circuit, which is sufficiently
suitable to interpret the RΩ, Rct, and Cdl values in terms of interfacial phenomena that
occur at the electrochemical cell.

Cyclic voltammetry (CV) was performed in a 0.1 M KCl solution containing
0.01 M of the benchmark [Fe(CN)6]

3�/[Fe(CN)6]
4- redox couple under quiescent

condition. Measurements are carried out at 10 mV/s of scan, using a potential range
from �1.5 V to 1.5 V.

5 Key Research Findings

5.1 In Situ Characterization of Metal–Polymer NCs with Feasible
Bactericide and Catalytic Applications

The system NP-polymeric support shows a series of interactions that lead to the
increase of their stability, reducing the possibility of release and consequently
decreasing the environmental impact of NMs when present in hybrid NCs materials.
This can be explained by the increase of viscosity of the immobilizing support matrix
and the decrease of the energy of particle-particle interaction in NPs systems
regarding the NMs prepared in solution. Figure 8.1 presents the schematic stability
offered by the host polymer matrix to the NPs to reduce the risk of release [26].

The modification polymeric matrices such as ion exchangers with NMs can be
carried out by using the intermatrix synthesis (IMS) technique coupled with the
Donnan exclusion effect (DEE). Such combination allows for production of
polymer-metal NCs with the tuned distribution of NPs, for example, near the surface
of the polymer what appears to be the most favorable in their practical applications
[25, 27–31].

IMS technique is an efficient and simple methodology for the in situ preparation
of metal-polymer bifunctional nanocomposites. The general principles of IMS apply
to all types of matrices (polymeric or not) with ion exchange functionality and for
different types of FMNPs.

Fig. 8.1 NPs stabilized by a polymeric support within a NC (left) that offers mechanical resistance
(right) to reduce the risk of NMs release
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The main requirements for an ion exchange matrix to be used as a support for the
IMS technique include: [22, 25]

• The matrix must be chemically compatible with the FMNPs surface.
• It bears a charge due to the presence of well-dissociated functional ion exchange

groups. This requires a preconditioning acid–base and NaCl treatment of the
supporting matrix before IMS technique that usually results in the Na+-form for
cationic exchangers and the Cl�-form for anionic exchangers.

• The functional groups act as nanoreactors.
• Appropriate distances between the functional groups, in order to avoid agglom-

eration of FMNPs due to steric effects on the surface.
• Sufficient flexibility of the polymer chain segments to facilitate movements of

ionic carriers.
• Appropriate swelling ratio of the matrix.
• Adequate hydrophilicity: as IMS is an environmentally friendly methodology that

is carried out in aqueous media.

Regarding these points, the matrix acts as nanoreactors for the NPs and provide a
confined medium for the synthesis controlling particle size and distribution. More-
over, stabilizes and isolates the generated NPs, preventing their aggregation.

5.1.1 Characterization of the Enhanced Spatial Distribution of Pd
and ag NPs in NCs

DEE refers to the impossibility to penetrate deeply in a matrix when there is a
coincidence between the charge of the outside ions (e.g., from the reducing agent)
and the ones of the functional groups on the polymer surface. Thus, an equilibrium
between ion concentration (either functional groups or from metal or reducing agent
solution) and electrostatic repulsion takes place.

Coupling IMS with DEE [11, 32, 33] predicts that the use of negatively charged
reducing agents such as NaBH4, leads to the location of the NPs mainly on the
surface of the supporting matrix due to the electrostatic repulsion between the BH4

�

and the functional groups of the matrix (negatively charged as well).

Anion Exchange Matrices as Support for NCs Prepared by Intermatrix
Synthesis
Considering the case of anion exchange matrices and the IMS of Pd-NPs, the
first stage of IMS coupled with DEE is the sorption of the reducer anions on
the positively charged functional groups [18, 34, 35] of the matrix (Eq. 8.1).
The second stage (Eq. 8.2) is the treatment of the polymer with solution of
positively charged metal ions. Their rejection by the matrix bearing the charge of
the same sign does not allow them to deeply penetrate into the polymer, and their
interaction with reducing agent proceeds (as in the previous case) near the surface of
the support.
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R� R4 � Nð ÞþCl� þ NaBH4 ! R� R4 � Nð ÞþBH4
� þ NaCl (8:1)

R� R‘
4 � N

� �þ
BH4

� þ Pd NH3ð Þ4
� �

Cl2 þ 6H2O

! R4 � Nð ÞþCl� Pd0 þ 7H2 þ 2B OHð Þ3 þ 4NH3 (8:2)

Figure 8.2 shows the feasible customized distribution of Pd-NPs on an anionic
exchange resin, prepared by IMS [35]. This tuned distribution is particularly impor-
tant in practical application of such materials for complex water treatment. Note that
similar procedure has been also applied for the synthesis of metal oxide nano-
particles inside ion exchange resins for removal of arsenic from water [36] and for
the preparation of heterogeneous catalysts [35].

As shown in Fig. 8.2, chemical mapping by energy sispersive X-ray spectros-
copy (EDS) can be achieved in order to obtain the spatial distribution of the Pd-NPs
by the differentiation of chemical composition within the NC material. In this case, it
is clearly observed how the Pd-NP content is mainly located on the surface of the
nanocomposite material, as the synthetic route intended to.

EDS analysis requires high voltage (in the case of Fig. 8.2, from SEM). But when
the study of this kind of NC materials is carried out in field emission SEM (FE-SEM)
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Fig. 8.2 (a) Schematic representation of NPs distribution on NC materials due to DEE and IMS
technique. (b) SEM image of cross section of Pd-NPs on an anion exchange resin and (c) EDS line-
scan of indicated zone in B, showing that Pd-NPs are mainly located on the surface of the granulated
polymer
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instrumentation, as Zeiss® Merlin, it can be combined with a fast change of voltage
in order to obtain high resolution images of the NPs and then proceed with the
composition analysis, as shown in Fig. 8.3.

SEM images of the surface of NCs granules present the morphology change of
the polymer surface due to the formation of fractal-like structures (Fig. 8.3b). In this
case, the formation of Pd-NP fractals on the surface of polymer can be explained by
the action of diffusion limited aggregation (DLA) mechanism [37]. Moreover, it can
be observed the presence of spherical Pd-NPs dispersed over the surface of the
polymeric support, which allows enhanced performance for catalytic assays.

The efficiency of these Pd-NPs on anion exchange materials as heterogeneous
catalysts were successfully tested for Suzuki cross coupling reaction (SCCR), for
which Pd catalysts are known to be suitable catalysts for this reaction, with appli-
cability to the synthesis of fine chemicals [10, 19, 29, 38, 39].

Cation Exchange Matrices as Support for NCs Prepared by Intermatrix
Synthesis
Intermatrix synthesis of Ag-NPs on cation exchange polymer resin can be tuned in
order to obtain different NPs concentration profiles over the final added value NC
material. This can be achieved by the selection of different reducing agents during
the NPs formation stage of IMS.

Characterization of Ag-NPs on Gel-Type Cationic Polymeric Matrix
with Formaldehyde as Neutral Reducing Agent
The preparation of Ag-NPs on a gel-type cationic polymeric resin using formalde-
hyde as neutral reducing agent is presented in Eqs. 8.3 and 8.4:

R� SO3
� Naþ þ Agþ ! R� SO3

� Agþ þ Naþ (8:3)

2R� SO3
� Agþ þ CH2Oþ H2O ! 2R

� SO3
� Naþ HCOO� þ 3 Hþ þ 2Ag0

(8:4)

Fig. 8.3 (a and b) present FE-SEM of Pd-NPs on anion exchange polymer, obtained at 4 kV
voltage. (c) presents the corresponding EDS spectra of (b), showing that the chemical identity of the
NPs corresponds to Pd. Magnification of (b �> a)
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Equation 8.3 shows the typical NPs–precursor loading stage, in this case of silver
ions due to the exchange of Na+ to Ag+. Consequently, Eq. 8.4 presents the formation
of Ag-FMNPs. The silver content in the final NCs was found to be 159 mg Ag� g�1

NC, which corresponds to 70% efficiency of silver loading during stage 1.
In order to confirm the Ag-NPs intern distribution in the gel-type polymer, SEM

characterization and EDS analysis were performed to the samples. As it can be seen
in Fig. 8.4, the element mapping and the LineScan EDS analysis verify this.
Moreover, distribution is consistent and conclusive of DEE influence during the
appearance of the NPs in the second stage of IMS.

The control of the NPs distribution (size and interparticle distance) makes valid
the idea of incorporating these NPs in the interior of a stabilizer matrix. In order
to achieve this, some researchers have used a methodology very similar to
IMS. For example, the preparation of NC microspheres containing Ni-NPs can be
accomplished via chemical surface modification [40, 41].

Characterization of Ag-NPs on Gel-Type Cationic Polymeric Matrix with NaBH4 As
Negatively Charged Reducing Agent
Equations 8.5 and 8.6 show the example of IMS stages for the synthesis of Ag-NPs
on a sulfonic cationic exchanger.

Metal loading stage:

R� SO3
�Naþ þ Agþ ! R� SO3

�Agþ þ Naþ (8:5)

Metal reduction stage:

R� SO3
�Agþ þ NaBH4 þ 3H2O ! R

� SO3
�Naþ þ 7=2H2 þ B OHð Þ3 þ Ag0

(8:6)

After finishing the metal reduction the functional groups of the supporting matrix
appear to be converted back into the initial ionic form (Na-form). This means that
complete IMS cycles can be repeated without any additional pretreatment of the ion

Fig. 8.4 (a) Schematic representation of NPs distribution on NC materials due to DEE and IMS
technique when using a neutral reducing agent. (b) Cross section of Ag-NPs containing nano-
composite with the corresponding EDS element mapping on C. (c) Shows the interior distribution of
Ag-FMNPs due to IMS with formaldehyde as reducing agent
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exchanger [35, 42, 43]. This could result in the accumulation of a higher amount or
increase of the thickness of the NPs when the same metal precursor is used, as
presented in Fig. 8.5.

As it is seen from Eq. 8.6, the negatively charged borohydride anions cannot
deeply penetrate into the polymeric matrix bearing the charge of the same sign due to
the action of DEE. As a result, the reduction of Ag ions leading to the formation
of Ag-NPs proceeds near the surface of the polymer. Finally, the increase of Ag-NPs
layer thickness in the NC showed in Fig. 8.5 can be also tuned by changing the time of
the metal loading stage, and consequently customize the NP content in the final
hybrid material [25, 43]. Consequently, this fact could lead to the preparation of
efficient bactericide layer with the minimum quantity of NPs and with the most
favorable distribution for novel bactericide materials, with lower production cost and
time [42].

Fig. 8.5 (a) Schematic representation of the increase of Ag-NPs layer consecutive IMS cycles,
(b and c) present actual SEM images of cross section samples of Ag-NPs containing composites,
where the white zones verify the location of the NPs mainly on the surface and the thickness
increase
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5.1.2 Surface Characterization and Morphology of NCs Modified
with Silver Nanoparticles

The incorporation of NPs in a nanocomposite material can greatly influence in the
final properties of the hybrid materials. Moreover, the interaction of these NPs can
promote surface morphological changes in polymeric supports [44 and 45]. Thus,
considering the abovementioned case of Ag-NPs on cationic exchangers, Fig. 8.6
presents the surface change of a gel-type polymer due to NPs, obtained by laser
confocal microscopy.

FE-SEM analysis of these Ag-NPs containing NCs showed clearer morphological
changes (Fig. 8.7). These morphological changes are associated with the inter-
polymer mechanical stress, resulting from a strong interaction between Ag-NPs
and the gel-type polymer chains [27]. These NPs present an average diameter of
17 � 1 nm. The appearance of nanoporosity results, in turn, in increase of the
internal surface area, which can be one of the factors explaining the excellent
performance of these NCs in bactericide assays [42, 43].

Fig. 8.6 Laser confocal microscopy 3D images from (a and b) raw polymer material with smooth
surface and (c and d) Ag-NPs nanocomposite after IMS, showing the increase of roughness on the
surface due to the presence of nanoparticles
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IMS on this cation exchanger gel–type polymer produces well-distributed
Ag-NPs with no evident agglomerates. In addition to the appearance of nanoporosity
on the surface of this gel-type polymers, some regular shape define silver nano- and
microstructures were found with further FE-SEM characterization. This fact
summed to the morphological surface changes, and the stabilization offered by the
matrix itself may explain the feasibility of this technique to obtain well-defined silver
structures shown in Fig. 8.8.

Fig. 8.7 FE-SEM images of (a) increase of roughness on polymer surface due to the appearance of
Ag-NPs with no evident agglomerates, as (b) shows well spatial distribution of NPs over the surface
with increased magnification
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Fig. 8.8 FE-SEM images of Ag microstructures (a) and corresponding EDS LineScan, (b)
showing chemical composition
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5.2 In Situ Characterization of Nanomaterials: Multiwalled
Carbon Nanotubes, CdS Quantum Dots, and Au Nanoparticles

5.2.1 Carbon Nanotubes Modified with CdS Quantum Dots
The modification of carbon nanotubes (CNTs) with quantum dots can be achieved by
activating their surface with an appropriate acidic treatment. This treatment enhances
the ion exchange suitability of CNTs. Consequently, IMS of QDs can be carried out
by firstly carrying out the loading of the functional groups with QDs precursor, while
the second one includes the formation of QDs by precipitation reaction (instead of
reduction). IMS can be described for the case of multiwalled CNTs (MWCNTs) as
follows: [25, 30]

2 MWCNTs� COO� Naþ½ � þ Cd2þ ! MWCNTs� COO�½ �2 Cd2þ þ 2Naþ

(8:7)

MWCNTs� COO�½ �2 Cd2þ þ Na2S ! 2 MWCNTs� COO� Naþ½ �þCdS #
(8:8)

After the QDs formation reaction on the MWCNTs surface, the functional groups
appear to be regenerated, as they are converted back into the Na+ form. This means
that the QDs formation cycle can be repeated again by using both equations without
any additional pretreatment of CNTs. This allows for accumulation of the desired
amount of QDs on the surface of MWCNTs as seen in Fig. 8.9.

In this case, for the characterization of QD-MWCNTs, it was needed to carry it
out by the combination of scanning and transmission microscopy in the STEM
device. In this sense, the resolution of the techniques arrives to the nanoscale
order. Moreover, chemical composition if realizable from the image (Fig. 8.9b), as
the white zones reveal higher atomic weight composition in contrast to darker zones.
Thus, what it seemed to be a nonloaded CNT (Fig. 8.9a), the implementation of

Fig. 8.9 TEM (a) and S-TEM (b) characterization of MWCNTs with CdS-QDs, with the
corresponding EDS chemical mapping, showing the presence of Cd
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STEM characterization evidence the presence of CdS-QDs is 2.3 � 0.4 nm well
distributed over the surface of the support.

QDs are known to present quantum confinement effects during light excitation,
which gives them interesting optical and semiconducting properties. Tuning these
features and coupled them with its surface modification or using them for the surface
modification of these reactive surfaces led to explore the application of these hybrid
material to the field of sensors (fluorescent and biosensors) and to bioassays
[46–49]. Due to these interesting features, the incorporation of fluorescent QDs into
nanocomposite materials could lead to the design of in situ determination protocols
for nanomaterials. For instance, the fluorescence emission of CdS–QDs onMWCNTs
showed to be proportional to the amount of CNTs loaded with them [50], as
schematically presented in Fig. 8.10. These results open the way for novel analytic
procedures for using optic response of different nanomaterials for the autodetection in
different environments as, for example, the use of auto fluorescent Ag and Au–NPs or
even fluorescent nanodiamonds for biosensing purposes [51–55].

5.2.2 Characterization of Au-NPs Nanoparticle Based Biosensors
for Theranostic Applications

Nanoparticles play an important role in current sensing and biosensing technologies.
These materials are showing improvement of the performance of biosensing systems
in general (i.e., proteins, cells, heavy metals) and that of electrochemical sensing
devices particularly. In addition to the biosensing applications, the use of these, as
carriers of biomolecules and their application in biomedical and nutritional technol-
ogies, between others, is an emerging research field in the last years. It is well known
that NPs exhibit physical properties that are truly different from both small molecules
and bulk material [56–60]. Au-NPs have been extensively proposed for applications

Fig. 8.10 Schematic
representation of proportional
fluorescent response of QDs
for the calculation of CNT
concentrations in water [50]
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in several fields such as the environmental and the food/agriculture one, being
especially relevant their application for biomedical and therapeutic purposes [61].

Merkoçi et al. [62] worked on the design of Au-NPs, as both carriers/electro-
catalytic labels, with the properties of k-casein derived peptides to bind specific
bacterial fimbriae adhesions. These peptides-modified nanoparticles are used for the
evaluation of the interaction between the peptides and the K88 fimbriae bacteria
(K88) and found with interest for future potential applications not only for
biosensing purposes but also for therapeutic applications. Such theranostic platform
can also be extended to other biotechnological applications, including food, health,
and pharmaceutical fields.

In order to check the Au-NPs surface modification after the conjugation, these
suspensions were evaluated followed by TEM analysis using a negative staining
pretreatment. Negative staining is an established method, often used in diagnostic
microscopy, for contrasting a thin specimen with an optically opaque fluid. Typical
stainers are ammonium molybdate, uranyl acetate, uranyl formate, phosphotungstic
acid, osmium tetroxide, osmium ferricyanide, or auroglucothionate because they
scatter electrons well and easily adsorb onto biological matter. Due to these proper-
ties, this method is used to view viruses, bacteria, bacterial flagella, biological
membrane structures, and proteins or protein aggregates, which all have a low
electron-scattering power. For this reason, this sample pretreatment was chosen in
order to observe the presence of the peptides around the Au-NPs in the prepared
conjugates. Under these optimum conditions, a good Au-NPs dispersion along with
a “dark shadow” around them is noticed, as can be observed in Fig. 8.11 left; this
shadow is not observed for the unmodified Au-NPs (Fig. 8.11, right).

As detailed in methods section, first of all different CGP peptide concentrations
and different CGP/Au-NPs conjugation ratios were assayed. A summary of the TEM
images obtained under these different conditions and the proposed conjugate config-
urations are shown in Fig. 8.12 finding that the optimum conditions corresponded to a
CGP concentration of 0.01 mg/mL and a CGP:Au-NPs concentration ratio of 3:1.

Fig. 8.11 (a) TEM image (after negative staining pretreatment) obtained for a CGP/Au-NPs
suspension prepared following the experimental procedure detailed at methods section (left) and
(b) An unmodified Au-NPs suspension (right)
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Under these conditions, the agglomeration induced by micelles as well as the
encapsulation of the Au-NPs inside the micelles are avoided (both phenomena are
observed for higher peptide concentrations).

Once the peptide/Au-NPs conjugates were formed, their interaction with a fim-
briated E. coli (K88) was evaluated. As explained before, it is known that some
peptides such as k-casein derived ones (this is the case of CGP and CGMP-10) are
potential inhibitors of bacterial adhesion to intestinal mucous, being this of potential
application in nutritional treatments in order to avoid serious digestive affections,
mainly thanks to their ability to bind cholera and E. coli enterotoxins. The study

Self-assembly of micelles due to high concentrations of 
casein glycopeptide (CGP) in solution 
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Fig. 8.12 Schematic representation of the proposed CGP/Au-NPs configurations and the
corresponding TEM images (obtained after negative staining pretreatment). (a) Scheme of the
self-assembly of micelles due to high concentrations of CGP in solution (1 mg/mL). At this high
concentration in solution, the Au-NPs can be either agglomerated by the presence of the micelles
(b-left) or encapsulated inside the micelles (b-right). However, for lower CGP concentrations
(0.01 mg/mL) the Au-NPs are well dispersed and the organic material (the “dark shadow”) seems
to cover the Au-NPs (c). Definitions of the images symbol in (d)
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finally showed that the Au-NPs can be easily loaded with k-casein derived, driven
toward fimbria bacteria and electrochemically detected distinguishing the fimbriae
(K88) from nonfimbriae (NF) bacteria [62].

5.3 Electrochemical Characterization of Graphite–Epoxy–Enzyme
and Graphite-Epoxy-Metal Nanoparticles (Bio)
Nanocomposite Sensors

5.3.1 Characterization and Optimization: An Important Feature
for the Development of Nanocomposites Sensors for Glucose
Determination

Electrodes based on nanocomposites can be defined as the result of combining two
or more different materials in solid phase where, at least, one of the constituent parts
has a nanometer scale dimension [63]. In addition, these (nano)materials do not lose
their individual identities but still impart their properties to the product resulting
from their combination. Building blocks with dimensions in the nanosize range
enable us the possibility to design and develop new materials with unprecedented
versatility and improvement in their physical and chemical properties.

Among the wide range of nanocomposites, the development of nanocomposites
based on conductive phases dispersed in polymeric matrices has led to important
advances in electronics and electrochemistry. In general, nanocomposite materials
based on different forms of carbon nanostructures as conductive phase (such as
graphite, carbon nanotubes, and graphene) have played a leading role in the
analytical electrochemistry field, particularly in sensor devices due to their interest-
ing advantages as easy surface renewal or low background current, among others.
Regarding electrodes based on these conductive materials, the exposed carbon area
is lower than the electrode geometric area, where a part of the space is occupied by
the insulating matrix (polymer), producing conducting and non-conducting areas on
the surface. Since the capacity of the electrode or electrical conductivity is measured
almost exclusively by the amount of exposed carbon on the surface, the background
current resulting from this capacity is less than what would be expected by the
geometric area of the electrode, usually in one or more orders of magnitude.

On the other hand, conductive properties of the nanocomposites depend on the
nature of each component, amount of conducting material, or conductive particle
loading and their distribution. Moreover, there is a direct relationship between the
nanocomposite electric conductivity and the amount of conductive material. So, an
important feature is performing a previous characterization of these kinds of mate-
rials in order to obtain the optimal composition which provides the best electro-
chemical properties for their analytical application as an electrochemical transducer.
Consequently, the electroanalytical properties of these electrodes based on nano-
composites are improved such as detection limit, sensitivity, stability, and
reproducibility.

Up to now the principle applied to the optimization of the composite proportions
has been done using the percolation theory, under the criteria of maximizing the
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conductive particle loading, without losing its physical and mechanical stability, but
without taking care if the composite provides the best electroanalytical characteris-
tics of response [64]. Recently, it has established new alternative strategies of
characterization which demonstrates that if the composite proportions are optimized
the response of the electrode is improved [65] in terms of the signal-to-noise ratio
which has a direct relationship with the limit of detection. The characterization
and optimization of the electrochemical properties as function of the conducting
particle loading of these nanomaterials can be evaluated using powerful electro-
chemical techniques such as electrochemical impedance spectroscopy (EIS) and
cyclic voltammetry (CV). EIS measurements provide, in an easy way, information
about the electron-transfer rate, double-layer capacitance, contact resistance, and
resistance of the solution. The electrochemical properties required by a transducer
are high electron-transfer rate, the lowest double-layer capacitance, and ohmic
resistance in order to guarantee the optimal electroanalytical characteristics of the
electrode response as high sensitivity, a high signal/noise ratio, and low detection
limits. Consequently, by EIS technique it is possible to determine the optimal
composite composition that exhibits these improved electroanalytical properties.
These results can also be complemented with voltammetric measurements, which
provide information about the charge-transfer resistance and electrode active area.
Moreover, by CV measurements it is possible to evaluate the reversibility of the
process.

Recently, the electrochemical properties of the bio-nanocomposites as a function
of the conductive particle and biological charge material present on the transducer
matrix have been studied [66]. In this work, two series of eight different graphite-
epoxy compositions have been constructed by varying the graphite loading from
13% to 20% (w/w) and the amount of glucose oxidase (GOD) was 1% and 2%
(w/w), respectively. The optimization of the conductive particle distribution and the
amount of the biological material inside the biomaterial has allowed an improvement
of the electrochemical properties, regarding the electroanalytical properties such as
signal stability and limit of detection. The high signal-to-noise ratio obtained in the
electrochemical transduction has allowed enhancing the limit of detection of the
biosensor. In the present study, it has been demonstrated the feasibility of EIS and
CV for the characterization and optimization of biosensors based on graphite–e-
poxy–enzyme, using an enzyme model.

Figure 8.13a, b show the cyclic voltammograms obtained for the different
graphite compositions and amount of GOD (1% and 2% (w/w)). As it can be
observed, an increase on the graphite loading in the bio-nanocomposite electrodes
allow obtaining well-defined peaks, and an increase on the current intensity value is
achieved. This behavior is obtained for both GOD compositions. It can be observed
that electrodes from 13% to 17% of graphite, the oxidation and reduction peaks are
more separated. The obtained voltamperograms present behavior more similar to a
microelectrode array where the radial diffusion is the predominant [67]. Composi-
tions with higher graphite loading (20%), the voltamperograms showed oxidation
and reduction peaks closer and the curves obtained present similar shape to a
macroelectrode, where the mass transport is controlled by the lineal diffusion.
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According to the results obtained on the electrochemical characterization,
the optimum bio-nanocomposite proportion based on graphite–epoxy which
incorporates the enzyme glucose oxidase (GOD) on the matrix ranges between
16% and 17% of graphite for both enzyme compositions, 1% and 2% of GOD.
The optimized bio-nanocomposites presented enhanced electroanalytical properties
of response compared to the nonoptimized electrodes, both limit of detection and

Potential (V)
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5

In
te

ns
ity

 (A
)

-3.00e-4

-2.00e-4

-1.00e-4

0.00

1.00e-4

2.00e-4

3.00e-4

13% graphite
15% graphite
16% graphite
17% graphite
20% graphite

1% GOD

Potential (V)
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5

In
te

ns
ity

 (A
)

-3.00e-4

-2.00e-4

-1.00e-4

0.00

1.00e-4

2.00e-4

3.00e-4

13% graphite
15% graphite
16% graphite
17% graphite
20% graphite

2% GOD

a

b

Fig. 8.13 Cyclic voltammograms for Bio-nanocomposites electrodes with different amount of
graphite loading and both GOD compositions evaluated: (a) 1% of GOD and (b) 2% of GOD.
Measureaments were carried out using 0.01 M ferricyanide/ferrocyanide and 0.1 M KCl. Scan rate
10 mV/s
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sensitivity (see Table 8.1), with the same enzyme proportion. So, it is important to
highlight that these results showed that in order to obtain low limit of detection
the amount of graphite loading is more critical than the enzyme loading in
bio-nanocomposites.

Moreover, these strategies of characterization and optimization have been recently
applied for bio-nanocomposites based on graphite-epoxy which incorporates on the
matrix IgG [69]. The electrochemical characterization has allowed the improvement of
the electroanalytical properties of response of the bio-nanocomposites and, therefore,
it has been possible to reduce the antigen-antibody ratio used on the competitive assay.
Compositions between 16% and 17% of graphite loading present lower ohmic
resistance, charge-transfer resistance, and double-layer capacitance values. In this
case, with optimized bio-nanocomposites it is possible to reduce the GaRIgG concen-
tration from 0.33% (w/w) (conventional composition used in this assay with non-
optimized electrodes [70]) to 0.017% (w/w). Under these experimental conditions,
optimized bio-nanocomposites (16% and 17% of graphite loading) sensors allow
detecting IgG concentrations of 6.9 ng/mL and 1.4 ng/mL, respectively. Nonoptimized
electrodes (20%) cannot achieve these concentrations of IgG detection under these
experimental conditions.

On the other hand, EIS has been used in other electrochemical application for the
characterization of (bio)nanocomposites. For example, on the literature it has been
reported by Li et al. [71]. In this work, a novel label-free electrochemical impedance
immunosensor was fabricated based on bovine serum albumin-nitidine chloride-
reduced graphene oxide (BSA-NC-rGO) nanocomposite for carcino-embryonic
antigen (CEA) quantitative determination. The fabrication steps were monitored
by EIS. Moreover, trace detection of CEA can be achieved by monitoring the change
of EIS signal before and after antibody-antigen recognition reaction. The charge-
transfer resistance (Ret) value of BSA-NC-rGO/GCE increases compared with that of
bare GCE, suggesting that BSA-NC-rGO nanocomposite has been successfully fixed
on the GCE surface. After electrochemical deposition of AuNPs on BSA-NC-rGO/
GCE, Ret value of AuNPs/BSA-NC-rGO/GCE decreases significantly. Compared
with that of AuNPs/BSA-NC-rGO/GCE, an obvious enhancement is observed in Ret

value of anti-CEA/AuNPs/BSA-NC-rGO/GCE. After BSA is adsorbed on the anti-
CEA/AuNPs/BSA-NC-rGO/GCE, further increase of Ret value is observed at

Table 8.1 Analytical performance comparison of nanobiocomposites sensors for glucose
determination

% Graphite (2% GOD)
Sensitivity
(μA�L�mmol�1)

Detection limit
(mM) Ref.

16% graphite loading 0.210 0.046 [66]

17% graphite loading 0.231 0.035 [66]

Nonoptimized composition (18% graphite
loading)

0.100 0.100 [68]
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BSA/anti-CEA/AuNPs/BSA-NC-rGO/GCE. When CEA reacts with anti-CEA spe-
cifically, Ret value of CEA/BSA/anti-CEA/AuNPs/BSA-NC-rGO/GCE increases
significantly which is due to that high steric hindrance of antigen-antibody complex
blocks the electron transfer of [Fe(CN)6]

3�/4� to electrode surface. The proposed
immunosensor exhibits high sensitivity and good selectivity for the determination of
CEA in the blood samples. Under optimum conditions, CEA could be quantified in a
wide range of 0.1–200 ng�mL�1 (R = 0.9948) with low detection limit of
0.067 ng�mL�1.

A label-free and amplified electrochemical impedimetric aptasensor based on
functionalized graphene nanocomposites (rGO–AuNPs) was developed for the
detection of thrombin, which played a vital role in thrombosis and hemostasis by
Wang et al. [72]. In this work, EIS measurements were used on the detection of
thrombin. With increasing concentration of thrombin, the EIS signals were increased
obviously indicating that the aptasensor possessed high sensitivity to thrombin. The
Rct increase was linearly proportional to the thrombin concentration from 0.3 to
50 nM and a detection limit of 0.01 nM thrombin was achieved.

Chen et al. [73] have developed an impedimetric immunosensor for the determi-
nation of bovine interleukin-4, a cytokine involved in the immune response to
certain parasites and the development of some bovine diseases. For these purpose,
EIS measurements were used on the characterization of the immunosensor. EIS was
used to examine the interface property of the surface-modified electrode. The
electron-transfer resistance (Rct) can be quantified using the semicircle diameter in
the Nyquist plot of impedance spectra. The bare GCE showed very small semicircle,
indicating a low electron-transfer resistance. The Rct value of the chitosan/GCE was
larger than that of the bare GCE, suggesting that the formation of a layer of chitosan
film on the GCE surface hinders the electrode transfer between the redox probe and
the electrode surface. After rGO/chitosan composite was modified on the GCE
surface, the Rct value decreased due to the facilitated electron transfer by rGO
nanosheets. When bov-IL-4 antibody was trapped in rGO/chitosan composite, the
Rct value increased greatly, suggesting successful loading of the antibody on
rGO/chitosan modified electrode. After bov-IL-4 antibody/rGO/chitosan/GCE was
blocked with BSA, the Rct value further increased. The further increase of the Rct

also could be seen when the bov-IL-4 antigen was captured by the immunosensor.
The possible reason is that the formed protein layer on the electrode surface blocked
significantly the diffusion of ferricyanide probe toward the electrode surface. The
bov-IL-4 detection was carried out by measuring the relative increase of impedance
values in corresponding specific reaction of bov-IL-4 antigen and bov-IL-4 antibody.
The relative increase in impedance on exposure of the sensor to solutions containing
bovine interleukin-4 is linearly proportional to its logarithmic concentration in the 0.1
to 50 ng�mL�1 and the detection limit is 80 pg�mL�1. So, the immunosensor is
selective, well reproducible, and acceptably stable. It presents a useful tool for further
studies on the role of this cytokine in the immunology and pathogenesis of bovine
diseases.
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Regarding the CV technique as a characterization tool, on the literature it has
been reported an electrochemical study and characterization of an amperometric
biosensor based on the immobilization of laccase enzyme in a nanostructure of TiO2

synthesized by the sol-gel method by Romero et al. [74]. In this work, CV mea-
surements have been used in order to evaluate the electrochemical behavior of
the nanobiosensors. In this work, a laccase amperometric nanobiosensors were
developed to detect the catechol compound. The laccase enzyme (LAC) immobili-
zation was performed on nanostructures of (a) titania (TiO2); (b) titania/Nafion
(TiO2/NAF) (both immobilized by the sol-gel method) and a third nanostructure,
which consisted of a single biosensor composite of Nafion and laccase enzyme
denoted as NAF/LAC. The Nafion was deposited on a graphite electrode and used to
avoid “cracking” on the matrix. In this study, CV was applied to illustrate electron
transfer with reference to this multicopper enzyme, the graphite surface, and the
various modified electrodes, without changing the accepted technique. For the
transducer of graphite and nanobiosensors of TiO2/NAF/LAC and TiO2/LAC
well-defined peaks are obtained which can be attributed to graphite and the semi-
conducting properties of TiO2, respectively. However, NAF/LAC nanobiosensor
presented small current peaks in the cyclic voltammogram (less well-defined peaks)
due to the Nafion being partially surrounded by hydrophobic regions of sulfonate
perfluorinated ionomer, which hinders the ion transfer and nonconductive properties
of the enzyme. Moreover, the TiO2/NAF/LAC and TiO2/LAC nanobiosensors
exhibit less reversibility and better response in the peak current than the electrode
NAF/LAC.

5.3.2 Nanocomposite Electrodes Modified with Ag and Au
Nanoparticles

Conducting composites, such as carbon–epoxy composites, are an interesting
alternative for the construction of electrochemical sensor. The capability of inte-
grating various materials is one of their main advantages since it can provide
added values in the increase of the sensitivity and selectivity if compared to more
traditional electrodes [75]. These materials can be, on one hand, biological mate-
rials and, on the other hand, can be nanomaterials such as metallic nanoparticles.
In this sense, nanoparticles have been led to important advances on electrochem-
ical electrodes development due to their catalytic properties [76]. Moreover, the
immobilization of these nanomaterials can be done directly on the electrode
surface.

Recently, in a preliminary study, it has been evaluated the effect on the electrode
surface of optimized graphite-epoxy electrodes modified with gold and silver nano-
particles using different dilution ratios. The graphite-epoxy composition was previ-
ously optimized by means of systematic strategies of characterization such as EIS
and CV measurements [65]. In that study, it has been concluded that the optimal
proportions of graphite loading ranges between 15% and 16% of graphite loading.
So in this preliminary study, it has been chosen 15% of graphite loading, as a bare
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electrode due to small variations in compositions around this optimal range do not
produce high changes in the electrochemical behavior. In the present study, three
different nanoparticles proportion has been evaluated: 1 to 2, 1 to 3, and 1 to
5. Firstly, by cyclic voltammetry measurements it has been evaluated the reproduc-
ibility of the graphite bare electrodes. The cyclic voltammograms obtained are
depicted on Fig. 8.14. As it can be observed, good reproducibility has been obtained
on the cathodic and anodic peaks. The active area calculated for the bare electrodes is
0.29 � 0.03 cm2 (Annex, Eq. 8.18).

After the surface modification with the nanoparticles, electrochemical impedance
spectroscopy measurements have been used for the evaluation of the electrochemical
parameters such as ohmic resistance, charge-transfer resistance, and double layer
capacitance. The modification of the bare electrode surface with the nanoparticles
produced an increase on the ohmic resistance and charge-transfer resistance due to
the presence of the nanoparticles attached (see Fig. 8.15a, b). This increase is more
significant when the dilution ratio decreases. However, it is observed a decrease on
the double-layer capacitance value, parameter which is directly related to the charge
or background current, compared to the bare electrode (Fig. 8.15c). So, an improve-
ment on the signal-to-noise ratio is achieved for the nanoparticles presence due to the
catalytic effect of them. This behavior is observed for both nanoparticles (gold and
silver). After the results obtained on the electrochemical characterization it can be
conclude that the optimal dilution ratio is 1–3.
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6 Conclusions and Future Perspectives

Nanoparticle and nanocomposite technologies have particular emphasis devoted to
modifying surface chemistry at nanoscale, size, and shape to tailor the thermody-
namic driving forces in material assembly processes. Fundamental understanding of
the role of these hybrid materials requires the development of sensitive
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characterization techniques, in order to describe precisely and in detail the properties
desired for novel applications.

Nanocomposites appear to be a green solution to the risk of the release of
nanomaterials to the environment. Thus, the characterization stage of these materials
is essential to test the suitability of this argument. Moreover, more consisting results
of the feasibility of materials for a desired purpose, can be obtained if the materials
are in situ characterized without modifying their properties.

Consequently, different electron (SEM, FE-SEM, TEM, STEM) and laser (con-
focal) microscopy techniques coupled with analytical techniques (EDS) have shown
to be more than appropriate methodologies for the detailed studies of hybrid
nanocomposite materials with different compositions, polymeric supports, NP dis-
tribution, and for different further applications.

EIS technique has been demonstrated as a powerful characterization tool for the
development of more efficient bio-nanocomposite sensors. EIS provides useful
information about the electrochemical parameters as function of the carbon loading
present on the bio-nanocomposites electrode. On one side, it is possible to extract
the ohmic resistance, which can be related to the electric properties of the
bio-nanocomposite. On the other side, other very useful parameters can be extracted
which affect directly to the electroanalytical response. One of them is the charge-
transfer resistance, which is related with the heterogeneous electron-transfer rate and
which depends on the surface electrochemical reactivity. Moreover, EIS also allows
the extraction of the electrode capacitance which can be correlated to the background
current, an important parameter to minimize in order to enhance the signal/noise ratio.
Consequently, all these parameters are relevant for the composite response and by a
proper evaluation of them one can choose the proportion which fulfills the electro-
analytical requirements of high sensitivity, fast response, and low limits of detection.
Moreover, the feasibility of this technique on the determination of different analytes
allowed obtaining limits of detection lower than the ones achieved with other
techniques. On the other hand, CV is an appropriate technique for the evaluation of
electron-transfer rate and reversibility of the process that are taking place on the
electrode surface.

The advances in electron microscopy techniques, which in near future may be
called nanoscopic, allow to obtain extremely fine data of surface parameters, nano-
particle distribution, chemical composition, and distribution in hybrid nano-
composite materials; these enhancements in characterization tools must come with
the corresponding modification of the way nanomaterials and nanocomposites are
prepared. Thus, intermatrix synthesis technique represents one environmentally
friendly procedure for the tuned preparation of nanoparticles and nanocomposites
materials. This and similar methodologies will focus in new optical and electro-
chemically active nanomaterials (e.g., bioinspired) that may be used for the
quick analytical quantification of nanostructured materials in different media, as a
mid-long term scientific challenge. Moreover, the coupling of the existing tech-
niques with new sensitive ones (e.g., Nanochemical imaging, atomic force micros-
copy, X-ray nanotomography) will offer valuable information at atomic resolution
(or below) in manner of nanoseconds.
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Annexe

Basics of Electrochemical Techniques for the Characterization
and Optimization of Nanocomposite Sensing Materials

Electrochemical methods are interesting tools, which provide very useful informa-
tion in order to characterize (bio)nanocomposites [66]. Electrochemical impedance
spectroscopy (EIS) and cyclic voltammetry (CV) are the most common.

Electrochemical Impedance Spectroscopy

EIS is one of the most powerful and reliable methods to extract information about
electrochemical characteristics of electrochemical systems [77, 78], thus it is exten-
sively applied in several fields, e.g., corrosion [79, 80], electrode kinetics [81, 82],
coatings, membranes [83], batteries [84, 85] and fuel cells [86, 87], interfaces,
biochemistry, and solid-state electrochemistry [88].

Basically, it is based on applying an AC potential to an electrochemical cell and
measuring the current through the cell. When a process occurs in an electrochemical
cell, it can be modeled using combination of electrical components using the
principle of the equivalent circuits. This principle consists on obtaining values of
electrical parameters such as resistance, capacitance, etc., when an experimental
spectrum is fitted with a theoretical curve corresponding to the selected circuit
model.

Two different types of impedance measurements can be performed: Faradaic and
non-Faradaic measurements. In the first case, redox species are added to the bulk
solution in order to test the electrical properties at the interface solution-electrode. In
the second one, no additional reagents are required and the measured current is due
to the charging of the double layer at the interface electrolyte-electrode [95].
Faradaic or non-Faradaic measurements are used depending on the application.
This part of the chapter is focused on the first method.

If it is applied a sinusoidal potential excitation Et:

Et ¼ Eo∙ sin ω∙tð Þ (8:9)

Where Et is the potential at time t, Eo is the amplitude of the signal, and ω= 2πf is
the angular frequency ( f is the frequency expressed in Hertz (Hz)).
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An AC current signal with a current intensity It is obtained in response to this
potential applied. It also depending on t with the same frequency but with an
amplitude Io and a phase angle φ depending on the impedance of the system.

It ¼ Io∙ sin ω∙tþ φð Þ (8:10)

To calculate the impedance of the system, an expression analogous to Ohm’s law
is used:

Z ¼ Et

It
¼ Eo∙ sin ω∙tð Þ

Io∙ sin ω∙tþ φð Þ ¼ Zo∙
sin ω∙tð Þ

sin ω∙tþ φð Þ (8:11)

According to Euler’s expression:

exp jφð Þ ¼ cosφþ j sinφ (8:12)

A common way to represent the impedance vector model is to use complex
notation:

E tð Þ ¼ Eo∙exp jω∙tð Þ (8:13)

I tð Þ ¼ Io∙exp jω∙t� jφð Þ (8:14)

Therefore, impedance is represented as:

Z ¼ E

I
¼ Zoexp jφð Þ ¼ Zo cosφþ jsin φð Þ ¼ Zr þ jZi (8:15)

where Zr is the real part of the impedance and Zi the imaginary part.
In order to acquire an impedimetric spectrum, an AC excitation signal is setting to

the system within a selected frequency range, reaching to obtain an AC current
response for each analyzed frequency value.

The most common graphical representation of impedimetric data is the Nyquist
diagram, in which the imaginary part of the impedance �Zi is plotted versus the real
part Zr. In this plot, each point corresponds to a different frequency of the selected
frequency range. In Figure 8.16 is represented a Nyquist diagram, where the
impedance vector with magnitude |Z| (|Z| correspond to Zo) forms with the X-axis
an angle corresponding to the phase angle φ. The high frequency data are
represented on the left part of the diagram while the low frequency data are on the
right one.

Another way of representation data is bode diagram where the modulus of the
impedance (Log|Z|) and the phase angle (φ) between the AC potential and the AC
current are plotted as a function of the frequency (log ω). The impedance data, which
are frequency independent, represent the behavior of the resistive processes (phase
angles close to 0), whereas the ones that are dependent on the frequency are more
related to capacitive or diffusive processes (phase angles between �90� or �45�).
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The processing of data is performed by setting the data to an equivalent circuit
that reproduces the spectrum of impedances during the experiment. These circuits
are formed by electrical elements (such as resistors, capacitors, inductors, etc.) that
combine to reproduce the behavior of real processes such as electrolyte resistance
between the reference electrode and the charge of the double layer or charge transfer
that takes place over a faradaic process.

Figure 8.17 shows an example of Nyquist diagram to a simple equivalent circuit
formed by resistance R1 in series with the parallel combination of a capacitance C
and another R2 (R1(R2C)). The impedance spectra is represented by a semicircle.
Beginning in The point (a) corresponds to R1 value and the point (b) to the equal
R1 + R2. The value of capacitance of the capacitor C is obtained by the maximum
value of imaginary impedance in the spectrum. The majority of impedance spectra
corresponding to electrochemical systems can be fitted to this type of equivalent
circuit. In those cases, the parameter R1 represents the resistance of the solution (Rs),
R2 corresponds to the resistance (Rct) to the charge transfer between the solution and

Fig. 8.16 Schematic
representation of Nyquist
diagram

Fig. 8.17 Nyquist diagram
and its corresponding
equivalent circuit

280 J. Bastos-Arrieta et al.



the electrode surface, and C represents the capacitance of the double layer due to the
interface between the electrode and the electrolytic solution.

A Warburg impedance parameter must be considered when it is recorded at low
frequencies. This parameter is related to the mass transfer between the solution and
the electrode surface and can be modeled as a frequency dependent reactance with
equal real and imaginary components.

Zw ¼ σ∙ ωð Þ�1
2∙ 1� jð Þ (8:16)

Where ω is the angular frequency and σ is the Warburg coefficient (constant for a
defined system).

The Warburg impedance appears on a Nyquist diagram as a diagonal line with a
slope of 45�. In an electrochemical system or process, it represents the diffusion of
electrochemical species in the solution. Figure 8.18 shows the impedimetric spectra
and the most favorite model of equivalent circuit for a simple electrochemical
reaction called Randles equivalent circuit.

In some cases, the semicircles of Nyquist diagrams present a depressed and not
completely symmetric shape; this is due to the nonideal behavior of most capacitors
in electrochemical systems. In order to fit better the experimental data to the
theoretical curves, a constant phase element (CPE) is used instead of a capacitor
[96]. The impedance of a CPE is represented by:

ZCPE ¼ j∙ωð Þ�α=C (8:17)

Where ω is angular frequency, C is capacitance, and α is an exponent, α(0� 1). In
a constant phase element, the exponent α is lower than 1, even though α = 1
corresponds to the ideal capacitor.

It is also important to highlight that impedimetric measurements should be
interpreted according to the electrochemical system under study in order to under-
stand and attribute the electrical elements corresponding to the electrochemical
phenomena.

Fig. 8.18 Nyquist diagram
and its corresponding
equivalent circuit called
Randles circuit
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Cyclic Voltammetry

CV is a technique widely used within the field of electrochemistry. From a simple
measurement, it is possible to extract useful information in different technical fields.
It is also used in non-analytical purposes including basic studies of electrocatalytic
properties [89, 90], redox processes [91, 92], reaction mechanisms, or the study of a
reaction intermediate species. Concerning biocomposites, CV is also employed as a
characterization technique, sometimes together with EIS in order to complement
both techniques [66, 93].

This technique is based on the current intensity measurement when it is applied a
triangular excitation signal, varying the applied potential using constant scan rate,
inside a prefixed working potential, both direct or indirect direction. In case of
positive potentials (anodic direction), the electrode becomes an oxidant agent.
However, when the potential lies to negative values (cathodic direction) it becomes
a reduction agent. So, it is possible to achieve a value where the electroactive species
oxidation is favorable and the anodic current intensity increases remarkably. It is
achieved a maximum value which corresponds to the condition of electrode maxi-
mum polarization, and it is generated in a characteristic oxidation peak. Since the
measurements are carried out without agitation conditions, when the scan direction is
reversed, the electroactive oxidized species that are present on the electrode surface
starts to be reduced generating a cathodic current until a maximum value. In this
point, a reduction peak is generated.

The most important parameters that could be extracted from a cyclic voltagramm
are cathodic current peak (ipc) and anodic current peak (ipa), as well as their potential
values in those points (cathodic peak potential, Epc and anodic peak potential, Epa).
These parameters are defined as it is shown in Fig. 8.19. Under ideal reversible
conditions the following conditions are met:

ipa

ipc

Epa

Epc

C
ur

re
nt

 (A
)

Potential (V)ΔE

Fig. 8.19 Schematic
representation of a cyclic
voltagramm for an ideal
reversible redox system
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(i) Separation between potential peaks is 0.059/n, where n corresponds to the
number of electrons that are taking part on the reaction (ΔE = Epa –
Epc = 0.059/n).

(ii) Cathodic current peak value is the same that anodic current peak, in absolute
value (ǀipaǀ = ǀipcǀ).

(iii) Peak potentials are independent of the scan rate (v).
(iv) Peak current is proportional to the square root of the scan rate (v1/2).

Commonly, it is used a redox system which is totally reversible (Fe2+/Fe3+, [Fe
(CN)6]3�/[Fe(CN)6]

4�, [Ru(NH3)6]
2+/[Ru(NH3)6]

3+, etc.) in order to perform the
viability studies of an electroanalytical device, or in order to compare the behavior of
the different electrodes or electrochemical devices developed.

Another important relationship which allows evaluating the reversibility of the
system is the modified Randles– Sevčik equation. This equation connects the current
peak (Ip), the concentration of the electroanalytical species that is reacting, and the
scan rate (Eq. 8.18) [97].

Ip ¼ 3:01 � 105n3=2 α Da vð Þ1=2A Ca (8:18)

Where n is the number of electrons that are participating on the redox reaction, α
corresponds to the transfer coefficient, Da corresponds to the diffusion coefficient of
the reduced or oxidized species, v represents the scan rate, A is the electroactive area,
and Ca is the bulk concentration of the electroactive species. This equation is
adequate for electron transfer-controlled processes. For a reversible system where
the process is controlled by the diffusion it is obtained a linear relationship between
Ip and v1/2.

On the other hand, the relationship between log(I) and the potential is the Tafel
diagram (Fig. 8.20). In order to obtain this diagram it is necessary that the

E

log i

io

Ee

Cathodic
slope

Anodic
slope

Fig. 8.20 Tafel diagram for a
reversible electrochemical
species: io corresponds to
exchange current and Ee

corresponds to equilibrium
potential
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electrochemical process is not controlled by the electron-transfer. This diagram
provides information about the exchange current (io), which is related to the
reversibility of the process. At the same time, this constant provides information
about the charge-transfer resistance (Rct) of the process by means of the following
equation:

io ¼ RT=nFRct (8:19)

An estimation of the electrode reproducibility based on nanocomposites due to
the handmade electrode fabrication process is necessary before its analytical appli-
cations. Cyclic voltammetry measurements, as it has been described above, allow
obtaining useful electrochemical parameters such as electroactive area and charge-
transfer resistance. Knowledge of the real surface area of electrodes is, therefore,
needed since normally the geometric area does not correspond to the electroactive
surface of the electrode [94]. Moreover, charge-transfer resistance value is inversely
proportional to the electron-transfer rate. Both parameters affect the overall analyt-
ical performance of the nanocomposite sensors.
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1 Definition of the Topic

Thickness shear mode (TSM) sensors and, more in particular, Quartz Crystal Reso-
nator (QCR) sensors are very efficient systems because of their elevated accuracy,
sensitivity, and biofunctionalization capacity. They are highly reliable when measuring
the deposited sample, both for gaseous and liquid media. Moreover, they have the
capacity of monitoring in real-time and their manufacturing cost is relatively low.
These characteristics explain the many possible applications of QCR sensors. In this
chapter, we describe recent remarkable applications of QCR’s in different contexts as
medical and environmental monitoring applications or mixed applications with other
techniques as Atomic Force Microscopy (AFM), Surface Plasmon Resonance (SPR)
or electrochemical techniques in order to improve the QCR sensor response.

2 Overview

Development of chemical sensors based on nanotechnology, particularly for applica-
tions in life science, has significantly increased the demand for in situ surface analysis
tools. Real-time, noninvasive techniques are required to study surface reactions and
nanoscale effects to understand the processes that take place at the solid-gas and solid-
liquid interface. Detecting and quantifying minute changes in mechanical properties,
adsorption of biomolecules, and forces at the interface caused by molecular contacts
contribute to solve problems related to biology, physics, and chemistry.

Acoustic resonators are an important type of interfacial sensors. Quartz crystal
resonators (QCR) are very famous acoustic resonators because their versatility
converts them in indispensable tools for different applications from studying visco-
elastic properties of soft matter to analyzing the motility of living cells among others.

Quartz crystal microbalance (QCM) based sensing has considerably developed
over the last two decades. Fields such as material science, electrochemistry, and
medical and environmental monitoring have taken advantage of this improvement in
QCM-based sensing. This review considers the latest advances produced in
QCM-based sensors and provides with an overview of the current state of the
field, describing some of the most promising applications.

3 Introduction

Although the QCR technology is considered mature and many documents have been
written in relation to its use in a wide range of sensing applications. This chapter
emphasizes the use of the QCR’s in biomedical applications. Nowadays, sensors for
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biological and biomedical applications are taking special importance because there is
a necessity of decreasing the price of the medical treatments for chronical diseases
and improving the diagnostic. Moreover, there is an intention of expanding good
medical services at the global level, especially in developing countries. Biosensors
as QCR’s have a very important role in this goal because their simplicity, high
sensitivity, and reliable performance at a low cost make them exceptional tools for
achieving this purpose.

The quartz crystal resonator (QCR) is a surface acoustic wave transducer used as an
analytical instrument in complex media. There are different applications for the QCR;
the most traditional one is the gravimetric application, called quartz crystal microbal-
ance (QCM). The bases of the gravimetric applications were published by Günter
Sauerbrey in 1959 [1]. Sauerbrey observed that an oscillating quartz crystal changes its
resonance frequency in a linear manner depending on the mass adsorbed on its surface.

This linear dependency of the frequency changes on the mass adsorbed can be
described by:

Δf ¼ � 2f 0
2

A
ffiffiffiffiffiffiffiffiffi
ρqμq

p Δm (9:1)

f 0 ¼
n

2hq

ffiffiffiffiffiffiffiffiffiffi
μq=ρq

q� �
(9:2)

where ρq and μq are the specific density and the shear modulus of quartz, respec-
tively; f0 is the fundamental resonant frequency of quartz, related to its thickness hq
(10 MHz ~ 167 μm); Δm is the thin film mass deposited; A is the piezoelectrically
active crystal area; and n is the overtone number [2].

The Sauerbrey model has three conditions: the deposited mass must be relatively
small in comparison with the mass of the crystal plate. The deposited mass must be
rigid and its distribution over the electrode area must be uniform.

During the eighties, the use of QCRs was further extended due to Kanazawa,
Gordon, and coworkers [3, 4]. Their work on liquid applications of QCR technology
has expanded the number of potential applications intensely, specifically in biotech-
nology and biosensor applications [5–12].

In contact with liquids, the crystal is capable of giving information about the
density-viscosity product (ρη)1/2 [13, 14] of the fluid by changing its resonant
frequency and quality Q-factor according to Kanazawa equations [3]:

Δf ¼ � ffiffiffi
n

p
f 0

3=2
ffiffiffiffiffiffiffiffiffiffiffiffi
ρLηL
πρqμq

r
(9:3)

δ ¼
ffiffiffiffiffiffiffiffi
2ηL
ωρL

s
(9:4)

where ρL and ηL are the density and viscosity of the fluid respectively. Equation 9.4
shows the decay characteristic length (δ) as proportional to the viscosity to density
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ratio of the liquid and as inversely proportional to the angular frequency (ω) [2, 15].
For a 10 MHz AT-cut quartz crystal in contact with water this length is: δ= 178 nm.
That is the acoustic wave generating for the crystal propagated into the fluid is
completely attenuated at 178 nm measured from crystal surface. In consequence,
quartz crystal resonators respond to the fluid that is present in regions very near to its
surface [15].

The use of QCR with liquids opened new investigation lines and made these
transducers more attractive for biomedical applications. Due to this, biological
samples need a liquid media to conserve its properties. Currently, there are applica-
tions to detect mass changes in polymer brushes, absorbed proteins, cell cultures,
and polyelectrolyte multilayers [5, 16–19]. There are also applications that use
QCRs to determine the properties of a liquid in contact with its electrode (non-
gravimetric applications) [2, 20, 21]. Moreover, QCR technology has contributed
significantly in the development of sensitive devices with the aim of detecting and
quantifying the concentration of specific molecules (DNA, proteins, etc.) in gaseous
and liquid media [22].

From 1990, the use of QCMs in liquid samples spread mainly driven by a novel
instrumentation that permitted lower costs, more integration with other techniques,
and more facilities for using the sensors outside of laboratories (in situ applications).
In addition, there was a growing interest in QCR’s applications on the soft matter at
interfaces. For instance, typical samples considered were polymer brushes,
supported lipid bilayers, polyelectrolyte multilayers, adsorbed proteins, cell cultures,
and functional polymer films in a wider sense [8, 10, 23, 24].

Due to the fact that the behavior of QCR sensors in gases is similar to the response
of quartz crystals used as frequency references in electronic circuits, there are many
circuit configurations commonly used in electronic circuits that can be used to obtain
the desired crystal response for biosensing applications [7, 8, 25, 26].

Moreover, the crystals used commonly as reference frequency in electronic
circuits (crystals low-cost) can be used as sensors because the characteristics of the
quartz substrate are the same to the crystals with gold electrode (commonly used in
biosensing). However, for applications of sensing using these low-cost crystals, the
case must be removed and commonly the crystal surface is functionalized with a
chemically sensitive coating. The procedure of case opening reduces the quality
factor (Q) by 1/3, and the aging is 100–1000 times larger [26]. In addition, the
surface of the low-cost crystals is not the most appropriate for biosensing applica-
tions because it is not inert to biochemical reactions. In consequence, the gold
electrodes are more used for biosensing applications due to the gold metal is
chemically inert.

In addition, for any crystal, the viscoelastic properties of macromolecular coating
materials have a strong impact on its vibration and further diminish Q. When the
QCR sensor is in contact with liquid media, the oscillation is significantly damped
too and again the quality factor is significantly decreased.

With the aim of explaining QCR behavior, many theoretical models have been
developed, especially at their resonance frequency and near frequency ranges. In
particular, the equivalent electrical model BVD has been tested as a useful tool.
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3.1 Equivalent Circuit of the Quartz Crystal Resonator

The equivalent electric model of quartz crystal resonator (QCR) can be derived from
the one-dimensional transmission line model, which is used to study electrical
conductors. This analysis was done by Granstaff et al. [27], using the Mason
model as described in Rosenbaum [28, 29].

Mason model uses the theory of transmission lines to represent the physical
behavior of the crystal and the sample layers in one dimension. The model distin-
guishes between piezoelectric and nonpiezoelectric materials. The nonpiezoelectric
film is mathematically represented by a 2� 2 matrix and physically represented by a
two-port circuit [27, 28]. The piezoelectric material is also represented by transmis-
sion lines. Granstaff et al. used a circuit with two acoustic ports and one electrical
port [27, 28].

As result of this mathematical analysis, the BVD (Butterworth-Van Dyke) model
was obtained. This model is shown in Fig. 9.1 [2, 27, 30, 31].

In electrical notation, Lq is the dynamic inductance and represents the oscillating
mass of the quartz crystal. The dynamic capacitance (Cq) represents the elasticity of
the oscillating crystal body. The dynamic resistance (Rq) denotes the friction of the
quartz slice as well as all kinds of acoustic damping. The static capacitance C0

models losses caused by external electrical components to the sensor and the
parasitic capacitance generated by the electrodes on the crystal [32, 33].

Cq ¼ 8e26
2A

Nπð Þ2C66hq
(9:5)

Lq ¼ 1

ωs
2Cq

(9:6)

Rq ¼
ηq

C66Cq

(9:7)

C0 ¼ e22Ae

hq
(9:8)

Where C66 is the piezoelectrically stiffened elastic constant for loss-less
quartz (2,947 � 1010 N/m2), e26 is the piezoelectric stress constant for quartz

Mechanical

Electrical

CqLq

C0

Rq

Fig. 9.1 Schematic of BVD model for Quartz crystal resonator (Undamped) (Adapted from [2],
https://doi.org/10.1016/j.sna.2016.01.021. Creative Commons license)
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(9,53 � 103 A�s/m2), e22 is the quartz permittivity (3.982 � 10�11 A2�s4/kg�m�3),
A is the active electrode area (m2), hq is the quartz crystal thickness (m), ηq effective
viscosity of quartz (3.5 � 10�4 kg/m�s), and ωs is the series resonance frequency
(2πFs) [34].

According to theoretical models, when the QCR electrode is in contact with a
sample, morphology of the conductance curve changes as it is shown in Fig. 9.2. In
particular, the curve moves to the left on the frequency axis, increasing its band-
width, and decreasing its magnitude. Figure 9.2 shows changes in series resonant
frequency (Fs) and in half band half width (Γ). The electrical model BVD explains
this phenomenon by adding an impedance (ZL) that represents the characteristics of
the sample [2, 7, 8, 34].

The model BVD for a crystal with material deposited on its electrode surface
(mass or liquid) is shown in Fig. 9.3:

For a crystal in contact with a mass layer, ZL has an inductance behavior (Lmass).
This inductance models the mass effect on the crystal:

Lmass ¼ 2ωLqρs
Nπ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

ρqGq

 !vuut (9:9)

where ρs is the density per unit area of the mass layer.

Unperturbed Crystal
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Loaded Crystal

Frequecncy Hz

Fs

F0

Γs

Γ0

Fig. 9.2 Change in
morphology of the
conductance curve (G) for
bare crystal and in contact
with a liquid (Reproduced
from [35], https://doi.org/
10.3390/s16111959, under the
Creative Commons
Attribution License)

Mechanical

Electrical

CqLq

ZL

C0

Rq

Fig. 9.3 Schematic of BVD
model for Quartz crystal
resonator (Damped) (Adapted
from [2], https://doi.org/
10.1016/j.sna.2016.01.021.
Creative Commons license)
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In case of the crystal in contact with a liquid layer, Lliquid and Rliquid are used to
model the liquid effect in the crystal:

Lliquid ¼ ωLq
Nπ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ρlηl
ωρqGq

 !vuut (9:10)

Rliquid ¼ ωLq
Nπ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ωρlηl
ρqGq

 !vuut (9:11)

where ρl and ηl are the density and the viscosity of the liquid, respectively.
In liquid applications (quartz crystal with single side contact with a liquid), the

quality factor Q is given by:

Q ¼ ω Lq þ Lliq
� �
Rq þ Rliq

(9:12)

The additive contributions to Lq and Rq are similar because the real and imaginary
parts of ZL are similar too. As Lq � Lliq and Rq � Rliq, the quality factor Q changes
inversely with

ffiffiffiffiffi
F0

p
[26]. This phenomenon can be observed in the plot of the

conductance (G).
Using the typical nomenclature, (Rq + Rsample) is called Rs and (Lq + Lsample) is

called Ls. Rs can be obtained with the inverse of the maximum value of the
conductance curve. For undamped crystal (without sample) Rq = Rs and Lq = Ls.

The equivalent circuit BVD also permits to identify the real and imaginary
components of the crystal admittance. Using these components is possible to obtain
the locus diagram of admittance Y = G + jB.

According to Fig. 9.4, there are three representative resonant frequencies (Fm, Fs
and Fr). The first one (Fm) is obtained when the admittance value (Y) of the resonator
is maximum. The second one (Fs) is obtained when the conductance value (G) of the

Fm

G

B

f

Fs

Fr

Fig. 9.4 Locus diagram of
the crystal admittance
(Adapted from [36] with
permission from The Royal
Society of Chemistry)
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resonator is maximum. This frequency is denominated “series resonant frequency.”
The last one (Fr) is obtained when the susceptance value (B) is zero. This frequency
is called “frequency at minimum impedance with zero phase” [2, 26, 37].

For a bare crystal (without sample), the real part of the crystal impedance Rs is
very small; in consequence, the difference between the representative frequencies is
not evident. However, when the sample is deposited, the damped generated on the
crystal is related to the increase of the Rs and the difference between the frequencies
is more obvious [7, 8, 26].

According to circuit theory, the resonant frequency for an ideal resonator is:

Fs ¼ 1

2π
ffiffiffiffiffiffiffiffiffi
LsCs

p (9:13)

According to Wolfbeis [26], for small Rs, the characteristic frequency (Fr) may be
calculated as:

Fr � 1

2π
ffiffiffiffiffiffiffiffiffi
LsCs

p þ Rs
2C0

Ls
2Cs

(9:14)

It is important to note that Fr depends on the equivalent resistance Rs.
The only frequency independent of the influence of the capacitance C0 is Fs.

Fm and Fr depend on the C0 value. In addition, external capacitances due to the
external circuits connected to the crystal amplify the deviation between Fm and Fr
with Fs [7, 26].

4 Experimental and Instrumental Methodology

4.1 Functionalization Electrode Surface

Interactions among active components inside an analyte and biocompatible compo-
nents immobilized on an active surface are the basis of a biosensor operation. This
interplay generates a biochemical signal related to physical or chemical features of
the analyte in the sample. In this way, biosensors constitute a useful tool for
understanding and evaluating biological processes. There are many techniques to
coat and functionalize the electrode surface. For instance: (1) Self-assembled mono-
layers (SAMs) immobilize ligands in a high density, and often use poly(ethylene
glycol) spacers. (2) A polyelectrolyte provides a thin layer of charge (positive or
negative) for ionic interactions. (3) Viologen functionalized electroactive nano-
clusters can be electrochemically deposited on the QCM surface. (4) X-ray crystal
structure of a protein A fragment commonly used in the immobilization of
antibody [38].

However, self-assembled monolayers (SAMs) are more typically used in QCM
electrodes for biosensing applications due to its easy elaboration and strong covalent
bond. SAMs are molecular assemblies that can be used to attach the capture
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molecules to a surface such as gold. One advantage of the use of SAMs is avoiding
the problem of lack of control over the orientation of the molecules; this problem
arises when working with direct immobilization of solid materials. SAMs can be
modified with chemical activators that bring it efficient properties to achieve an
optimum immobilization of the analyte. The use of SAMs in QCM has shown to
provide high sensitivity and the improvement in control over molecule orientation
generates a better repeatability of experiments [39].

In Sect. 5.5, there are some novel techniques and materials for coating the crystal
surface for instance: graphene oxide thin films, polyelectrolytes layers, and carbon
nanotubes.

4.2 Impulse and Decay Method

This method consists of exciting the quartz crystal with an electric impulse signal
between its electrodes. If the excitation is an ideal impulse, the quartz resonator will
oscillate influenced only by its acoustic properties (mechanical damping). These
oscillations will damp the amplitude due to the resistance component in the crystal.
The effects of the external electronic circuit are negligible [26]. This is the principal
advantage of this method because the oscillation frequency depends only on the
motional elements.

The company Q-Sense has patented this method as “the QCM with dissipation
monitoring (QCM-D)” [40]. The QCM-D method consists in obtaining the dissipa-
tion factor (D) by sensing the decay of the crystal oscillations after a short excitation
pulse close to the resonant frequency (F0). The decay rate is proportional to the
energy dissipation of the oscillator [5, 41].

With the aim to sense the decay time of the oscillation, the oscillatory voltage
between the electrodes is obtained and adjusted after the driving power is switched off.
In this way, the signal in the quartz decays close to the series resonant mode [41, 42].

The amplitude decay rate depends on the properties of the oscillator and the
sample under study [5, 41, 43, 44]. To obtain the output frequency (F), the signal
sensed with a frequency given by the resonant frequency of the quartz crystal (F0) is
mixed with a reference frequency (Fref) and filtered with a low-pass band filter. This
procedure gives an output frequency (F) related to the difference between F0 and Fref

(F = F0 – Fref) [5, 41, 42].
The frequency (F) is adjusted using the following exponentially damped

sinusoidal:

A tð Þ ¼ A0e
t

τ sin 2πFtþαð Þ= (9:15)

where A0 is the amplitude at t = 0, τ is the decay time constant, and α is the phase
angle.

Additionally, the dissipation parameter is inversely proportional to τ:

D ¼ 1

Q
¼ 1

πFt
¼ Edis

2πEsto

(9:16)
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where Q is the quality factor. The parameter D can be also expressed as the Energy
dissipated (Edis) during one oscillation period over the Energy stored (Esto) in the
oscillating system [5, 41]. The parameter D is dimensionless. The following figure
explains the technique QCM-D behavior:

In QCM-D method, the voltage between the electrodes is intermittently switched
off and the decay time of the oscillation is observed. According to Fig. 9.5, the
resonant frequency f = Fs and the energy dissipation D = 2Γ/Fs are extracted from
the decay curve. The blue curve corresponds to a crystal oscillating in the air. The red
curve corresponds to a crystal in contact with sample generating dissipation [45].

The resolution reached with this technique is around 	0.1 Hz for the frequency
and 1 � 10�7 for the dissipation factor [5].

Furthermore, the QCM-D technique permits to find Fs and D parameters at
different overtones (n = 1,3,5,. . .) of a fundamental resonant frequency [5].

QCM-D technique has been used widely in different studies, i.e.: cellular char-
acterization [24, 46–49], protein detection [10, 50–54], DNA detection [12, 55–59],
and viscosity analysis of different substances [2, 6, 56, 60–64].

Immobilization of DNA and proteins can be accurately measured by tracking
changes in frequency and fitting these data to the Sauerbrey equation. However, in
the case of samples containing water, as in protein, cellular studies or viscosity
analysis, the factor D is a fundamental value to obtain a full characterization of the
viscoelastic layer structure absorbed [5, 24, 49].

According to Dixon [5], the size and flexibility of the layer deposited on the
crystal electrode is directly proportional to the factor D. Furthermore, plotting ΔF
versus ΔD permits to obtain information about the conformation of the absorbed
material and quantify variables related to viscoelastic properties (shear viscosity and
storage modulus) [5].

QCM-D technology was commercialized by Q-Sense in 1996. Nowadays, there
are many different versions of QCM-D instruments available from Q-Sense; a single
channel version, four channel version, combined technique with microscopy, elec-
trochemistry, or ellipsometry [40].

4.3 Oscillators Method

Considering that the quartz crystal behaves like a simple resonator with a high-
quality factor; a typical method to reach its vibration is through oscillator circuits.

∝ e–πfDt = e– 2πΓt
1/f

0 1 2
time, t (μs)

3

Fig. 9.5 Impulse excitation
QCM-D method (Adapted
with permission from
[45]. Copyright (2011)
American Chemical Society)
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With the aim of generating stable oscillations, the oscillator circuit must excite the
quartz crystal with a frequency where a sharp phase slope occurs [26]. This condition
is fulfilled at the characteristic frequency (Fr). In consequence, when using the
oscillators method, the quartz crystal does not oscillate at series resonance frequency
because Fr 6¼ Fs. For crystals in contact with samples, this problem increases. In
order to correct this phenomenon, the stray capacitance C0 must be externally
compensated [7, 14, 26, 33, 37, 65].

According to the equivalent circuit model BVD, the phase for a quartz crystal is
defined as:

φ ¼ Im Zð Þ
Re Zð Þ (9:17)

where Z is the equivalent impedance of the crystal. When the capacitance C0 is
compensated, Z = Zm. Here Zm is the equivalent impedance for the series arm in the
model (mechanical impedance- Fig. 9.1) [15, 26, 27, 32, 34, 37, 66–69]. In this case,
the phase can be defined as:

φ ¼ Im Zmð Þ
Re Zmð Þ ¼

ωLs � 1=ωCs

Rs

(9:18)

After C0 compensation, the conductance value G is maximum (Re|Zm| ! max),
the susceptance value B is zero (Im|Zm| ! 0) and the phase φ = 0 at series
resonant frequency Fs. In other words, making the C0 compensation, the crystal
vibrates at Fs. According to Wolfbeis [26], the difference in the phase φ before the
C0 compensation and after the C0 compensation for a crystal in contact with water is
around 144 Hz.

In the oscillator methods, there are other variables called A and k, related to the
open loop gain and feedback factor respectively. Using these variables, the electronic
circuit must guarantee a stable oscillation compensating the sample damping. Some
studies propose an automatic control for these variables [14, 70–72].

There are several designs of oscillator to work with liquid samples; for instance:
emitter coupled oscillators [73–76], ACC oscillator [37, 77], lever oscillator [70],
active bridge oscillator [71], and Bridge symmetric crystal oscillator [72].

4.4 Lock-In Method

The circuit proposed by Nakamoto [66] is a good example for the lock-in method.
This circuit is composed of a voltage controller crystal oscillator (VCXO), and the
RF voltage supply is a system of amplitude gain. Both systems create the variable
input RF signal to the crystal.

As RF current detector, Nakamoto has used a toroidal-core transformer (I-U
converter) [66]. Both signals, the RF voltage supply, and the current signal obtained
are multiplied using a double balanced mixer (DBM) whose output is the product of
these signals.
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According to Nakamoto, the output signal has two components: DC and 2ω
component. The 2ω component is eliminated by a low-pass filter (LPF). The DC
signal is proportional to the real part of the crystal admittance [66]. The peak value of
the DC signal is detected by a peak detector circuit during the frequency sweep.

The same method has been used by other such as Jakoby [7, 14]. Jakoby et al.
include a similar scheme proposed by Nakamoto (named conductance detector)
inside another loop indicated in Fig. 9.6.

According to Fig. 9.6, the second loop (integrator loop) permits to modulate the
frequency of the feedback signal and to add it to the input sinusoidal signal. The
output signal from the integrator determines the central frequency of the sweep. The
amplitude of the input signal controls the sweep range. As result, the circuit detects
the peak of conductance curve automatically [14].

4.5 Impedance Analysis

Impedance analyzer equipment measures the impedance or admittance of the quartz
crystal in a wide range of frequencies for a complete characterization in the fre-
quency domain. The sweep must be done close to resonance frequency to obtain
values of interest. Currently, there is a lot of equipment capable of obtaining a
complete impedance characterization in a wide frequency spectrum.

The use of an impedance analyzer is the easiest way to obtain the frequency
response of the crystal because it is not necessary any other external circuit
connected to the crystal. Additionally, the impedance analyzer can obtain the
resistance and the reactance or the conductance and the susceptance with a good
precision. In turn, using the conductance curve is possible to obtain the series
resonance frequency Fs, Rq, and the quality factor Q. Also, it is possible to compen-
sate the external influences over the crystal by means of instrument calibration.

However, for low-cost sensor applications, an impedance analyzer has two
important disadvantages: high price and nonportability. In any case, the impedance
analyzer is very useful as a first approximation to understand the behavior of the
crystal.

Using a similar principle to the impedance analyzer, several electronic circuits
have been designed to obtain the spectrum of impedance or admittance of the crystal

Fig. 9.6 Sensor schematic
for Jakoby technique
(Reproduced from [7],
https://doi.org/10.3390/
s8010370)
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in a range of frequencies close to resonance [2, 30, 78, 79]. These electronic circuits
are capable of obtaining the series resonance frequency ( fs) and the half band half
width (Γ) for each measure cycle in a few seconds. Typically, the electronic circuit is
configured for a specific range of frequencies, depending on the fundamental
frequency of crystal; for example: if the fundamental frequency of resonance of
crystal is 10 MHz, the electronic circuit is designed to perform a frequency sweep
close to 10 MHz.

In the circuit proposed by Calvo et al. (Fig. 9.7), a capacitor is connected in series
to the crystal. A sinusoidal signal is applied between the external capacitor and the
grounded crystal electrode [30]. In this study, the authors perform several frequency
sweeps close to the resonant frequency of the crystal, and they obtain the average
values of the input and output voltages using an analog/digital converter and a
computer.

The resultant equation for the transfer function according to Calvo’s circuit is:

Vout

Vin

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ωL � 1=ωC
� �2þR2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ωL�1=ωC þ ωLC0=Cext

� C0=ωCCext
� 1=ωCext

� �2 þ R þ RC0=Cext

� �2q (9:19)

The transfer function spectrum: |Vo/Vi|(ω), for the quartz crystal in contact with a
viscoelasticfluid layer is obtained by nonlinearfitting of the experimental data using the
analytical transfer function (Eq. 9.20) [30]. Figure 9.8 shows the resultant spectrum.

The transfer function spectrum is composed of 100 frequencies points around the
natural resonant frequency of the crystal. The spectrum is built in 0.25 s (real-time
evaluation) [30].

Using this method, the authors have also obtained the electrical equivalent circuit
elements shown in Fig. 9.7. The results are shown in Table 9.1.

Fig. 9.7 Sensor schematic by
Calvo technique (Adapted
from [30] with permission
from The Royal Society of
Chemistry)
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In a more recent work [2, 35], the acquisition of the current through the crystal (I),
the voltage between its electrodes (V), and a signal related to the susceptance of the
crystal (B) is proposed. In this method, a frequency sweep is done using a
configurable sinusoidal generator. For each frequency value, a voltage, current,
and susceptance values are acquired. Current is detected using the toroidal trans-
former (Fig. 9.9). Voltage and current signals are mixed in order to obtain the signal
related to crystal susceptance. Signals (I) and (V) are filtered and rectified with the
aim of obtaining their peak values (Ip and Vp). The three signals are acquired using an
arduino DUE card. Admittance signal is obtained as: Ip/Vp. Conductance signal is
obtained using admittance and susceptance data according to the following equation:

Gj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Yj j2 � Bj j2

� �r
(9:20)

Conductance (G) and susceptance (B) are plotted versus data frequencies of the
signal generator.

In a similar way to Calvo’s method, the absolute value of the admittance spectrum
is obtained (Fig. 9.10).
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f / MHz
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Fig. 9.8 Absolute values of
the transfer function |Vo/Vi|
(Reproduced from [30] with
permission from The Royal
Society of Chemistry)

Table 9.1 Typical values of the quartz crystal equivalent circuit components (Adapted from [30]
with permission from The Royal Society of Chemistry)

QUARTZ Water Hydrogel in air

XLf/Ω ca. 4.7 � 105 214 364

L/mH ca. 7.5 3.5 � 10�3 7.45 � 10�3

R/Ω ca. 90 214 0
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The experimental admittance and susceptance spectrums obtained are fitted using
a summation of Gaussian functions and a summation of sine functions,
respectively [2].

Carvajal and coworkers have calculated the series resonant frequency, the Rq

value as the inverse of the maximum value of the admittance spectrum, and the half
band half width (Γ) [2]. The measures were done for the unloaded crystal (air) and
the crystal in contact with water (Table 9.2).

Fig. 9.9 Sensor schematic by Carvajal technique (Reproduced from [36], https://doi.org/10.3390/
s16111959, under the Creative Commons Attribution License)

Fig. 9.10 Admittance
spectrum (Reproduced from
[2], https://doi.org/10.1016/j.
sna.2016.01.021. Creative
Commons license)

Table 9.2 Results for unloaded crystal and crystal in contact with water (Adapted from [2].
https://doi.org/10.1016/j.sna.2016.01.021. Creative Commons license)

RQ (Ω) Fs (Hz) Γ (Hz)

Air Mean 14.15 9985755.9 365.5

SD 0.4 7.4 3.9

Water Mean 202.2 9,983,738 2904.8

SD 1.9 14.2 97.1
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5 Key Research Findings

5.1 Monitoring Cellular Responses

Cell health can be characterized by analyzing intrinsic properties such as growth,
repair, protein degradation, and gene expression. As cells respond to different types
of perturbations, it is important to determine which molecules are interfering with a
cell activity [24]. Cells respond to stressful agents by complex pathways that often
lead to cytoskeletal changes in the cells. These changes can be detected using
different techniques, such as microscopy or flow cytometry. However, the use of
these techniques requires fixing or lysing cells, so they cannot be used for real-time
characterization of cell health [24].

Quartz crystal microbalance with dissipation monitoring (QCM-D) may be used
for real-time in situ detection of cytoskeletal changes in live primary endothelial cells
in response to different cytomorphic agents. However, from a single measurement of
frequency (F), it is not simple to relate with structural or conformational changes
occurring at the sensor surface. Energy dissipation (D) is a useful indicator of the
viscoelastic properties of deposited material. It should also be monitored by
detecting cytoskeletal changes as cell responses. In that case, energy dissipation
can be modeled as a purely liquid effect as well as a purely elastic mass effect [24].
Fatisson and coworkers show that the interaction between cells and surface produce
a unique and reproducible dissipation against frequency. In the same research [24],
it is shown that the early stages of cytoskeletal changes can be detected providing
reproducible and characteristic QCM-D signals.

The results show that a fast (few minutes) sensing response can be obtained in situ
and in real time. Fatisson et al. have used two different surfactants (TX-100 and LPS)
in order to generate the cytoskeletal changes in bovine aortic endothelial cells
(BAEC) and can characterize them with the QCM-D [24].

According to Figs. 9.11 and 9.12, using TX-100, there were two phases in
QCM-D signal whereas using LPS there was only one phase. In addition, in the
presence of LPS, the ΔF signal has a more stable incremental behavior while ΔD
decreased, indicating less mass in contact with the sensing region. In the case of
TX-100, the ΔF signal decreased indicating more mass detected. Since the D factor
increases with material viscoelasticity, a low D factor generally indicates that the
material is rigid. For TX-100, ΔD decreases in phase I, suggesting rigid mass on the
surface. For TX-100, phase II indicates mass loss on the surface related to lysis in the
cell. Authors have compared the QCM-D results with microscopy confirming the
hypothesis related to cytoskeletal changes.

5.2 Medical Applications

QCM has been found to be a very important tool in the diagnosis of medical
diseases. Some relevant research topics are blood coagulation analysis [80–84],
Alzheimer disease [85, 86], cancer [87–90], and pathogen detection [46, 48, 54, 91].
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5.2.1 Blood Coagulation Analysis
In particular, the QCM-D method has been applied for measurement of parameters
associated with hemostasis such as assessment of fibrinogen levels and
thromboplastine time [80–84]. Hemostasis includes the different processes required
to avoid blood loss during an injury. The organism needs to make sure that the flow
of blood is not altered in other regions of the body. Two main steps occur after an
injury. Firstly, platelets aggregate forming a plug. Secondly, a fibrin mesh is formed
from its precursor: fibrinogen [92]. Hemostasis monitoring is relevant during surgi-
cal operations, especially in cardiac surgery when working with circulation devices
that operate outside the body of the patient [92].

Gehring and coworkers have prepared a series of dilutions (1:5–1:40) using
reference plasma to give a range of fibrinogen concentrations. The clotting times
of these dilutions are measured [80]. The crystal used was a piezoelectric 10 MHz
AT-cut quartz, and the parameters taken into account in the study were three: fQCM,
frequency signal shift; dQCM, dissipation signal shift; and tfQCM, mathematically
calculated turning point of fQCM. Gehring et al. [80] induced the coagulation on the
sample, and QCM signal changes were monitored in real time during clot formation.
In consequence, it was possible to use the frequency and dissipation signal shift for
interpretation and evaluation (Fig. 9.13).

QCM results were compared to Clauss fibrinogen assay (CFA) technique for
internal and external reference methods (immunological assessment of fibrinogen,
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Fig. 9.13 (a) Illustration of the general idea of a QCM-based coagulation measurement based on
Clauss assay on a precoated quartz (PPP) (Reproduced from [80], https://doi.org/10.3390/
s16030282, under the Creative Commons Attribution License)
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optical coagulometry, mechanical coagulometry). QCM-D sensor device for coagu-
lation measurements has a high degree of correlation to reference techniques like
activated partial thromboplastin time (aPTT) [80–84]. As future quantitative fibrin-
ogen measurements, the new important question is related to find out whether the
observed signal changes were caused by mass adsorption only, by changes in
viscosity, or by a combination of both [80].

In a similar study, Yao et al. [84] have used a QCM with a 10 MHz quartz crystal
AT-cut in order to determine the activated partial thromboplastin time (APTT) for
120 anticoagulated plasma specimens. They spin-coated the crystal surface with
polystyrene (0.5 wt% in chloroform) at 2500 rpm for 5 min to make a hydrophobic
surface which is favorable to fibrinogen absorption. They compared the results
obtained about the concentration of fibrinogen and FVIII in the plasma specimens
with an optical coagulometer (STAGO-ST4). The correlation coefficient was 0.949
for fibrinogen and 0.948 for factor VIII [84].

Additional to the mass deposition study, an analysis of viscosity was
performed. During blood coagulation, the coagulation reaction changes the vis-
cosity of the plasma, and then changes the frequency of the QCM. The frequency
changes of the QCM biosensor reflect not only the quality change but also
variations in the density and viscosity of the system. The viscosity change shifts
the resonance frequency of the QCM biosensor enabling real-time continuous
monitoring of this biological event. The viscosity of the reaction system changes
instantaneously during the coagulation formation, and the mass deposition on the
surface of crystal also changes. Both of them caused the sudden frequency change
of the crystal [84]. In order to differentiate the effect caused by mass deposition
and by a change of the viscosity, Yao and coworkers monitored the fibrin clot
formation. When the fibrin clot finally formed, there was a significant change of
viscosity which resulted in a significant frequency change. The significant
changes of frequency indicate the endpoint of the coagulation reaction, as there
are no subsequent changes in viscosity that would result in a change in frequency
signal [84].

Yao et al. have obtained a good linear relationship in a double-logarithmic plot of
APTT versus fibrinogen concentration in the range of 1.58–6.30 g/L. Additionally,
for factor VIII, the detection range of the QCM biosensor is 0.0185–0.111 mg/L. The
time required to complete the analysis was just 10 min [84].

5.2.2 Alzheimer Disease
Regarding the use of QCM in diagnosing diseases, other remarkable works are
related to Alzheimer [85, 86]. A clear indicator of Alzheimer’s disease (AD) is the
deposition of β amyloid (Aβ) in the form of senile plaques (SP) in the walls of
cerebral and meningeal blood vessels. Aβ is derived from a larger transmembrane
spanning protein known as the amyloid precursor protein (APP). Aβ region of APP
are amino acids 11–15 of the transmembrane domain and 28 amino acids of the
extracellular domain.

Nowadays the clinic diagnosis of AD is done via detection of Aβ1–42 in ELISA
sandwich immunoassay. This method is reliable but expensive and cannot be used
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for early diagnosis of the disease. A promising technology for early diagnosis is
surface plasmon resonance (SPR), which offers high sensitivity. A recent method
related to SPR is called total internal reflection ellipsometry (TIRE); this technology
has been used as an analytical tool in different biosensing projects. Unlike SPR,
which is based on the monitoring of light intensity, TIRE detects simultaneously the
amplitude ratio and the phase shift of polarized light.

The project by Mustafa et al. [85] uses TIRE for the detection of Aβ1–16 which is
not the actual marker for AD, but it is a smaller water-soluble peptide and will serve
as a step forward in the big objective of developing a rapid diagnostic tool for AD
[85]. QCMwas used to monitor in situ the immune reaction between AP770 and DE2
antibodies in complete medium (CM), a mixture of salts, amino acids, and different
proteins. DE2 are specific monoclonal antibodies raised against Aβ1–16. The objec-
tive of QCM measurements was to verify if this method works for the detection of
APP770 in a CM solution with the help of monoclonal antibodies DE2. For this
reason, the experimental setup also used a QCM without DE2 as a control test.

As result, the spectrum of TIRE shows differences in the parameters after each
step in the sequence: PAH, Protein F, DE2 antibodies, and Aβ1–16. Aβ1–16 was also
tested in different concentrations (0.05, 0.5, 5.0, 50, 500, and 5000 ng/ml). After the
spectrum analysis, it was found that the obtained values of thickness correlate with
the size of adsorbed molecules as well as their concentrations on the surface. The
observed calibration curve was a sigmoid which is typical for immune reactions,
with an approximate linear range between 2 ng/ml and 500 ng/ml. The minimal
detected concentration was 0.05 ng/ml, which is considered as a very high sensitivity
making this a promising method for AD diagnostic.

In the QCM experiment, the comparison between the channel coated with DE2
and the control channel (without DE2), it was found that the responses were almost
identical, which proves the insignificance of nonspecific binding of other proteins
present in CM.

Figure 9.14 shows the response of the QCM sensor of APP770 diluted in
CM. Overall results can be seen as progress in the detection of larger molecules
such as the actual marker of Alzheimer’s disease in real biological samples.
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Fig. 9.14 Sensor responses
to binding of APP770 of
different concentrations in
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(Reprinted from
[85]. copyright (2010), with
permission from Elsevier)
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In a similar way, Wang et al. [86] have studied the relation between resveratrol
and its derivatives (abundant natural polyphenols in red wine) with the reduced
incidence of Alzheimer’s disease (AD). A QCM has been used to measure the mass
deposition rate and to evaluate the binding of Aβ aggregates to the lipid membranes:
1-Palmitoyl-2-oleoylphosphatidylcholine (POPC), dipalmitoylphosphatidylcholine
(DPPC), and dipalmitoylphosphatidylglycerol (DPPG). These membranes were
formed on the surface of a SiO2-coated QCR. The binding of Aβ aggregates to
membranes is believed to cause defects within the membrane and results in func-
tional disorders. Thus, polyphenols in red wine can reduce this binding and protect
the membranes [86]. Based on these results, new treatments against AD could be
developed.

5.2.3 Cancer
Cancer is one of the most concerning diseases nowadays. Point of care detecting
devices, using biosensors that detect cancer biomarkers, may be an effective tool for
diagnosing this disease. Providing with an early and accurate diagnosis is funda-
mental as receiving an early and effective treatment may prevent cancer from
becoming metastatic.

According to Uludaǧ et al. [87], prostate cancer is the most common in Europe
and can be detected by identifying an increase in the prostate-specific antigen (PSA)
or alpha 1-antichymotrypsin (ACT) PSA levels in serum. In this way, PSA may be
used as a biomarker. Detection methods such as electrochemical, optical, micro-
cantilever, fluorescence, and QCM biosensors have been used. PSA detection limit
using these methods varies between 0.2 pg/mL and 10 ng/mL. Traditionally, Au
nanoparticles have been used to amplify the detection signal, and the test has been
performed in buffered solutions. To obtain clinically relevant results, it is essential to
perform the test in serum but in this medium nonspecific binding occurs between the
sensor surface and serum proteins.

Uludaǧ and coworkers have proposed a cancer biomarker analysis using an
antibody-coated QCM together with Au nanoparticles to increase the mass due to
antigen binding and therefore the sensitivity of the assay. A QCMA-1 biosensor was
used. Gold-coated QCMA-1 sensor chips (20 MHz) have two sensing arrays each,
which allows measuring active and control sensor surfaces simultaneously. The
surface of the sensor was modified adding a self-assembled monolayer (SAM).
Monoclonal anti-PSA antibodies (capture antibody) and mouse IgG antibody (con-
trol antibody) were immobilized on the sample and control sensing arrays. Besides,
Au nanoparticles were modified with anti-PSA-detection antibody and reserved [87].

BSA nonspecific binding (using PBS/T buffer with BSA) to the control sensor
was studied through binding test, and it was observed that the control sensor did not
give any frequency shift even for the highest PSA concentration. Nonspecific BSA
binding to the capture surface was observed injecting BSA for 3 min and it was
detected to be of 4	 1 Hz. For the sandwich assay, anti-PSA detection antibody was
injected to the capture surface in the absence of the antigen (PSA), and the non-
specific binding was detected as 5	2 Hz. The nonspecific responses were subtracted
from the PSA or PSA detection antibody data [87].
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Uludaǧ and coworkers obtained the PSA-binding calibration curve in a concen-
tration range 4.7–5000 ng/mL. Binding association and dissociation rates were
calculated fitting the binding response curves to a 1:1 Langmuir binding model. A
calibration curve was obtained also for the sandwich assay in a concentration range
between 150 and 2.3 ng/mL. PSA detection limit turned out to be 4.7 ng/mL (four
folds more sensible than the direct assay). The success of these results encouraged
the assay to be performed using human serum (which usually increases the detection
limit).

PSA direct and sandwich assays were analyzed using buffer, 10% serum and 40%
serum. No response was obtained when performing the direct assay in 40% serum
concentration but still a response was obtained with the sandwich assay. So, the
sandwich assay was performed in 75% serum, and a calibration curve was obtained
in a concentration range between 2.3 and 150 ng/mL tPSA. The initial detection limit
obtained by the authors was 9.4 ng/mL, which is not sensitive enough for PSA
detection. To enhance the sensitivity, Uludaǧ, et al. [87] used modified Au nano-
particles to perform a sandwich assay. With this method, the detection limit lowered
to 0.29 ng/mL.

Figure 9.15 shows that the assay performed using the developed matrix buffer
together with the modified Au nanoparticles has potential for a fast and sensitive
detection of cancer biomarkers in serum. Additional advantages of the method are
short assay time, label-free method, reusable sensor chip, and detection of PSA in
high serum concentrations.

In another notable study,M. Bianco and coworkers have proposed the use of QCM in
order to detect pancreatic cancer [89]. Pancreatic ductal adenocarcinoma (PDAC) is
cataloged as the most aggressive of all cancer types. In particular, this cancer is
characterized by a rapid progression and resistance to conventional treatments. The
authors have validated three differentmethods of functionalization: 1. β-mercaptoethanol
(MCE) ex situ quartz crystal, 2. Mercaptoundecanoic acid (MUA)/N-hydroxysuc-
cinimide (NHS)/N-(3-dimethylaminopropyl)-N- ethylcarbodiimide hydro-chloride

Fig. 9.15 Results obtained
for Anti-tPSA modified with
AU nanoparticles on active (a)
and control (b) surfaces
(Reprinted from [87],
https://doi.org/10.1016/j.
talanta.2010.04.034,
copyright (2010), with
permission from Elsevier)
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(EDC) ex-situ quartz crystal, and 3. α-Meth- oxy-ω-mercapto (PEG) ex situ quartz
crystal. In every case, a final washing of ultra-pure water was used to remove the
unadsorbed thiol compounds [89]. In the case of MUA/NHS/EDC, the authors have
added 1 M EA solution with the aim of passivating the reactive surface. The SAM
formed on the QCM sensor surface was named by the authors as MUA/EA
[89]. According to Bianco results, the best functionalization method was a thiol self-
assembled monolayer (SAM) based on an MUA (MUA/EA) because the background
signal achieved was the smallest in comparison with the other functionalization strate-
gies. The authors have used AFM images to confirm this result [89].

Using the functionalization strategy selected, the peptide antigen is immobilized.
The procedure consists in incubating the surface with 50 mL of 200 nM
phosphoENOAmer or ENOAmer for 2 h to temperature controlled. (ENOAmer
and phosphoENOAmer peptides differ only in the phosphorylation of Serine
419) [89].

QCM measurements of autoantibody response to ENOA-derived peptides were
performed. The presence of autoantibodies against ENOA1,2 is associated with
pancreatic cancer disease [89]. Three different samples (ENOA1,2+, ENOA1,2�,
and HS sera) have been proposed in order to evaluate the sensor performance.
Human serum (HS) has been obtained from healthy patients, ENOA1,2� have
been obtained from PDAC patients without the presence of antibodies, and
ENOA1,2+ have been obtained from PDAC patients that contain antibodies.

According to Bianco results, HS and ENOA 1,2+ sera interact with
phosphoENOAmer peptide more than with ENOAmer. Moreover, ENOA 1,2�

sera interact strongly with ENOAmer peptide, while showing a weaker interaction
with phosphoENOAmer [89]. In addition, the dissipation signal ΔD has been
compared with ΔF in the seventh overtone with the aim of obtaining information
about viscoelastic properties of the layer (Fig. 9.16).

Fig. 9.16 ΔD7 versus ΔF7
plots for phosphoENOAmer-
HS sera (black dots), phos-
phoENOAmer-ENOA1,2�

sera (green dots),
phosphoENOAmer-
ENOA1,2+ sera (blue dots)
and related linear fits (red
lines) (Reprinted from [89],
https://doi.org/10.1016/j.
bios.2012.10.012, copyright
(2012), with permission from
Elsevier)
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The slope was calculated using the results from Fig. 9.16. According to Bianco
interpretation, the small value of the slope for the phosphoENOAmer-ENOA1,2+

serum indicates a strong and compact film. In addition, the result indicates that
specific interactions produce more well-ordered antibody films than un-specific ones
[89]. In this way, the combined analysis between ΔF and ΔΓ has permitted to
discriminate specific interactions with ENOA1,2+ antibodies in patients
with PDAC.

5.2.4 Pathogen Detection
QCM-D method also has been used in the detection of bacterial or viruses. There are
many studies to detect different infections and pathogens. For instance, salmonella,
tuberculosis, and avian influenza virus. In relation to Salmonella, its accidental
contamination in foods is a major problem for the food industry worldwide [46]. Sal-
monella serotypes are among the most common bacteria responsible for foodborne
gastroenteritis. In Salam’s work [46], the use of QCM biosensor with a microfluidic
system for the rapid and real-time detection of Salmonella typhimurium is proposed.
The binding of the Salmonella cells onto the immobilized anti-Salmonella antibody
generates a shift in the sensor frequency, which was correlated to cells concentration
in the sample. Salmonella cells were detected using direct, sandwich, and sandwich
assay with antibody-conjugated gold nanoparticles. These results are shown in the
Figs. 9.17 and 9.18. The performance of the QCM biosensor developed with gold
nanoparticles gave the highest sensitivity with a limit of detection (LOD) ~10–20
colony forming unit (CFU) mL�1 [46].

In relation to tuberculosis, the Mycobacterium Tuberculosis (Mtb) epidemic is
larger than previously estimated, reflecting new surveillance and survey data from
India. However, the number of TB deaths and the TB incidence rate continue to fall
globally and in India. In 2015, there were 10.4 million new (incident) estimated TB
cases worldwide, of which 5.9 million (56%) were among men, 3.5 million (34%)
among women, and 1.0 million (10%) among children. People living with HIV
accounted for 1.2 million (11%) of all new TB cases [93].

With the aim to detect Mtb, an immunosensor based on QCM has been success-
fully designed and employed to screen for both whole Mtb bacilli and an Mtb surface
antigen, lipoarabinomannan (LAM) [48]. Additionally, the assays can be adapted for
use with antibodies to multidrug resistant tuberculosis, reducing the time it takes to
develop diagnostics for new strains of tuberculosis [48]. As results, Hiatt et al. report
the QCM successfully measured the adsorption of Mtb and LAM in less than 20 min.
The Mtb mass detected was around 23	 1 ng for the interaction with antibody LAM
(α-LAM) and 14 	 1 ng for the interaction with anti-H37Rv. Figure 9.19 shows a
total detection experiment for LAM. The α-LAM antigen has a strong affinity for
LAM. According to [48], the α-LAM immunosensor has the most potential appli-
cation in point of care detection.

Regarding influenza virus, avian influenza viruses (AIV) are a significant concern
globally due to its high mortality rate both in poultry and humans, constituting a
major threat for public health and causing enormous economic loses. In [54], an
apta-sensor based on ssDNA crosslinked polymeric hydrogel and QCM for rapid,
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sensitive, and specific detection of AIV H5N1 is described. The aptamers (artificial
nucleic acid ligands, specifically generated against certain targets) are used for
recognizing the antigen due to their advantages over antibodies: overcoming the
use of animals for their production can be chemically modified and easily labeled
and have good thermal stability.

Wang et al. [54] used three hydrogels with different acrylamide ratios, and the
aptamer monomers were synthesized (hydrogel I (100:1), hydrogel II (10:1), and
hydrogel III (1:1)). Hybridization between an aptamer with high affinity and spec-
ificity against (AIV) H5N1 and ssDNA formed the crosslinker in the polymer
hydrogel. It was immobilized on the gold surface of a QCM sensor using a self-
assembled monolayer (SAM). The immobilization of aptamer hydrogel I, II, and III
on gold-coated quartz crystals resulted in frequency shifts (ΔF) of �78	14,
�81	17, and 83	19, respectively [54]. Tests were performed to prove the

Fig. 9.17 Results for
Salmonella. Salmonella
standard plot with –dF
(Hz) versus Salmonella
concentration on the QCMA-1
sensor for (a) direct binding
assay (LOD = 1.83x102 CFU
ml�1) and (b) sandwich assay
(LOD = 1.01x102 CFU
ml�1). Linear slope taken
from Salmonella standard
plot, error bar = 3 data points,
all control subtracted data
(Reprinted from [46], https://
doi.org/10.1016/j.
talanta.2013.06.034,
copyright (2013), with
permission from Elsevier)
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feasibility for AIV H5N1 detection. When the hydrogels were exposed to the target
virus, an abrupt swelling was produced due to the binding reactions with the aptamer
that caused the dissolution of the linkage between the aptamer and ssDNA [54].
Figure 9.20 shows the results obtained using the aptamer hydrogel I. The total
detection lasted 30 min.

Fig. 9.18 Results for Salmonella. (a) Schematics of the sandwich assay with nanoparticles, (b)
frequency response profiles for Salmonella assay with different cell concentrations, (c) Salmonella
standard plot with �dF (Hz) versus Salmonella concentration (LOD =?10–20 CFU ml�1), (d)
linear slope taken from Salmonella standard plot, error bar = 3 data points, all control subtracted
data (Reprinted from [46], https://doi.org/10.1016/j.talanta.2013.06.034, copyright (2013), with
permission from Elsevier)

Fig. 9.19 Real-detection of
LAM (8 μg/mL). The total
mass detected in each step is
as follows: (1) 131 ng
protein A, (2) 39 ng BSA,
(3) 61 ng α-LAM, and
(4) 12 ng LAM (Reprinted
from [48], https://doi.org/
10.1016/j.snb.2012.06.095,
copyright (2012), with
permission from Elsevier)

9 Quartz Crystal Resonator for Real-Time Characterization of Nanoscale. . . 315

https://doi.org/10.1016/j.talanta.2013.06.034
https://doi.org/10.1016/j.snb.2012.06.095
https://doi.org/10.1016/j.snb.2012.06.095


5.3 Environmental Monitoring

Monitoring the environment is a fundamental activity in many fields because many
daily processes involve chemicals potentially destructive to the environment and
also to the human health [94–96]. About the QCM studies, humidity monitoring and
detection of organic compounds are relevant research fields.

5.3.1 Humidity Monitoring
Studies associated with humidity sensors have special attractive because of their
wide and essential applications in both industrial and domestic environments [67,
95, 97, 98]. Humidity measures are associated with indoor air quality monitoring,
heating ventilating air conditioning, manufacturing process control, and agriculture
and electric devices [50, 94, 95, 99]. Humidity can also affect the own measures in
the QCR sensors, for example, used in gas monitoring [98].

Different materials have been developed as the coating films to detect various
kinds of vapors and humidity. Recently, Yao et al. [67] have used graphene oxide
(GO) as a sensitive material for coating the quartz crystal microbalance in order to
measure the relative humidity. In addition, Tai et al. have proposed the use of
protonated polyethylenimine-graphene oxide nanocomposite thin film with the aim
of measuring humidity [99] (Sect. 5.5.1).

Xie and coworkers have also proposed a humidity sensor using ZnO colloid
particles as a coating material on a QCR surface [95]. ZnO particles can be grown in
different morphologies and can give high sensitivity regardless of the chemical
environment in which they are employed.
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Fig. 9.20 ΔF obtained for aptamer hydrogel I with different titers of AIV H5N1 (64, 6.4, and 1.28
HAU, respectively) (Reprinted from [54], https://doi.org/10.1016/j.bios.2012.10.038, copyright
(2012), with permission from Elsevier)
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These particles were synthesized by the self-assembly method on QCM wafers as
humidity sensors. The fabrication process consisted in preparing a suspension of zinc
acetate dihydrate and diethylene glycol, which created precipitation of ZnO spheres.
Once this process was completed, a secondary reaction was needed to produce the
ZnO colloid spheres. To have the final particles, the reactant had been kept stirring at
180 
C for 6 h. After the final suspension, the QCM wafers were covered with it to
obtain a coating which had to be dried in a furnace at 80 
C for 1 h [95].

The sensor was tested at room temperature with a variation of the relative
humidity (RH) from 11% to 95%. The used controlled humidity environments
with different aqueous solutions: LiCl, MgCl2, Mg(NO3)2, NaCl, KCl, and
KNO3, all of the measurements were done in a closed glass vessel and kept in the
glass chamber for 24 h before performing the measurement. The frequency signals
were measured during the adsorption process and desorption process [95].

The measurements show that the resonance frequency shift increased with
increasing relative humidity for all the samples, and it was also observed that with
the increase of the diameter of the ZnO colloid spheres. The frequency shift tended to
increase under the same humidity condition, indicating an increase in humidity
sensitivity (Fig. 9.21) [95]. Compared with the previous work [100, 101], these
sensors have extremely high humidity sensitivity. According to Xie and coworkers, a
possible explanation is that the water molecules could be adsorbed easily on the big
colloid spheres due to steric effect of the secondary particles [95]. The results
indicate that the humidity changes are closely related to the particle diameters.

Another important factor for this kind of sensors is the response time in absorp-
tion process and recovery time in desorption process which correspond to the
adsorption and desorption of water molecules on the surface of the studied material.
The two parameters are measured by putting the film in contact with the suspensions
of the lowest and the highest relative humidity values [95]. Comparing the measure-
ments, Xie and coworkers have observed that at low relative humidity (33% and
55%) the recovery time was longer than the response time, in comparison with high

Fig. 9.21 Sensitivity curves
in RH range from 33% to
95%. ZnO average diameter:
S1 = 100 nm, S2 = 370 nm,
S3 = 500 nm, S4 = 560 nm,
S5 = 680 nm (Reproduced
from [95], https://doi.org/
10.1016/j.snb.2012.12.033,
copyright (2012), with
permission from Elsevier)
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relative humidity (75%, 85%, and 95%). This occurs because for low RH chemi-
sorption takes place, in consequence, the equilibrium time is short as well as the
response time. But, when humidity rises, physisorption takes place and the equilib-
rium time is longer and therefore the response time will also increase. But for the
desorption process, the chemisorption desorption equilibrium time is longer than the
physisorption one [95].

In relation to gas sensors based on quartz crystal microbalance (QCM), the
presence of humidity can affect the performance. In addition, it is very difficult to
remove this effect completely from the environment [98]. Mumyakmaz and
coworkers propose a solution using compensation methods, which allow doing
measurements at variable humidity conditions and obtaining more accurate values.
They use a principal component analysis (PCA) algorithm combined with the ANN
method to implement a nonlinear principal component regression (PCR)method [98].

For the correct use of the ANN method, it has first to be trained to be able to do
predictions, it consists on obtaining gradients that are added together and used to
determine the changes in the weights and biases. For this purpose, Mumyakmaz et al.
have used the Levenberg–Marquardt training algorithm that seems the fastest
method for training moderate-sized feed-forward neural networks.

The technique was validated using different toluene concentrations. The method
implemented works with predictions of concentration recorded from six different
sensors coated with different phthalocyanines connected to the experimental data [98].

It works in subblocks, normalization and denormalization, to obtain better accu-
racy in each prediction. This occurs because the neural network training becomes
more precise when working with preprocessing steps and the redundant data is
removed, therefore the amount of normalized data is reduced, simplifying the
problem for the ANN method but maintaining a good accuracy for the predictions.
The accuracy is also due to the multilayer architecture for the data processing. This
artificial neural model can simulate a real human nervous system.

After eliminating values with big errors due to the lack of validation and testing
data during the ANN training, the authors reported that the system error rates are
around 1.15% when working with a specific range of humidity between 0–67.5%
and 0–4550 ppm of toluene. For input values outside of the mentioned range, the
system also produces an output but the error rates will probably be bigger than the
specified data space [98].

5.3.2 Organic Compound Detection
Monitoring and controlling pollution is one of the domains that have attracted the
attention of many researchers, due to the importance of sustaining a high-quality
environment. As remarkable works, there are studies in liquid quality [94, 96, 102]
and gas detection [103, 104].

In relation to the liquid quality, Harbeck and coworkers have proposed the use of
QCM coated with phthalocyanines (Pcs) to monitor different classes of organic
pollutants in aqueous media (especially chlorinated aliphatic compounds and aro-
matic hydrocarbons) [94, 96, 102]. The Pcs are recognized due to their excellent
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sensing capabilities, chemical stability, wide-ranging modification of the sorption
properties, and strong and reversible interactions with different analytes [94].

In the work done by Harbeck, four Pcs have polyoxy and three others have
alkyloxy as sensitive materials for the detection of organic pollutants in aqueous
media.

The natural frequency of the crystals used was 4.95 MHz AT-cut but the different
analytes were tested at 3rd overtone (14.86 MHz) instead of the fundamental because
the overtone gives higher stability and better signal-to-noise relation [94].

The coating process was monitored and the homogeneity of the coating layers
was verified using an optical microscope. Using the Sauerbrey equation, the thick-
ness of the coating layers were defined at 150 nm [94]. The analytes used in the tests
were the following organic solvents: dichloromethane, chloroform, toluene,
o-xylene, p-xylene, trichloroethylene, tetrachloroethylene, and chlorobenzene.
Harbeck and coworkers have chosen these solvents due to represent different
chemicals classes and to span a wide range of solubility in water. Approximately
100 μl of the analytes were added to 500 ml of ultra-pure water in order to prepare
the solutions. The range of concentrations obtained was from 0.15 to 650 ppm
(mg/kg) [94]. In relation to the tests done, the sensor signal increases with increasing
concentration of the analyte. In addition, the crystal response is a very strong signal
related to the concentration of the sample deposited (Fig. 9.22).

As a result, Pc with polyoxy moieties exhibit good adhesive properties to the
sensor surface allowing detailed testing without changes in sensing properties.
However, Pc with the alkyloxy ligands does not have good adhesive properties
and apparently detached from the sensor during the tests. In relation to the coating
layer amount, the tests indicated that a higher amount of sensitive layer permits a
higher sensor response. But, the increase of sensitive material deposited is related to
more surface roughness. As consequence, the noise level increase too. Regarding
sensitivities obtained, the lowest sensitivity was observed for dichloromethane (0.2,
0.6, 0.4, 0.8) and the highest for the p-xylene (1.7, 7.4, 5.8, 8.4), o-xylene (3.4, 7.0,
6.6, 8.3), and tetrachloroethylene (1.5, 4.1, 3.1, 8.0) for each Pcs with polyoxy
moieties respectively. The limit of detection was calculated with the sensor
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sensitivities using three standard deviations of baseline noise. All analytes showed
detection limits better than 1 ppm with the exception of dichloromethane [94].

Regarding gas detection, formaldehyde has a special importance due to its
extended use in a broad field of day-to-day products that are in contact with humans.
This compound is dangerous for human health when having over 0.5 ppm and
constitutes a severe danger to life and health when reaching 100 ppm.

With the aim of creating a selective sensor to detect formaldehyde gas with high
sensitivity but at the same time as simple as possible and that works rapidly, Hu et al.
[103] have investigated coated surfaces with nanostructures of polymer and bacterial
cellulose (BC).

The authors propose a BC membrane as crystal coating because it has a big
surface area (103 m2/g) and high porosity. However, this nanostructure needs to
strengthen the interactions with formaldehyde vapor, so it has to be combined with
another material (polyethyleneimine – PEI). This interaction is shown in
Fig. 9.23 [103].

The coating was done by dripping coating technique obtaining a nanoporous
three-dimensional PEI/BC membrane of nanofibers with a diameter of 30–60 nm. A
membrane coated only with BC, another only with PEI, and one with PEI/BC were
created to compare sensitivities. The experiments where held at a constant temper-
ature of 22 
C with relative humidity at 50%, 60%, and 70%, and with formaldehyde
concentrations of 1, 10, 30, 50, and 100 ppm with 15 min as adsorption time. During
this time, the shift of the resonance frequency was monitored [103].

The results obtained to verify that the combination of PEI and BC for the
membrane coating makes the QCM sensor very sensitive to the formaldehyde
vapors. In addition, for only BC coating, the sensor was not sensitive to formalde-
hyde. In consequence, only a BC layer cannot be used as sensing material. On the
other hand, for membranes only with PEI, the sensor did not detect formaldehyde
when the concentration was 1 ppm. For higher quantities, the response of the sensor
was slow in comparison with measurements using both coatings forming a nano-
fibrous membrane. This can be explained because of the morphology of the PEI/BC
membrane, which gives a bigger surface area than a continuous one and, therefore,
makes the sensor more sensitive [103]. As an additional result, Hu and coworkers
related high levels of relative humidity with an increase of sensor sensitivity. This
phenomenon is due to the high absorbance of H2O molecules from the hydrophilic
amine groups of PEI and the hydroxyl groups of BC, which make easier the
absorption of formaldehyde molecules by forming hydrogen bonds.

5.3.3 Applications in Analysis of Food Quality
There are many applications in which quartz crystal resonators are used to detect
adulteration [105], bad practices in the food elaboration causing low quality in foods,
and agricultural diseases [46, 50].

In relation to milk products, Sakti et al. [105] have proposed an immunosensor
based on quartz crystal microbalance to differentiate goat milk to cow milk.
Adulteration of goat milk is usually done using cow milk. Specifically, they devel-
oped the immunosensor using a commercial crystal resonator and polyclonal
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antibody specific to cow milk protein. A specific protein at 208 KDa is found only in
cow milk and does not exist in goat milk. To detect the PSS 208 kDa protein,
antibody specific to the PSS 208 was developed. The purified antibody was
immobilized on top of the sensor surface on a polystyrene layer [105]. As a result,
the optimum concentration of the polyclonal antibody for specific cow milk protein
(PSS 208) was found at a concentration of 1000 ppm. The developed QCM
immunosensor for detecting cow milk existence has a detection limit of 1 ppm.
These limits of detection were adequate to be used as a candidate for goat milk
adulteration using cow milk detection apparatus.

Other interesting work related to quality food products have been done by Afonso
and coworkers [50]. They have reported studies related to piezoelectric immunoas-
says for cysteine peptidase (CPXaC) using a polyclonal antibody against CPXaC

Fig. 9.23 Schematic diagram of the interaction of BC and PEI, and formaldehyde and PEI.
(Reprinted from [103], https://doi.org/10.1016/j.snb.2011.05.021, copyright (2011), with permis-
sion from Elsevier)
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(anti-CPXaC). CPXaC is produced by citrus fruits infected with Xanthomonas citri
(Xcc) bacterium. The authors propose to use this potential target in conjunction with
QCR technique to develop an effective and rapid detection system for the citrus
canker caused by the Xanthomonas. According to the authors, citrus canker does not
have treatment, so once the infected tree is detected, the surrounding trees must be
eliminated to prevent more infections and high economic losses [50].

In Afonso study, three anti-CPXaC immobilization procedures have been
evaluated according to the following immobilization procedures (Fig. 9.24): IP1:
The polyclonal anti-CPXaC was immobilized in 11-mercaptoundecanoic acid
(MUA); IP2: The polyclonal anti-CPXaC was immobilized in a mixture (1:10) of
MUA and 6-mercapto-1-hexanol (MHO); IP3: anti-CPXaC was immobilized using
cystamine (Cyst).

All samples were analyzed using a quartz crystal microbalance with dissipation
QCM-D. The variation in the signals ΔF and ΔD was monitored in real time [50].
A buffer phosphate saline (PBS) with pH 7.2 (0.01 mol/L phosphate, 0.15 mol/L
NaCl) was used.

The results reported by Afonso et al. show that the largest changes in ΔF have
been achieved with immobilization procedure IP2 and IP1; the lowest with IP3.
Comparing IP2 with IP1, the authors observed that the presence of MHO increases
the change of ΔF around 70%. About to ΔD, IP3 presented a change of 0.1 � 10�6,
followed by 0.93� 10�6 for MUA, and 3.8� 10�6 for MUA/MHO [50]. This result
indicates that the variation in frequency can be attributed not only to the antigen
mass but also to conformational changes and/or water trapped in the film. However,
the immobilization procedure selected was IP1 because the sensor constructed using
MUA presents the smallest variation in ΔD/ΔF. In consequence, IP1 generates a

Au surface

Au surface

Au surface

Amide bound

Blocking agent

Anti-CPXaC

IP3

IP1 IP2

MUA MUA/
MHO

Cyst

Fig. 9.24 Schematic showing the procedures proposed (IP1, IP2, IP3) (Reprinted from [50],
https://doi.org/10.1016/j.talanta.2012.11.003, copyright (2012), with permission from Elsevier)
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more rigid layer and the authors have used the Sauerbrey equation to analyze the
immunosensor experiments (Fig. 9.25).

The specificity study was done comparing two crystals, both altered with IP1 but
the second without the addition of the antibody. In the crystal without the antibody, the
authors observed a frequency shift when the antigen CPXaC was added; but after they
washed the crystal with PBS buffer, the frequency returned to the initial values,
indicating nonspecific binding Fig. 9.26a. According to Fig. 9.26b, the specificity
was also validated with different proteins: canecystatin, BSA, and cysteine peptidase.

However, no detectable signal was observed for the nontarget proteins. This result
indicates the good selectivity and specificity of the sensor for CPXaC from Xcc
[50]. The limit of detection obtained by the authors was of 13.0 nmol/L.
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5.4 High-Frequency Crystals

During the conventional manufacturing process, the minimum thickness of the
quartz crystal is controlled due to mechanical stability issues. Resonance frequencies
used by typical crystals are 5 MHz and 10 MHz, with corresponding plate thick-
nesses of 0.33 mm and 0.17 mm, which provide an appropriate mechanical stability
[106]. An increase in the sensor sensitivity can be achieved when decreasing the
thickness of quartz crystal plate (hq). A minimal thickness reached is around 55 μm
due to limit mechanical fragility with a fundamental frequency of 30 MHz. These
crystals have a smaller diameter (8 mm) and they are more thin and fragile [106].

The photolithography and wet etching processes can permit to manufacture smaller
thicknesses and to fabricate mechanically stable quartz plates with higher resonance
frequencies and smaller diameters in a supporting quartz frame [11, 31, 106–108].
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For instance, Hung and coworkers used the deep reactive ion etching (RIE) to fabricate
quartz resonators in a single chip. The diameter reached is in range 0.05–1.0 mm and
the thickness in range 18–82 μm [109].

5.4.1 Multichannel Quartz Crystal Resonators
A multichannel quartz crystal resonator (MQCR) is a set of several resonators in the
same sensor system. This system works as a full sensor platform to analyze the same
sample with different characteristics [107, 108]. For example, the platform permits to
analyze the same sample to different overtones simultaneously or to functionalize
each individual electrode with a specific detection layer to identify different com-
pounds in the same sample. Monolithic multichannel quartz crystal microbalances
(MQCMs) are a type or multichannel QCR. An MQCM is a set of several micro-
balances on a single quartz substrate [11, 31, 107]. Miniaturizing QCMs is necessary
for developing MQCMs, as large arrays must be constructed. QCM miniaturization
leads to additional benefits including lower cost, less sample/reagent consumption,
faster sensing response, and shorter diagnostic time. However, MQCMs still have to
overcome the challenge of avoiding interferences.

Conventional MQCM consist of an array of electrode pairs deposited on both
sides of an AT-cut quartz crystal usually of a thickness of few hundreds of microns.
Acoustic wave induced by one QCM will propagate laterally and may interfere with
QCM in the vicinity causing acoustic interference.

In large arrays space between electrodes must be small, which contributes to
increasing the interferences, mainly if the QCMs are identical and operate at the
same resonance frequency. Also, frequency interference decreases in MQCMs with
unequal electrode pairs [110]. Besides of spaces between electrodes, acoustic inter-
ference depends on MQCM device parameters such as geometry, dimensions and
thickness of each electrode, and mechanical and piezoelectric properties of the
quartz substrate and electrode materials.

Usually, impedance measurements of the two QCMs under exchanged external
load may be used to experimentally study interference between two contiguous QCMs
and an electrical equivalent circuit, such as Butterworth–Van Dyke (BVD) model and
transmission line representation, is used to model and describe the response. These
models show a simplified, one-dimensional, MQCM configuration as the vibration
profile is assumed to be uniform throughout the electrode surface. Modeling results are
generally valid near to the resonance frequency. However, it neglects important
features such as coupling modes and energy trapping of the electrode layer. Sensitivity
and electrode size are also relevant MQCM problems as they are both related to the
thickness of the crystal, which is limited as thin quartz plates are too fragile.

In addition to acoustic interference, other problems of conventional MQCM
include spurious vibration, limited sensitivity, and limited size of electrodes. Spuri-
ous vibration occurs because of coupling between thickness shear (TS) and other
modes including thickness flexural (TF), face shear (FS), thickness twist (TT), and
higher order modes [107].

In order to improve the MQCM behavior, several design strategies could be
implemented: to use different electrode sizes to avoid strong interferences, to
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increase the electro size for improving electrode trapping (although this could bring
higher order modes and introduce higher order frequency interference), and to
increase the electrode separation. Other strategy consists in modifying the structure
of the quartz crystal in order to obtain higher frequency. The following modifications
are the more typical:

• Mesa shape: Achieved by varying quartz thickness between electrode and inter-
electrode regions to increase the resonance frequency difference. There are four
configurations related to mesa shape: Plano-Mesa, Plano-inverted-mesa, Bi-mesa,
and Bi-inverted-mesa [107].
Mesa shape has several advantages: low interference, large array size, and density
and mass sensibility. As disadvantages: it requires a difficult deep etching pro-
cess, limited resonance frequency, mass sensitivity, electrode size, and some
remaining frequency mode coupling, particularly TS-TF and TS-extension.

Plano inverted-mesa has been the most frequently reported because it simul-
taneously offers low interference, high resonance frequency, high mass sensitivity
and compatibility with flow injection, and multi-frequency system [107].

• Convex shape: Achieve by using a spherical convex-shaped structure aiming
to avoid coupling between TS and TF modes. This would prevent energy to be
taken from the usable frequency vibration, which lowers the Q-factor that is
relevant for ultrasensible liquid detection. There are two configurations:
planoconvex and biconvex. The advantages are: low interference, very low
mode couplings except for Ts-extension, and large size array and density. The
disadvantages are: sophisticated patterning, difficult deep etching process, limited
resonance frequency, mass sensitivity and electrode size, and TS-extension mode
coupling.

• X-axis inversion: Aiming to increase the difference between the electrode and
interelectrode regions of the structure without requiring physically removing the
quartz. Instead, a thermal treatment is used. The advantages are low interference,
the large size array and density, and no mechanical etching process. The disad-
vantages are limited resonance frequency, mass sensitivity, and electrode size,
and sophisticated thermal treatment process (Figs. 9.27 and 9.28).

5.5 Coated QCM Sensors

Technically, in all QCR applications related to real-time sensing, any coating tech-
nique is used with the aim of functionalizing the crystal surface. This functionalization
provides the quality of the selectivity to the crystal. In this way, the crystal is capable to
identify the analyte of interest in the sample [54, 67, 80, 94, 111–113]. For instance,
coating is essential in biological processes like blood contact applications where
biocompatibility is determined by specific interactions with blood and its components.
In addition, the objective of biomaterials coatings is also to eliminate or reduce the
nonspecific adsorption of proteins in order to improve the biocompatibility.
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5.5.1 Graphene Oxide Thin Film
Recently, Yao et al. [67] propose a graphene oxide (GO) thin film coated quartz
crystal microbalance as a humidity sensor. Furthermore, Tai et al. [99] also proposed
the use of protonated polyethylenimine-graphene oxide nanocomposite thin film in a
similar way to Yao with the aim of measuring humidity.

Adsorption and desorption of water molecules produce a change in the mass or
electrical properties of a thin sensitivefilm.Nanocarbonaceousmaterialswere known to
have excellent gas adsorption properties. Graphene, as 2D nano-carbonaceous mate-
rials, has outstanding electrical, thermal, and mechanical properties. By functionalizing
graphene with = O and –OH groups, a more hydrophilic material is achieved [67].
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Fig. 9.27 Mesa-shaped
structures: (a) plano-mesa, (b)
plano-inverted-mesa, (c)
bi-mesa and (d) bi-inverted-
mesa (Reprinted from [107],
https://doi.org/10.1016/j.
aca.2010.12.022, copyright
(2010), with permission from
Elsevier)

Fig. 9.28 Convex-shaped
structures: (a) planoconvex
and (b) biconvex (Reprinted
from [107], https://doi.org/
10.1016/j.aca.2010.12.022,
copyright (2010), with
permission from Elsevier)
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Yao et al. obtained the graphene oxide GO from synthesizing graphite by a
modified Hummers method and a successive exfoliation of the graphite oxide.
AT-cut 10 MHz QCMs with 5 mm diameter gold electrodes on both sides were
used (~9.99 MHz fundamental frequency). GO was deposited on QCM by spin-
coating and three QCMs with different coating loads (sample 1, sample 2, and
sample 3), therefore different frequency shifts (2620 Hz, 4953 Hz, 7184 Hz) were
prepared [67]. Figure 9.29 shows how the sensor responds to RH levels.

By connecting the QCMs to a phase-locked oscillator (which provided the
resonant frequency and an output DC voltage), the resonant frequency and the
crystal resistance were measured. RH sensing characteristics were tested by expos-
ing the sensors to different saturated salt solutions (LiBr, LiCl, CH3COOK, MgCl2,
K2CO3, Mg(NO3)2, NH4NO3, NaCl, KCl, KNO3, and K2SO4 solutions that
provided 6.4%, 11.3%, 22.5%, 32.8%, 43.2%, 54.3%, 62.1%, 75.3%, 84.3%,
93.5%, and 97.3% RH levels, respectively).

The curves obtained behaved linearly for most of the relative humidity (RH) range.
Thicker GO coating loads were observed to give place to larger frequency shifts, so
sensitivity may be improved by increasing the coating load. The frequency shifts
barely varied along time for the three used sensors, proving their long-term stability.
The maximum humidity hysteresis occurred at high RH for the three sensors, and the
curve also tends to increase with thicker GO coating loads (Fig. 9.30).

The physical changes of material properties were characterized using the crystal’s
motional resistance, which was observed to change slightly in the low RH range
(<54.3%RH). Thiswouldmean that the change of crystal energy losswas insignificant.
However, in the highRH range (>54.3%RH), a larger change in themotional resistance
was observed. This is explained by the change of crystal energy loss due to water
molecules entering into carbon interlayer and producing an expansion of the GO layers.

In this way, QCM frequency response was found to be dependent on water
molecules adsorbed/desorbed masses on GO both in the low and high RH range
but also to be dependent on variations of the interlayer expansion stress of GO in the
high RH range [67].

Fig. 9.29 An illustration of the humidity sensing mechanism of GO thin film coated QCM.
(Reprinted from [67], https://doi.org/10.1016/j.apsusc.2011.04.028, copyright (2011), with permis-
sion from Elsevier)
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The results obtained by the authors are satisfactory because an excellent humidity
sensitivity (22.1 Hz/%RH mas) and a linear frequency response versus RH in the
wide detection range 6.4–93.5% RH were observed. GO thin film coated QCM is
therefore a promising application in humidity detection [67].

5.5.2 Polyelectrolyte Layers
Assembly by polyelectrolyte layers is another traditional technique that uses poly-
mers for coating sensor surfaces [17, 18, 23, 63, 97, 114–117]. In the case of
polyelectrolytes layer by layer (LbL) thin film assembly, the construction of films
by alternately adsorbing positively and negatively charged polyelectrolytes has been
investigated [18, 63, 114].

Recently, Dunér and coworkers have done studies of viscoelasticity response
from a continuously growing grafted polyelectrolyte layer using a QCM-D [63]. In
these studies, the in situ monitoring of quartz crystal microbalance with dissipation
of the growth response of a film of a viscoelastic polymer through the surface sensor
is done when it is within the region of thick film. Their results have been compared
with the Voigt model.

The Voigt model is applied to analyze changes in frequency and dissipation to
extract information from the layers with viscoelastic behavior [21, 60, 63, 115, 118,
119]. Such models use the frequency change (ΔF) and dissipation change (ΔD) as
input and return shear elasticity, shear viscosity, thickness, and density (Fig. 9.31).

They monitored the growth of a viscoelastic layer with a certain thickness in real
time verifying soft signal change depending on the film thickness using both the
frequency difference ΔF as the dissipation difference ΔD. According to the exper-
iments, the authors propose the use one of the two parameters (ΔF or ΔD) to
evaluate changes in the film when the other parameter is no longer sensitive to
these changes [63].

In particular, the authors note that for longer times than 150 s, a growth rate of
thickness was observed almost linear [63]. Theory and experiments are consistent
and confirm that a variation in viscoelastic mass at certain intervals of thickness may
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generate more significant changes in ΔD signal than in ΔF signal [63]. This result
can be interesting to monitor in qualitative way changes related to swelling phe-
nomena in relatively thick films. However, to obtain quantitative information of the
deposited material is not enough to use only one of these variables, ΔF or ΔD [63].

As a sensitivity measure, Dúner and coworkers propose to obtain the derivative of
ΔF or ΔD with respect to the thickness and draw it depending on the thickness [63].
In this way, intervals of higher sensitivity conditions may be detected. This method
can be useful in any application involving viscoelastic phenomena.

5.5.3 Carbon Nanotubes (CNTs)
Carbon nanotubes (CNTs) are other useful and very attractive material for coating
different surfaces as QCR’s electrodes. Pejcic et al. proposed the use of
functionalized carbon nanotubes for coating QCR electrodes with the purpose of
developing a real-time hydrocarbon sensor [120].

Even though nongravimetric measurements for environmental monitoring are
problematic, quartz crystal microbalances (QCMs) may be a useful tool to detect
these compounds. Several groups have been able to use QCM to detect hydrocar-
bons with improved sensitivity when certain conditions are met [120].

Low-density hydrophobic polymers with low glass-transition temperature (GTT)
are more sensitive toward nonpolar hydrocarbons. Analyte selectivity is a major
challenge in QCM sensor acceptance. Carbon nanotubes (CNT) have large adsorp-
tion capacities that can be chemically tuned and a large surface area. Studies have
proved hydrocarbon in gas phase detection using QCMwith CNT but it is not known
how the materials would perform in the aqueous phase. Other recent study [121]
proposed the design of surface acoustic wave gas sensors based on polyisobutylene
and carbon nanotube composites.

Pejcic and coworkers [120] investigate a QCM sensor incorporating different
carbon nanotube–polymer composite coatings for the detection of aromatic
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hydrocarbons in water in order to evaluate the possible impact of adding CNT on the
sensitivity and selectivity of a polymer-coated QCM sensor.

Different types of CNT were used (short multiwall carbon nanotube, long multi-
wall carbon nanotube, and single-wall carbon nanotube) and were functionalized by
adding octadecylamine (ODA) to their sidewalls. AT-cut gold-coated quartz crystal
(5 MHz) was used, and a thin film of either a polymer or a CNT polymer solution
was placed by spin coating [120]. An automated flow cell system which contained an
array of four QCRs was used to perform parallel experiments (at a flow rate of
150 microliters per minute). Deionized water was used for obtaining a baseline and
calibration curves were built using a concentration range between 0 and 100 ppm.
All measurements were performed in less than 4 h to avoid long contact with water,
which affects to sensitivity and reproducibility.

QCM sensor measurements using different polymer films for coating (approxi-
mately 200 	 70 nm thick) were performed to assess their response to benzene,
toluene, ethylbenzene, p-xylene (BTEX), and naphthalene (Fig. 9.32).

It was observed that the frequency shifted more negative with increasing p-xylene
levels, which are consistent with the hydrocarbon partitioning into the polymer films.
Polybutadiene (PB) and polyisobutylene (PIB) responses were faster than polysty-
rene (PS) and polystyrene-co-butadiene (PSB) responses, which were expected since
polymers with high GTT (such as PS and PSB) have been showed to respond much
slower [120]. PB and PIB responded linearly to BTEX and naphthalene dissolved in
deionized water over the 0–80 ppm range while PS and PSB behaved less linearly
due to plasticization processes (hydrocarbon sorption/diffusion varies significantly
with hydrocarbon concentration and water aging). From the slope of the calibration
curves, hydrocarbon sensitivity was obtained. According to Fig. 9.32, PB was the
most sensitive for all analytes. PS was the least sensitive for toluene, ethylbenzene,
p-xylene, and naphthalene [120].

According to Fig. 9.33, the sensitivity of QCMs slightly varies when a polymer is
doped with low CNT levels but significantly decreases at higher CNT levels for
compounds such as p-xylene. Taking into account that the sensibility decreases
adding CNT’s for some polymers and increases for other ones (decrease for PSB
and increase for PS and PIB), the addition of CNT may play an important role in
improving the polymer selectivity for certain hydrocarbon compounds. Hydrocarbon
sensitivity seems to be independent of the CNT type.

Figure 9.34 shows that increasing thefilm thickness increases theQCMsensitivity of
both the polymer and the CNT polymer-composite. Attenuated total reflectance (ATR)-
FTIR shows that CNT preferentially interacts with specific hydrocarbon types. Pejcic
and coworkers obtained a reasonable correlation for PB, PSB, and PIBwhen comparing
the sensitivity of several hydrocarbons to the octanol-water partitioning coefficients.

A final analysis was done using total petroleum hydrocarbons (TPH) with the four
different coatings with and without CNTs. The highest response was obtained with
the PB and PB-CNT coatings. However, the response of PIB significantly increased
with the use of CNT’s (PIB-CNT) [120].
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5.5.4 Poly(Ethylene Terephthalate) (PET) Films
Polyethylene terephthalate (PET) is a common thermoplastic polymer belonging to
the family of the polyesters and is typically used in clothes fibers, containers for
liquids and foods, biomaterials applications, etc. Recently, Indest and coworkers
have done a study focusing on understanding the adsorption behavior of human
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serum albumin (HSA) of different PET surfaces [122]. PET surface can be mod-
ified by adding different polysaccharides with specific biological activities in an
attempt to improve biocompatibility [122]. The test procedure consisted in mon-
itoring HSA adsorption with quartz crystal microbalance with dissipation unit
(QCM-D) on the following surfaces: (a) PET, (b) PET-H/chitosan, (c) PET-H/
chitosan/fucoidan, and (d)PET-H/chitosan/chitosan sulfate. Before the adsorption,
the layers on the QCM were immersed in phosphate buffer saline (PBS). Then a
solution of HSA in PBS was introduced in the cell waiting until equilibrium in
frequency measures, finally the surface was rinsed again with PBS solution to
verify stability.
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Fig. 9.33 Effect of CNT (short MWCNT) content on the sensitivity of PB coated QCM for toluene
and p-xylene (Reprinted from [120], https://doi.org/10.1016/j.talanta.2011.06.062, copyright
(2011), with permission from Elsevier)

9 Quartz Crystal Resonator for Real-Time Characterization of Nanoscale. . . 333

https://doi.org/10.1016/j.talanta.2011.06.062
https://doi.org/10.1016/j.talanta.2011.06.062


Figure 9.35a shows the results of frequency change as a function of time for
adsorption of HSA in all different surfaces; it can be observed that PET surface
had the largest frequency shift, hence more protein was adsorbed on the hydro-
phobic PET surface than on the hydrolyzed ones. Energy dissipation is shown in
Fig. 9.35b, from these results it can be concluded that larger energy dissipation on
PET-H layer indicates that the adsorbed layer of HSA was thicker and less
compact than for the rest of surfaces [122]. Energy dissipation together with
frequency shift can give insights of mass distribution on the surface. The slightly
lower frequency shift of PET-HC compared to PET-H was explained using images
from an Atomic Force Microscope, identifying that chitosan does not cover the
whole PET-H surface, but rather forms some kind of blobs on the surface. The
most extreme case is for chitosan sulfate where protein adsorption does not
occur [122].

5.6 Multicomponent Sensing Platforms

The multicomponent sensing has been effective in the identification of different
compounds. Multicomponent sensing consists in the detection of independent
parameters that are processed simultaneously using different technologies. The
main goal of this practice is to increase the sensitivity and the selectivity of the
sensor system. The applications for multi-component sensing platforms using
quartz crystals resonators as complementary technique are widely diverse [123].
QCR is an adaptable technology easily used in conjunction with fluorescence

Fig. 9.34 Effect of film thickness on the toluene sensitivity of (PB) and (PB-CNT) coated QCM
sensor (Reprinted from [120], https://doi.org/10.1016/j.talanta.2011.06.062, copyright (2011), with
permission from Elsevier)
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technique [24, 81, 124], surface plasmon resonance (SPR) technique [39, 125],
spectroscopic ellipsometry [85], cyclic voltammetry, differential pulse voltammetry
[126], spectrophotometry, [127] Electrochemical techniques (EQCM) [18,
127–129], electrokinetic-QCM (EKQCM) [130].
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5.6.1 Fluorescence Technique
QCM sensing can be combined with fluorescence quenching for explosive identifi-
cation applications. The current main method for the detection of nitroaromatics
compounds (NAC) is fluorescence quenching which has a high sensitivity. A
drawback of this method is that NACs are usually present with other substances
(interferents) that can affect the response. QCM technique can help in the discrim-
ination of interferents in order to improve the overall response of the sensors [124].

With the aim of demonstrating the improvement of multisensing platform,
Clavaguera and coworkers have validated the techniques together and
separately [124].

The authors used a crystal with gold-plated metal electrodes on both sides. One of
the sides of the crystal was coated with the sensing compound. The electric circuit
designed was a Colpitts oscillator loop with a transistor as common emitter. The
measure of the frequency was taken with a frequency counter with an accuracy of
	1 Hz [124]. The sensitive layer was prepared by applying spray with the compound
diluted in Tetrahydrofuran (THF).

First, the detection of dinitrotoluene (DNT) with QCM sensor was tested using
different interferents: chloroform, dichloromethane, ethanol, methylethylketone, and
toluene. The experiment was performed first by exposing the QCM to ambient air,
the organic vapors for 10 min, and ambient air again. The response for each vapor
was assessed dividing the frequency shift by the vapor pressure of the analyte. The
sensitive layer mass changed by the exposure to the vapor, generating a change in the
fundamental oscillation frequency. The tendency of the frequency was to decrease
while exposed to organic vapors. Once the organic vapors were removed, the
original vibration frequency was recovered within few seconds. The exposure of
DNT produced a significant frequency shift (70 Hz approx.), so the material can be
considered as a sensitive coating. This frequency shift was at least four orders of
magnitude larger than the observed for the solvents. The adsorption process when
exposed to DNT appears to be slow, which might indicate that the process involves
not only a surface process but also bulk diffusion [124].

After, the fluorescence sensor was tested using as target DNT, dichloromethane,
ethanol, methylethylketone, and toluene. For the experiment, a spectrofluometer was
used, first with air, then the solvent or DNT, and then air again. The fluorescence
emission under solvent showed that this coating is not sensitive to those vapors since
there is not possible to differentiate the emission response as it remains constant. As
opposite, there was a significant intensity decrease of 15% within 10 min, when
exposed to 120 ppb of DNT.

Finally, the simultaneous detection with QCM and fluorescence sensor was
validated. The sensitive material was positioned in the center of the chamber with
the proper orientation to maximize the emission intensity. During the experiment,
both responses were monitored simultaneously from the coated QCM. When tested
with DNT, the frequency shift of QCM was 5 Hz, and a 13% of fluorescence
quenching was observed after 15 min of exposure. This approach can be helpful to
discriminate interferents from nitroaromatics and to investigate the fluorescence
response of sensor in a complex mixture of vapors [124].
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According to the results obtained by the authors, the methods applied separately
present drawbacks and advantages, but simultaneous use of methods presents an
opportunity to enhance selectivity and sensitivity.

5.6.2 Surface Plasmon Resonance
The techniques of quartz crystal microbalance (QCM) and surface plasmon reso-
nance (SPR) have been used to characterize SAM structures and to analyze in real
time the response of adsorbed analyte mass [39]. SPR is a sensitive optical technique
for the detection of several biomolecular interactions on a transducer surface. This
technique works by making a light beam to radiate over a thin metal film at a
particular angle; when an interaction happens, a shift in the SPR resonance angle
is induced that is directly related to the amount of molecule interacting in the sensor
surface.

Ansorena and coworkers have done a comparative study using QCR and SPR.
The authors have also evaluated two different SAMs (SAM-MPA and SAM-MUA)
for sensing lipopolysaccharide (LPS) using polymyxin B salt sulfate (PmB) as
ligand. The polycationic drug PmB interacts with high specificity and efficiency
with LPS. The difference between the two types of SAMs is the thiolated acid used:
MPA and MUA [39].

The experiment consisted of the following tests:

• Using QCM for monitoring the detection of LPS. First without SAM as a control
measurement, then with SAM-MPA and finally with SAM-MUA. Each case was
analyzed using ligand PmB and without ligand.

• Using SPR for monitoring the detection of LPS. The same procedure as above:
first without SAM, then with SAM-MPA, and finally with SAM-MUA. Each case
with and without PmB.

The main idea in the Ansorena study was to determine which SAM (MPA or
MUA) provides higher sensitivity for the compound detection. The results showed
that SAM-MPA allows a more effective LPS detection.

The work also served to compare the performance of QCM and SPR techniques.
The use of PmB ligand proved to be more effective in the case of QCM than in SPR
as can be observed in Fig. 9.36. Ansorena and coworkers also found that in QCM
assays the variability of measures was very similar (10% approximately) in contrast
with SPR technique with variability between 10% and 50%. Thus, they concluded
that QCM experiments show higher repeatability than SPR [39].

5.6.3 Electrochemical Techniques and EQCM
Voltammetry can be defined as an electrochemical technique that studies the current
flux as a function of an applied potential in a specific sample with the aim of
investigating the reactivity of an analyte.

In particular, in cyclic voltammetry (CV), the voltage applied in the working
electrode is increased linearly versus time. After a set potential is reached in a CV
experiment, the working electrode’s potential is ramped in the opposite direction to
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return to the initial potential. The corresponding current that flows is monitored and
plotted versus the voltage applied. This plot is called cyclic voltammogram trace.
Cyclic voltammetry is commonly used to study the electrochemical properties of an
analyte in solution.

EQCM is a variant of the technique in which the active electrode is employed as
the working electrochemical electrode. Several applications in the field of electro-
analytical chemistry of EQCM have been reported [18, 127–129]. These include
studies of formation of films, viscoelastic behavior, transport of ions, etc. In partic-
ular, Mech and coworkers have used the electrochemical quartz crystal microbalance
(EQCM) technique in combination with cyclic voltammetry to realize studies related
to stability measures in the process of generating cobalt layers [127].

Cobalt and its alloys are materials of great interest due to their magnetic proper-
ties; they can be used in the construction of spin valve devices, magnetic data
carriers, and heterogeneous catalyzers, among others. However, one problem is
that Co2+ ions in ammonium chloride solutions are not stable, and they are oxidized
when the electrolyte is in contact with oxygen. Stability is essential in electrodepo-
sition process and may also affect the reproducibility of electrochemical measure-
ments. The voltammetry voltages were within the range from 0.1 V to �1.1 V. The
voltammogram registered for the Au electrode in the electrolyte containing 50 mM
[Co(NH3)6]

3+ permitted the measure of the flow of charge together with the reaction
of reduction of cobalt complexes and water molecules [127].

Voltammetry combined with EQCM allows to determine the regions where
working electrode polarization is accompanied by a change in the electrode mass.
Figure 9.37 shows the changes in current and frequency during hexaminecobalt(III)
electro reduction. There are three reduction peaks: A, B, and C. Peak A, occurring at
potential E = �0.16 V, indicates irreversible reaction of reduction of [Co(NH3)6]

3+

complex to [Co(NH3)6]
2+ complex. The complex obtained is soluble and does not

precipitate on the electrode surface. This result confirmed monitoring the QCM
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Fig. 9.36 LPS mass
detection (ng/cm2) with the
use of PmB. QCM results
(left) and SPR results (right)
Reprinted from [39],
https://doi.org/10.1016/j.
snb.2011.01.027, copyright
(2011), with permission from
Elsevier)

338 L. A. Carvajal Ahumada et al.

https://doi.org/10.1016/j.snb.2011.01.027
https://doi.org/10.1016/j.snb.2011.01.027


signal which did not show changes of oscillation frequencies of quartz resonator
within the potential region of the peak appearance [127].

In a similar study, Zhou et al. [126] have used a QCM to monitor the processes of
adsorption of Hg and ethylenediamine tetraacetic Acid (EDTA) formed by a photo-
catalytic reduction. Heavy metal contaminated wastewater commonly contains
chelating agents such as EDTA. Photocatalysis is a technology that facilitates the
removal of EDTA complexes; titanium dioxide is a photocatalyst capable of
decomposing a variety of pollutants.

In addition, they used cyclic voltammetry (CV) to explain the effect of EDTA on
the photocatalytic reduction of Hg [126]. Cyclic voltammetry was done in 0.2 M
H2SO4 solution of the TiO2/GC electrode after immersed in certain solutions for
20 min and rinsed with distilled water. The voltage potential range was 0 to 1 V, and
the potential sweep rate was 50 mV/s.

And in situ-QCM with TiO2/Au electrode was used to monitor adsorption of Hg
and EDTA solutions in different sequences:

• Starting with 0.05 mM EDTA, then applying 0.05 mM EDTA + 0.05 mM Hg
(II) while in the dark and finally UV illumination. Control experiment was
performed in same way but without UV.

• Starting with 0.05 mM Hg(II), then applying 0.05 mM EDTA + 0.05 mM Hg
(II) while in the dark and UV illumination later. Control experiment was also
performed without UV.

In both sequences, the frequency response of QCM showed a change in the slope
after UV illumination, speeding the frequency decrease as can be seen in Fig. 9.38,
showing that UV illumination was effective for the reduction of Hg. Fig. 9.39 shows
the results of cyclic voltammetry.

Fig. 9.37 CV registered in the 50 mM [Co(NH3)6]
3+ (Reprinted from [127], https://doi.org/

10.1016/j.electacta.2012.07.067, copyright (2012), with permission from Elsevier)
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Fig. 9.38 Frequency
changes of the QCM
electrodes against time under
different order of injection
solutions. (a) Order of
components added to cell
EDTA (I), Hg(II) + EDTA (II),
UV illumination (III); (b)
Order of components added to
cell Hg(II) (I), Hg(II) + EDTA
(II), UV illumination (III)
(Reprinted from [126],
https://doi.org/10.1016/j.
electacta.2010.11.047,
copyright (2010), with
permission from Elsevier)

Fig. 9.39 Cyclic
voltammograms. (a) Solution
of Hg(II):HCOOH 1:1 under
UV illumination. (b) Solution
of Hg(II):EDTA 1:1 under UV
illumination. (c) Solution of
Hg(II):HCOOH 1:1 in the
dark. (d) Solution of Hg(II):
EDTA 1:1 in the dark
(Reprinted from [126], https://
doi.org/10.1016/j.
electacta.2010.11.047,
copyright (2010), with
permission from Elsevier)
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5.6.4 Electrokinetic QCM (EKQCM)
AC electroosmosis (ACEO) is electrokinetic phenomenon characterized by stable
rotational velocity fluid patterns that exist near the surface of microelectrodes
supplied with an AC field. These rotational patterns can be used to stir the bulk
solution. Stirring antibody-to-surface bound receptor reactions therefore improves
transport, by bringing fresh reagent to the surface which replenishes the quickly
consumed reactants. Reduction in time often implies an increase in sensitivity. The
major drawback of ACEO is that it can only function in low conductivity solutions.

In addition to ACEO, there are two other common AC electrokinetic phenomena:
the electrothermal effect (ETE) and dielectrophoresis (DEP). ETE usually exists in
high conductivity solutions and is caused by temperature gradients, which induce the
movement of free charges. DEP acts directly on submerged particles moving due to
electric field gradients. Other groups have worked using different electrokinetic,
acoustic, and magnetic methods for stirring.

Hart and coworkers have developed an EKQCM enhancing the output signal 5.6
times. The quality factor was slightly reduced due to the modification of the QCMs
to obtain EKQCMs, and the sensitivity to viscosity changes was increased (151%).
EKQCMs were obtained by replacing the continuous circular electrode of a QCM
with a pair of interdigitated microelectrodes (IDEs), which can generate ACEO
(Fig. 9.40). This process is simple and inexpensive. Castellated IDEs were used
for this study as they enhance the mixing capability. 10 MHz QCMs were used and
they were modified by leaving a side of the QCM completely bare, allowing for a
new electrode to be patterned by lift-off [130].

The EKQCM could be operated in two ways: using just one of the top electrode
fingers or by shorting the top two electrodes. Single-finger operation shows greater
electrical losses at resonance. The resonance frequency shift caused by the

Fig. 9.40 Left: A conceptual diagram of ACEO motion (blue arrows) produced by parallel
interdigitated electrodes and its effect on analyte concentration (color map), which is removed
from the bulk solution by a reaction at the bottom surface. Right: Image of (left) an unmodified
QCM and (right) a QCM that has been modified with a microelectrode pattern. The QCMs used
were 1 cm diameter and 167 μm thickness (Reprinted from [130], https://doi.org/10.1016/j.
bios.2010.12.038, copyright (2010), with permission from Elsevier)
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modification of the QCMwas predicted using Sauerbrey’s equation. The sensitivity of
the 10 MHz QCM is about 2.89 Hz/ng. The difference in mass between the original
and modified QCM will be about 7.5 μg, which would cause a 21.68 kHz frequency
shift. A calibration using aqueous concentrations of glycerin was performed to verify
that the interdigitated electrodes did not significantly affect sensor function [130].

Antibody binding to the EKQCM (Immunoglobulin G – IgG as a sample) was
measured using the dip-dry technique to demonstrate the proof of concept; this
technique compares the resonance frequency of the sensor in the air before and after
a period of binding. Sauerbrey’s equation was used to derive the mass change from the
frequency shift. IgG spatial distribution was studied using FITC-labeled IgG fluores-
cent microscopy [130]. Antibody function was not significantly degraded by the
enhancement technique. To check if using ACEO more protein was adsorbed. The
antibody solution was dialyzed to control its conductivity. Antibody orientation was
not controlled, and the simplicity of the protocol has been achieved at the cost of
reduced binding capacity. By using a self-assembled monolayer (SAM) of protein IgG
or by a variety of other conjugation methods, this binding capacity could be improved.

According to Fig. 9.41, mixed and unmixed EKQCMs were incubated in
fluorescein-labeled IgG. Data revealed that in the 15 min incubation, the amount
of mass adsorbed was increased by a factor of about 5.6 by utilizing ACEO mixing.
The antibody was observed to be preferentially adsorbed near the edges of the
activated electrodes and toward the ends of each finger, a pattern that usually
indicates DEP [130].

250

200

150

100

M
as

s 
(n

g)

R
F

U

50

0

–50

–100
Sensor Protein Fluorescence

Mixed

Mixed

Finger EndUnmixed

Unmixed
Blank

55

45

35

25

15

15

–5

–15

–25

Fig. 9.41 Measurement of directly adsorbed fluorescein-labeled IgG bound to the EKQCM
surface. The graph shows the quantity of adsorbed protein using three different measurement
approaches. The three techniques are (1) EKQCM, (2) MicroBCA protein quantification assay,
and (3) fluorescence microscopy. Note that the fluorescence series uses the secondary axis on the
right in relative fluorescence units (RFU) and is the only method that can measure values at the
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org/10.1016/j.bios.2010.12.038, copyright (2010), with permission from Elsevier)

342 L. A. Carvajal Ahumada et al.

https://doi.org/10.1016/j.bios.2010.12.038
https://doi.org/10.1016/j.bios.2010.12.038


Results so far have only indicated the ability of ACEO to enhance nonspecific
binding. To selectively detect an antigen, biosensors should be functionalized with a
receptor layer. Experiments involved primary and secondary binding were
performed. Antibody attachment around edges and at finger ends (enhanced about
six times) was much pronounced. However, mixing in the center of the device was
much more effective during the primary IgG binding step. To test if the antibodies
have retained function after subjection to high electric fields and dialysis assays were
performed. Electrode damage at high voltages was checked, and it was discovered to
be more likely to happen at higher antibody concentrations. Thus, although ACEO
mixing velocity increases with voltage, benefitting performance, attention must be
paid when increasing the voltage to avoid damage to the gold and chromium layers
of the sensors. In fact, the authors recommend to use voltage no higher than
2Vpp [130].

6 Conclusions and Future Perspective

Despite the QCM started to be used as sensor device more than five decades ago,
many of the features of this versatile and low cost system are being maximized.
Improving sensitivity, reproducibility, and portability are some of the characteristics
with more research and development work nowadays. Health, environment, and
food are the industry fields with more potential to increase the massive use of QCM
systems in routine processes. QCM has proven to be an effective technology in
biosensor applications, and therefore they constitute a promising tool for a great
variety of fields.

Medical and environmental monitoring are currently two fields that are greatly
benefiting from the use of QCRs due to their reliability, high sensitivity in protein
detection, their easy and inexpensive use, and the versatility for their surface coating.
A very important feature of this tool in such applications is the response time, which
permits to obtain results promptly (real-time technique). As an example, there are
applications with response time <60s [80].

In the medical field, QCMs have been successfully used in the detection of diseases
such as prostate and pancreatic cancer [82, 84], avian influenza virus [54], or Salmo-
nella [46]. Besides, they have contributed to relevant discoveries that may contribute
to the detection of diseases such as Alzheimer [80].

Regarding environmental monitoring, QCMs have been found to be of great
utility in applications such as humidity detection, detection of organic compounds
(e.g., detection of pollution in liquids [89, 91, 97]), or food quality analysis. As the
future for humidity monitoring seems to be on the path of the combination between
the measurements made with the QCM and corrections made with neural networks,
the key for improving measurements is to develop better training algorithms for
neural networks to make more accurate predictions.

Some other fields can benefit from the use of QCMs by combining their use with
the traditional detection techniques, as in the case of explosives detection, when
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fluorescence quenching is the preferred method, but it can be used in conjunction to
QCM to improve selectivity and sensitivity [124].

It can be therefore concluded that QCM has proven to be an effective technology
in biosensor applications; however, it is important to understand its limitations when
designing a specific sensing solution.

Cyclic voltammetry, differential pulse voltammetry [126], spectrophotometry
[127], surface plasmon resonance [39], and spectroscopic ellipsometry [85],
among others, are techniques that can be used in combination with QCM in
multisensor applications to improve overall response and to provide further infor-
mation in comparison with single sensor systems.

One of the most relevant problems that QCM-related research must face nowa-
days is the improper distribution of a given functionalization bioreceptor over a QCR
layer electrode, as this may have a high impact over the measurements taken with
this technology [122]. This improper distribution cannot be easily exposed, requiring
equipment such as an Atomic Force Microscope (AFM) to be detected. The cause of
an improper distribution can be inherent to the properties of functionalized sub-
stances or due to functionalizing protocols. This inconvenience can cause a lack of
results repeatability between researches; hence, future work should be aimed to find
new ways to overcome this inconvenience and give a better comprehension of this
phenomenon.

Similar inconveniences such as the lack of control over the orientation of
immobilized biomolecules for QCR have been reported and addressed with by
using self-assembled monolayers (SAMs) [39].

As future perspectives, the integration of sense systems will be at high levels
permitting better sensors response, more accuracy, and more portables and cheapers;
and the sensors QCR are not the exception. The conjunction of the QCR with other
platforms as spectroscopic ellipsometry, surface plasmon resonance, and electro-
chemical techniques will permit to obtain better sense systems. In addition, the
manufacture techniques will continue improving and reducing their costs. Therefore,
the MQCRs will replace the conventional QCR as sense element in quartz crystals
microbalances.
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1 Definition of the Topic

Quartz crystal microbalance (QCM) or quartz microbalance (QMB) as an in situ
precise method for mass control allows vast research of many processes of hetero-
phasic mass transfer.

In the current chapter, we discuss the recent research dedicated to the application
of QCM to study growth and degradation processes of nanomaterials, as well as
interactions of nanomaterials with different compounds and natural systems, includ-
ing compounds from a biological origin.

2 Overview

It is a common conception that the era of nanoscience began with the development of a
measurement device, giving the necessary resolution to identify a nano-object – the
scanning tunneling microscope or STM. The development of a high resolution both
scanning and transmission electronicmicroscopy (SEMandTEM, respectively) quickly
followed the STM development and surpassed its abilities to receive a clear image of
nano-objects. The SEM/TEM images were highly detailed and opened the possibility to
study substructures and crystal structures of the objects. The development of new
research tools led to the discovery of nano-scale phenomena, which, in turn, explained
the unique properties of well-known materials. The systematic study of the reasons
behind the appearance of nano-scale phenomena could have been achieved only with
the development of specialized tools and precise methods of analytical quantification.
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Quartz crystal microbalance (QCM) or quartz microbalance (QMB) as a mea-
surement tool could monitor changes in mass on the scale of nano to pico grams in
real time as well as registering precise changes in viscoelastic properties and
structures of materials on thin films, even in cases where such accuracy cannot be
achieved with atomic force microscopy. It is therefore a highly necessary and desired
research tool in the study of nanomaterials.

Here, we look at the application of QCM for the study of processes related to the
growth and degradation of nanostructures and ultrathin films, and the detection of
molecular analytes by sensor-nanomaterials and nanoparticle-analytes on special-
ized receptors. Moreover, a large portion of this work is dedicated to the application
of QCM in research of nanostructures transport in different ecosystems as well as
nanomaterial toxicology.

3 Introduction

The piezoelectric effect is the occurrence of an electrical potential on certain
materials due to mechanical deformation (e.g., quartz). The effect was first discov-
ered in 1880 by Paul-Jacques and Pierre Curie [1]. A year later in 1881, a reverse
effect was hypothesized by Lippman [2], which was experimentally proven by the
Curie brothers later on that year [3]. Nevertheless, the mathematical analysis,
connecting the reverse piezoelectric effect with the changes in a resonator’s mass,
appeared only 77 years later in the work of Sauerbrey [4]. The proposed method
allowed conducting measurements of changes in a resonator’s mass with very high
sensitivity, which was limited only by the nature of the quartz crystal, used for this
purpose. The later was the basis of the development of the quartz crystal microbal-
ance (QCM). Modern day piezoelectric quartz crystal resonators (QCR) can detect
changes in mass on the scale of 10�9–10�12 grams. A disadvantage of the method is
the relatively narrow range of measurement.

Due to the high precision and sensitivity, QCM was widely used for different
applications: (a) for quality control of layer depositions, to allow evaluating the
thickness of the deposited layer; (b) for piezoelectric mass sensors armed with layers
of receptors, ensuring selective binding of an analyte; (c) for research purposes of
investigating in situ processes of deposition and growth of layers.

The rapid development of nanoscience and nanotechnology in the last decade of
the twentieth century renewed the interest of the scientific community in QCM.
Foremost, it became apparent that QCM is irreplaceable as an instrument of in situ
measurements of thin layer thickness in electronics in both chemical and physical
vapor deposition (CVD and PVD, respectively) apparatus [5], even with recent
developments in process technology (14–10 nm) [6]. Moreover, it is possible to
utilize QCM not only for layer thickness control but also for the studies of nano-
material growth and aggregation from both gas and liquid phases [7].

Work in the field of nanomaterials introduced the concept of nanomaterials as
receptor layers on piezoelectric mass sensors [8, 9].
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Finally, as nanomaterials were incorporated into the industry, scientific attention
was devoted to questions regarding the influence of these materials on living
organisms and the environment, leading to new branches of nanoscience “nano-
pharmacology” and “nanotoxicology” [10]. For these reasons, QCM became a vital
instrument for investigation of interaction processes of nanoparticles with various
biomolecules, development of analytical methods for biosensing of and with nano-
materials [11, 12], as well as in biotechnology [13] and toxicology [14].

As a traditional instrument for mass-metric process control, QCM was utilized
not only as a research tool but is also utilized for educational purposes. For example,
process control of self-assembled monolayers (SAMs) using QCM was suggested in
a paper from Cea et al. [15] as an educational experimental work for students of
nanoscience and nanomaterials.

The questions of application of QCM were partially discussed in previously
published reviews, covering only a narrow spectrum of nanoscience and nanotech-
nology, for instance, nanosensors and analytics [12, 16–18] or nanomedicine and
health care [19–21]. However, no specialized review covers broad practical appli-
cations of QCM in the field of nanoscience.

The latest tightly themed review was published in 2016 and focused on the
application of QCM in the research of nanoparticle interactions, with emphasis of
aggregation and deposition on nanoparticles from colloidal solutions [22]. The
authors devoted much attention to the type of works described by the DLVO theory
(Derjaguin, Landau, Verwey, and Overbeek theory). During the course of discussing
the forces governing the aggregation process, the authors present research works in
application of QCM for investigating only aggregation and deposition processes
from colloidal solutions, but for different nano-objects (carbon-based, metal, metal
oxide and other nanoparticles).

The goal of the present work is to conduct a systematic review, for the first
time, of all possible directions of QCM application in the research of nano-objects.
This review includes original publications from the last 6 years. A detailed inquiry
using databases such as Web of Knowledge and CAS revealed advancements in
the application of QCM. Noticeable work was observed in the following direc-
tions: nanomaterial-based sensors, nanotoxicology, detection of nanoparticles
as analytes, research of ecological aspects of nanoparticle transportation and
distribution in the environment, the study of growth and formation of nano-
structures during nanomaterial synthesis, and different and unusual applications
of QCM for process control of nanostructures deformation because of external
influence. Moreover, this review includes studies dedicated to the combinations of
QCM with other methodologies for a better in situ characterization of the inves-
tigated processes.

Based on the current review of the latest research trends using QCM at their
center, the expansion perspectives of QCM and QCM combined methods application
for the study of nanostructures were discussed in the concluding section of this
chapter.
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4 Experimental and Instrumental Methodology

4.1 Working Principle

The core of any quartz microbalance is the piezoelectric quartz crystal (usually with
an ATcut) with two adjacent metal electrodes (Au, Pt, Ag), together referred to as the
quartz crystal resonator (QCR). Due to the reverse piezoelectric effect, when elec-
trical potential is applied between the two electrodes, the quartz crystal begins to
resonate. The frequency of resonance is an internal property of the crystal, as well as
all the higher resonance harmonics. The value of the resonance frequency tightly
depends on the mass of the crystal (Fig. 10.1).

Relationship between the change of the QCM frequency and the change of the
mass can be found from the Sauerbrey model [4]:

Δf ¼ 2:3∙106∙F2
0∙
Δm

s
(10:1)

where Δf – change the oscillation frequency of quartz resonator at the fundamental
harmonic, Hz; F0 – the natural vibration frequency of the QCR, in MHz; Δm – mass
change of the QCR, in gr; s – area of the oscillating part of the QCR (between
contacts), in cm2.

Substitution in (1) the specified values (i.e., F0, s and ΔF) allow to estimate the
change of the sample mass as a function of the change in frequency for the first
harmonics of quartz crystal:

Δm ¼ �Cm∙Δf (10:2)

or for harmonics number n [23]:

Δm ¼ �Cm∙
Δf

n
(10:3)

Fig. 10.1 Quartz crystal
resonator in holder (a) and
scheme of deposition area on
frontal electrode (b)
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where Cm is a constant of the resonator parameters from Eq. 10.1.
The Sauerbrey model gives an accurate description for the cases of deposition for

a gas phase or for vacuum, and only for thin rigid films.
For cases of nonrigid films, the Sauerbrey model cannot be applied. These cases

use an additional measurement of dissipation energy, which describes the scattering
rate of the resonance energy of the crystal to the surroundings. When any material is
applied on the QCR surface, the dissipation energy will correlate with the viscoelas-
tic properties of the material. High viscoelastic materials will better dissipate the
resonance energy.

The dissipation energy can be evaluated from the dissipation factor D, which can
be estimated as follows [24]:

D ¼ 1

πFτ
(10:4)

where F is the resonance frequency and τ – decay time constant.
Most cases use the Voigt-based model, described in Eqs. 10.5 and 10.6 [23, 25],

which correlates between the density and length of the quartz crystal (ρq and hq),
characteristics of the adsorbed film or coating material (hf – thickness, μf – elastic
modulus, ηf – viscosity, ρf – density), and the bulk-liquid density and viscosity (ηl
and ρl).

ΔF ¼ Im
β

2πρqhq

 !
(10:5)

ΔD ¼ �Re
β

2πFρqhq

 !
(10:6)

where

β ¼ ξ1
2πFηf�iμf

2πF
1�αe2ξ1hf
1þαe2ξ1hf

,

α ¼
ξ1
ξ2

2πFηf � iμf
2πFηl

þ 1

ξ1
ξ2

2πFηf � iμf
2πFηl

� 1
,

ξ1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� 2πFð Þ2ρf

μfþi2πηf

q
,

ξ2 ¼
ffiffiffiffiffiffiffiffiffiffiffi
i 2πFρlηl

q
:

For some cases described in this review, a nonrigid film is formed, especially for
deposition from a liquid phase; the full Voigt-based model can be used. However for
practical reasons, the signal analysis is limited to measurements of the changes in
frequency and dissipation without additional description.
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4.2 Tools for Research

4.2.1 Quartz Crystal Microbalance with Dissipation Monitoring
(QCM-D)

Quartz crystal microbalance with dissipation monitoring (QCM-D) is the most
common and used commercial version of QCM. QCM-D has a hermetic gas/liquid
chamber, which can be used for flow experiments. The chamber contains the QCR
holder, connecting the electrodes to an electrical circuit (Fig. 10.2). When a QCR sits
in the measurement chamber, it is connected to an oscillator and frequency counter.
The mass flow controller (Fig. 10.2c), which introduces the gas/liquid sample into
the chamber, is connected to the entrance of the detecting chamber (Fig. 10.2d).
QCM-D can also be equipped with a thermostat and a humidity hygrometer
(Fig. 10.2e–f). QCM can come without the dissipation monitoring system, but the
difference between them is in an additional computation block.

4.2.2 In Situ Electrochemical Quartz Crystal Microbalance (EQCM)
In situ electrochemical quartz crystal microbalance (EQCM) is similar in construc-
tion to QCM-D with additional electrochemical components in the detecting cham-
ber. The EQCM measuring chamber is integrated with a counter and a reference
electrode. The working electrode is the QCR (Fig. 10.3). The electrodes are
connected to a potentiostat.

Fig. 10.2 Schematic diagram of experimental setup for the QCM sensor measurement and low
humidity atmosphere controller. (a) Molecular sieve and desiccating agent; (b) water; (c) mass flow
controller; (d) detecting chamber and QCM; (e) thermostat; (f) low humidity hygrometer; (g)
oscillator and frequency counter; (h) PC [26]
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4.2.3 Integrated System Scanning Probe Microscope: Quartz
Microbalance

Figure 10.4 shows the design of the gas-liquid cell for an integrated system scanning
probe microscope – quartz microbalance: in situ testing of surface potential, topog-
raphy, and mass of the adsorbed gases [28, 29]. The cell consists of a carriage (1),
base (2), bottom cell part (3) with a build-in gold-coated spring contacts (4). Quartz-
crystal resonator (QCR) (5) is placed on spring contacts. Fixation of the QCR is
carried out by a top cell part (6) with a nozzle (7) and by a screw-nut (8). The gas is
supplied through input/output connectors (9). Tightness of the cell is provided by an
O-ring (10) between the upper and lower part, and a rubber membrane (11) between

Reference
Electrode

Potentiostat

Frequency
Counter

Work
Electrode

Counter
Electrode

Crystal
Holder

Fig. 10.3 In situ electrochemical quartz crystal microbalance (EQCM) [27]

Fig. 10.4 Gas-liquid cell with integrated quartz microbalance [28]

358 V. S. Popov and A. Sopilniak



the probe holder and the upper part. An AFM probe (12) is fixed in the probe holder,
which allows you to apply electric AC/DC voltage to the probe.

5 Key Research Findings from the Review

5.1 Application of QCM in Studying Nanomaterials for Sensors

Nanomaterials have large surface areas, hence a large number of active centers,
which in turn, allow their very broad application as catalysts and highly selective
materials for sensors in the gas and liquid phases. Recent works showed promising
developments in utilizing nanomaterials as receptors or as matrix for receptor
materials for mass sensitive sensors. Recently, carbon nanostructures, such as
multiwall carbon nanotubes (MWCNT), MWCNT-COOH (carboxyl functional
group), and graphene oxide (GO), were used as receptor materials for sensing
water vapor via sorption onto their surface [26]. QCM was used as means to assess
the sorption rate and efficiency through measurements of changes in mass. The
studied water vapor concentrations were as low as 345 ppm. The authors demon-
strated a correlation between the number of functional groups on the surface of
MWCNT-COOH and GO (determined using IR spectra) and the sensitivity for low
water vapor concentrations. The highest sensitivity to water vapor concentrations
was shown for GO based on observations of a larger sorption rate and association
constants of water vapor than the corresponding constants for MWCNT-COOH. The
authors attribute the difference in sensitivities to the number of -COOH groups on
the surface of these materials.

In a paper by Barsan et al. [30], a graphene-based receptor is used as an enzyme
biosensor. The activity of the system was demonstrated using QCM as a sensing
device for accumulated enzyme (layer deposition). The authors show a rise in
deposition of layer containing glucose oxidase enzymes onto the surface of the
gold QCM electrode in the presence of nitrogen-doped graphene, used as a template
for immobilization of enzymes. The use of nitrogen-doped graphene was shown to
increase the sensitivity of the biosensor. Further research is suggested for different
nanostructures such as carbon nanotubes/nanorods and fullerenes.

The application of nanostructures as a matrix for receptor materials was success-
fully shown for a previously developed aptasensor by Du et al. [31]. The binding of
microcystin-LR (MC-LR) with the electrochemiluminescence aptasensor, based on
three-dimensional boron and nitrogen codoped graphene hydrogels (BN-GHs), was
registered using QCM (Fig. 10.5). BN-GHs were applied on a QCR and change in
mass was registered due to the binding of the model selective target.

In an interesting research effort, the combination of several in situ techniques,
which allow the study of material sensor properties, was proposed by Popov et al.
[28]. This idea was demonstrated using a device, integrating both QCM and a
scanning probe microscope (SPM), for in situ detection of gas sorption properties
on surfaces of nanostructures (Fig. 10.4). Different materials were applied on gold
electrode quartz resonators (QCR): SnO2, palladium-doped tin dioxide (SnO2-Pd),
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and hafnium dioxide coated with bromocresol purple (HfO2– BCP). The analyte
gases (NH3, H2, and CH4 mixtures with air) were introduced into the measurement
chamber, containing one of the nanostructures. Due to gas sorption, frequency shifts
were registered with QCM and changes in surface potential were mapped with SPM
using a Kelvin probe over an area of 100 � 100 nm. The results are summarized in
Table 10.1. These results suggest that sensor properties can be assessed using a
single nanocrystal with a surface area of 10�8 mm2.

5.2 Application of QCM for Nanotoxicology and Detection
of Nanomaterials as Analytes

The large investment in nanotechnology in the last two decades triggered rapid
development of the field of nanoscience and the use of nanomaterials as common
analytes. Due to the small scale and high permeability of nanostructures, research
effort was devoted to the newly raised question of toxicity of nanomaterials for

Fig. 10.5 Frequency
responses of the aptamer-
based QCM biosensor without
and with being incubated with
5 pM MC-LR [31]

Table 10.1 Response of QCM and the Kelvin probe at the action of analytes [28]

Sample

Change of the vibration frequency of
resonator, Hz (change in the mass,
calculated by the Sauerbrey model, ng)

Change of the average surface potential of
samples, mV

10% (vol)
NH3 in air

0.1% (vol)
H2 in air

0.1% (vol)
CH4 in air

10% (vol)
NH3 in air

0.1% (vol)
H2 in air

0.1% (vol)
CH4 in air

SnO2 758(2198.2) 420(1218.0) 38(110.2) 189.0 54.7 68.9

SnO2-Pd 115(333.5) <1 (�) 70(203.0) 25.8 22.5 30.0

BCP-HfO2 15(43.5) 1(2.9) 1(2.9) 6.6 15.7 14.1

QCR 12(8.7) <1(�) <1(�) 46.3 13.5 6.4
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living organisms. The forecast of size of the global market for nanotoxicology by the
year 2019 is expected to reach 64.2 billion dollars [32]. In the last few years, many
methods were developed not only for characterizing the toxicity of nanostructures but
also for detection of nanostructures as toxic agents, including methods based on QCM.

5.2.1 Application of QCM in Sensor Systems for Detection
of Nanomaterials as Analytes

Among the vast number of investigated nanostructures, nano-ZnOs are especially
interesting, due to their semiconductive and piezoelectric properties. Jang et al. [33]
depicts a method for detection of zinc oxide nanowires (ZnO NWs) based on the
covalent interaction between the nanowires, modified with a single-stranded DNA
(i.e., linker DNA) using a phosphoric acid group, and the QCM electrode surface,
modified with single-stranded DNA containing thiol groups. The authors report a
sensitivity level that is 105 times higher than the toxic ZnO NW concentration level
in deionized water (limit of detection of 10�4 μg/ml).

It should be noted that this method of detection has rather long response times
(90% of sensor saturation). For concentrations between 100 pg/mL and 10 ng/mL,
as well as for 10 μg/mL, the reported response time was between 10 and 25 min,
while for the mid-range concentrations of 100 ng/mL–1 μg/mL, the response time
reached 45–50 min.

Other commonly used inorganic materials were also detected using the suggested
method (AgNW, SiO2NW, and single-walled carbon nanotubes (SWCNTs)), and
their relative sensitivity compared to ZnO NW detection is depicted in Fig. 10.6a.
The low sensitivity to inorganic materials was explained by the absence of interac-
tions with the DNA or by interaction resulting in a low mass difference.

Fig. 10.6 (a) Relative frequency shifts for Ag NW, SiO2 NW, and SWCNT in comparison with
ZnO NW; (b) relative frequency shifts for SWCNTs and SiO2 NWs in comparison with Ag NWs.
Plot based on data [33, 34], respectively
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However, a following paper by the same authors reports contradicting results,
suggesting high sensitivity for Ag NW in an analogous method, which makes use of
the same modifications for NW as well as for the QCM electrodes (Fig. 10.6b) [34].
In 2015, another paper by Jang et al. was released, in which the same methodology
was successfully applied for detection of SWCNTs [35].

Unfortunately, the authors did not conduct comparison analysis between their
works. Therefore, the selectivity of the suggested method remains to be determined
in further research efforts.

5.2.2 Using QCM for Nanotoxicology Research
Developments in the field of nanomedicine increase the human exposure to nano-
materials in the forms of diagnostic and therapeutic agents [36]. Recent QCM-based
studies explore the effects of nanostructures on the human body.

The effects of CdTe quantum dots (QD) on the functionality of human blood
platelets were demonstrated by Samuel et al. [37] using a QCM-D device. In the
course of the study, the QCR was coated with fibrinogen (plasma protein). The
changes in frequencies and dissipation response due to platelet deposition were
monitored as the QCR was placed in contact with platelet rich plasma (PRP) and
platelet poor plasma (PPP) in the presence and absence of CdTe QDs. Measurements
were carried out in the third harmonic. The authors did not observe any influence of
the CdTe QDs on the deposition of platelets for PPP; however, for PRP, CdTe QDs
increased the deposition by 25% due to platelet aggregation. The QCM was reported
to be more sensitive to the influence of QDs on the aggregation of platelets than for
the commonly used method in such cases, light transmission aggregometry (LTA).

A positive effect to toxicity of nanomaterials was found in a study dedicated to the
aggregation of amyloid beta (Aβ) peptides, which cause the amyloid plaques in the
brain associated with Alzheimer’s disease. The aggregation inhibition with graphene
was investigated by Jie Wang et al. [38]. The effects of GO sizes on Aβ (33–42)
peptide aggregation were monitored. The shifts in frequencies of a quartz resonator
were registered due to precipitation on the surface of its gold electrodes. Various
solutions were used with combinations of different GO sizes and Aβ (33–42) peptide
(amino acid sequence: NH2-GLMVGGVVIA-COOH). This experiment illustrates
the enhancement of inhibition of Aβ (33–42) peptide aggregation with increasing GO
size. These results can become a basis of a new specific inhibition technique for Aβ
(33–42) peptide aggregation. Nevertheless, this approach requires additional research
on the other effects of GO on a living organism, for instance, toxicity to other proteins.

Toxic effects of deposition of multiwalled carbon nanotubes (MWCNTs) on
biological membranes were checked as a function of electrolyte concentration,
cation charge, and solution pH [39]. Supported lipid bilayers (SLBs) composed of
zwitterionic 1,2-dioleoyl-sn-glyero-3-phosphocholine (DOPC) and vesicles were
used as model biological membranes. QCRs were coated with SLBs and vesicles
by the method described in Richter et al. [40]. The system was put in different
solutions containing the model membranes. The authors show favorable deposition
of MWCNTs on biological membranes in acidic conditions (pH 2–3) as well as in the
presence of Ca2+ ions (Fig. 10.7).
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The reversibility of depositionwas also observedwhen rinsing themembraneswith
low ionic strength solutions at slightly basic conditions (pH 7.3). In addition, a study
of the interactions between graphene oxide (GO) sheets of different sizes and small
and large liposomes prepared from 1-palmitoyl-2-oleyl-sn-glycero-3-phosphocholine
(POPC) and 1-palmitoyl-2-oleyl-sn-glycero-3-ethyl- phosphocholine (POEPC) [41].
On the surface of a QCR, a layered structure was constructed in the following order:
liposomes, GO, small and large unilamellar vesicles (SUVs and LUVs), and
GO. QCM-D was used to monitor both frequency shifts (ΔF) due to material adsorp-
tion and shifts in dissipation (energy,ΔD). TheΔD-response serves as an indication of
viscoelastic coating properties on the QCR. As a result, the lateral dimensions of
liposomes and GO were obtained. ΔF and ΔD together allowed the construction of a
schematic representation of the process (Fig. 10.8).

Implant integration in the body (soft tissue and osseointegration) can possibly be
improved by coating the implant surface with different nanoparticles. In a recent
study, the adhesion properties of human gingival fibroblasts were tested on the surface
of hydroxyapatite and titanium nanostructures using QCM-D, as materials of interest
for dental implant applications [42]. Titanium and hydroxyapatite nanostructures
(nanoHA) coated titanium crystals were applied on a surface of a quartz resonator.
The authors used a cell suspension, which was introduced into the QCM-D measure-
ment chamber with a constant flow rate. Simultaneously, the adhesion and cell
coverage kinetics of the cells were observed in situ while registering shifts in
frequencies and dissipation of the resonator. Interestingly, no difference was found
in cell spreading rate on titanium and nanoHA, and further studies are advised in order
to conclude whether nanoHA and titanium improve soft tissue integration or not.

Fig. 10.7 Frequency (blue) and dissipation (red) shifts during the formation of a supported
vesicular layer (SVL) and the deposition of MWCNTs on the SVL at 1 mM CaCl2 and pH 7.3.
The inset illustrates the deposition of MWCNTs on a SVL (not drawn to scale) [39]
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Amechanistic understanding of nanoparticle-induced bacterial toxicity has impli-
cations for understanding ecosystem health in general. Shewanella oneidensis
(metal-reducing bacteria) were chosen as a model system for understanding nano-
toxicity (due to their importance for geochemical nutrient cycling) in a study of the
influence of TiO2 nanoparticles on biofilm formation and riboflavin secretion using
QCM [43]. In an incubator of 30 �C, a QCR was immersed into a Lysogeny broth
(LB), followed by a suspension of bacteria and clean LB. TiO2 nanoparticles were
introduced with the LB or bacteria. The authors used nanoparticles of three kinds:
self-synthetized and commercial P25 and T-Eco nanoparticles. The different nano-
particles were used to differentiate between the effects of mass changes due to
deposition and biofilm growth. The authors show a decrease in biofilm formation
rate in the presence of TiO2 nanoparticles. Interestingly, riboflavin secretion was
increased significantly as a function of present nanoparticles (Fig. 10.9). Both
phenomena were attributed to cellular stress response.

5.3 QCM for Study of Environmental Aspects of Nanomaterials

Incorporation of structural and functional nanomaterials in industrial production is a
competitive advancement with a substantial profit for any company. This fact let to
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Fig. 10.8 Schematic representation of the GO/lipid membrane (SLB and liposome) interactions,
deduced from the data presented in Fig 2.2. The following series of events is illustrated (from the
top): (I) addition of liposomes, (II) spontaneous formation of a supported lipid membrane, (III)
addition of GO 1 (90 nm) and GO 2 (500–5000 nm, GO sheet sizes in the lower end of this range are
dominating), (IV) addition of SUVs and LUVs to adsorbed GO 1 and GO 2, and (V) addition of GO
1 and GO 2 to the adsorbed liposomes. Not drawn to scale [41]
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worldwide distribution of products containing nanostructures. Nevertheless, in many
cases the producing company does not take under consideration the ecological
aspects regarding the effects of nanomaterial on the environment. Therefore, in the
last two decades, research in environmental science has become vaster. Not only for
the study of toxicity of nanomaterials of living organisms but also for the study of
distribution, transport, adsorption, and accumulation as well as biodegradation in the
environment. Among the most commonly used nanomaterials in industry, two main
groups stand out due to their chemical nature: metal nanoparticles and their binary
compounds, including quantum dots, and another large group is the different nano-
forms of carbon, such as fullerene, carbon nanotubes, graphene and its derivatives.

5.3.1 Nanoparticles of Metals and Metal Compounds
In a recent paper by Afrooz et al. [44], the influence of the shape of nanoparticles on
the nature of aggregation and deposition was studied using QCM with an emphasis
on aquatic ecosystems. The authors used gold nanospheres (AuNSs) and nanorods
(AuNRs) coated with polyacrylic acid (PAA) as model nanostructures. The deposi-
tion rate of the nanoparticles onto a silica-coated quartz crystal was measured
using in NaCl solution of concentrations between 10 and 1000 mM (Fig. 10.10).
The authors show an increase in deposition rate with increased electrolyte concen-
tration. The observed differences in deposition rates are attributed in the article to
unique packing of the nanoparticles as well as to various chemical interfacial
properties. In a similar study, Quevedo et al. [45] utilized QCM to study the
deposition of commercial quantum dots (QDs) on the surface of Al2O3, which is
present on aquifer or filter grain, and in the presence of dissolved organic molecules
(DOM). CdTe/CdS QDs were stabilized with polyacrylic-acid (PAA) and CdSe/ZnS
QDs were coated with poly-ethylene-glycol (PEG) in the form of water suspensions.
Carboxyl-functionalized (cPL) and sulfate-functionalized (sPL) polystyrene latex
nanospheres were used as control samples.

The model DOMs used were Suwannee River humic acid (SRHA) and JBR215
(10% mixture of the two rhamnolipids RLL (C26H48O9) and RRLL (C32H58O13)) as
coating material as well as for QD suspension preparation. The alumina-coated QCR
was put first in electrolyte-rich solutions (KCl) and afterward in the QD suspensions.
Measurements with QCM showed the deposition rate decreases with the increase in

Fig. 10.9 QCM analysis of bacteria exposed to 25 μg/mL as-syn, P25, or T-Eco nanoparticles
during bacterial attachment, indicated by the window of time between the arrows. Red = TiO2
exposure and black = control (no nanoparticles) introduced in LB broth [43]
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occupied surface area. The maximum deposition rate was observed in the first
minute. The authors note that the deposition rate is affected by modifications of
the surface of the QDs and the composition of their solution (Fig. 10.11). The
surface-modified QDs had a lower deposition rate on the Al2O3 than the model
polymer nanoparticles. Coating Al2O3 with DOM adds an additional electrostatic
barrier (due to charge reversal), which decreases the retention of all QDs. Hence, the
deposition of charged QDs is not favorable on adsorbing materials containing DOM
in natural systems and filters.

5.3.2 Carbon Nanoforms
The fate and distribution of fullerene C60 in natural systems peaks research interest
due to their potential risk to the natural ecosystem and human health. In a study by
Tong et al. [46], the influence of biofilms on the transport of fullerene (C60)
nanoparticles was studied both using QCM and in soil-like porous media. The
biofilms were encapsulated in extracellular polymeric substances (EPS), which
was extracted from E. coli. QCR with precoated silica surfaces or with EPS was
put in solutions of C60 and NaCl, CaCl2 with different environmentally relevant
concentrations. Measurements were carried out in a flow system. The authors report
that an increased deposition of C60 is observed probably due to the increase in the
roughness of SiO2 in the presence of a biofilm (Fig. 10.12). Hence, biofilms can
assist in the inhibition distribution and transport of C60-like materials in the natural
ecosystems.

In a parallel study, the thermal dependence of fullerene C60 on the surface of SiO2

was investigated in the presence and absence of Harpeth humic acids and Harpeth
fulvic acids (HHA and HFA), representing the dominant organic components in soils
and sediments (soil organic matter (SOM) and attached phase soil organic matter
(AP-SOM)) [46].

Fig. 10.10 Deposition rates
of AuNPs onto a silica-coated
quartz crystal in the presence
of NaCl. Deposition rates are
expressed as the rates of
normalized frequency shift at
the third overtone. Each data
point represents the mean of
triplicate measurements
conducted at the same
experimental conditions, and
the error bars represent
standard deviations.
Measurements were carried
out at 20 �C [44]
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The working electrode of a QCM quartz resonator was used as a model surface.
The electrodes were coated with a layer of SiO2. The study shows a rise in
interactions of C60 with immobilized HHA and HFA at higher temperatures, while
the interactions with the clean surface of SiO2 were mostly independent of changes
in temperature (Fig. 10.13). The authors attribute this behavior to water-assisted
disruption of polar SOM contacts and hydration-induced swelling of AP-SOM
matrix. Structures such as C60 are predicted to accumulate in soil and sediments
during warm seasons. Further research in this field will be able to predict more
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Fig. 10.11 Deposition rates of the QDs over a range of ionic strength (pH 5) onto DOM precoated
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accurately the possible anthropological effects on similar ecosystems and to develop
the means to counter negative interactions of this sort. A following work by the same
authors demonstrated the use of QCM for the study of deposition kinetics of
colloidal fullerene C60 particles (nC60) as a result of interaction with HHA in the
presence of various electrolyte concentrations [48]. A SiO2-coated QCR was put into
electrolyte solutions with different concentrations and HHA. After reaching equilib-
rium, the nC60 solution was introduced into the setup. The slope of the linear section
in Fig. 10.14f corresponds to the deposition rate (Hz/min) of nC60 onto the surface
of the resonator (Fig. 10.15), under experimental conditions, which correlates to
transport rate of nC60 in natural systems. The authors observed no dependence of
deposition rate for PLL-coated silica with increasing ionic strength. Rise in deposi-
tion rate was reported at higher ionic strengths for HHA-coated silica and bare silica.
Charge reverse was probably observed for NaCl solutions higher than 50 mM in all
cases. It should be noted that the HHA system had higher deposition rates than PLL
and bare silica at all NaCl solutions.

The silica-based system was used to model the release conditions of multiwalled
carbon nanotubes (MWCNT) from the surface of soil-like systems using QCM-D [49].
Deposition of MWCNTs on a SiO2-coated resonator was carried out in the presence of
1.5 mM CaCl2 or 600 nm NaCl, both at pH 7.1. The coated resonator with MWCNT
was placed in solutions with different concentrations of NaCl and CaCl2 and pH
conditions, corresponding to actual concentrations found in aquatic systems. During
the experiments, the change in frequency (ΔF) and dissipation response (ΔD) of
the crystal sensors were monitored at different harmonics (n = 1, 3, 5, 7, 9, 11, 13).
The authors used the Voight-based model, since the values of ΔF and ΔD were
significantly different from one another at changing harmonics, and the ΔD/ΔF ratio
at all harmonics was high (ca. 0.6� 10�6/Hz). The results show that MWCNTwill be
released from the surface at decreasing concentrations of NaCl and CaCl2 solutions and
at increasing pH (pH= 10). These results are believed to assist in further research of the
bioavailability of MWCNTs in the environment as well as for construction of possible
water treatment systems.

Fig. 10.13 C60 attachment
efficiencies onto bare,
HHA-coated, and HFA-coated
silica sensors as a function of
temperature. Error bars
represent the standard
deviation [47]
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Parallel experiments were carried out for graphene oxide (GO) on the surface of
SiO2 using QCM-D [50]. Changing concentrations of GO were used in the
presence of different solutions of NaCl, CaCl2, and MgCl2. A SiO2-coated QCR
was placed in the studied solutions. Measurements were carried out after a lag time
of 40 min in order to achieve equilibrium. The deposition attachment efficiency

Fig. 10.14 Representative nC60 deposition experiment. The initial baseline was collected in HEPES
solution (a) before PLL was attached to the silica surface and rinsed in HEPES solution (b). The PLL
layer was then rinsed in 1 mM NaCl (c) before HHAwas attached to the PLL surface and rinsed in
1 mM NaCl (d). Finally, the HHA layer was rinsed in the electrolyte concentration at which the
deposition experiment would take place (100 mM NaCl in this case) (e). Once a stable baseline was
observed the nC60 was mixed with a premeasured volume of electrolyte to form the desired concen-
tration (100 mM NaCl in this case) and immediately introduced onto the sensor surface (f) [48]

Fig. 10.15 nC60 deposition
rates as a function of NaCl
concentrations onto three
different surfaces [48]
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(αD) was measured in favorable conditions, achieved by coating the SiO2 surface
with cationic poly-L-lysine hydrobromide. The obtained results for GO deposition
in the presence of NaCl and MgCl2 are very similar. These observations fitted the
Derjaguin�Landau�Verwey�Overbeek (DLVO) theory, correlating the decreas-
ing deposition rate of GO in high ionic strength conditions. The critical deposition
concentration (CDC) for GO exceeds the CDC of carbon nanotubes and fullerenes,
showed in prior studies [51, 52]. In the presence of Ca2+ ions, GO deposition was
negligible, due to the reversible role of Ca2+ in the formation of bridges with
GO. The release of GO was significantly influenced by the presence of different
ions in the solution with an overall trend of NaCl > MgCl2 > CaCl2. In a further
research effort, the authors studied the interactions of GO and Al2O3 surface in
the presence natural organic matter (NOM) [53]. The chosen NOMs were
Suwannee River humic and fulvic acids (SRHA and SRFA) and alginate. The
experimental method is described above for SiO2 [50]. The attachment trend of
GO to the studied surfaces in a decreasing order was reported as follows: SRFA,
SRHA, and aluminum oxide surfaces. The increasing interaction of GO with NOM
was attributed to hydroxyl, epoxy, and carboxyl functional groups of GO. In
solutions of monovalent and bivalent ions, Na+ and Ca2+, with concentrations of
10 mM and 1 mM (typical concentrations in aquatic environments), respectively,
the rates of deposition of GO on NOM were significantly higher than on Al2O3.
The authors note that the deposition of GO on NOM and on alumina are highly
reversible and, therefore, do not immobilize the distribution of GO in natural
aquatic environment.

Following the research of the fate and transport of GO in natural aquatic envi-
ronmental systems, where the stability of GO against aggregation and deposition
was demonstrated, the same authors investigated the possibility of GO transforma-
tions and alteration of its properties due to the effect of sunlight [54], since sunlight
photolysis is one of the primary routes by which carbonaceous nanomaterials react in
natural waters [55, 56]. Moreover, natural organic matter (NOM) can facilitate
radical formation under sunlight which can further react with graphene
nanomaterials.

Suwannee River humic acid (SRHA) was used as a model NOM. The study
was carried out with QCM-D on quartz resonators coated with either clean SiO2 or
with additionally applied SRHA. GO was irradiated with sunlight, prior to any
measurements, at different durations (1–187 h) in an/aerobic conditions. The results
suggest that on the one hand, photo-induced transformations of GO had slower
deposition rate in the presence of NOM and on the other hand, these interactions
with NOM were irreversible and no solvation of photo-induced transformations
of GO back into water was observed (Fig. 10.16a). It should be noted that
photo-induced transformations of GO are faster in anaerobic conditions and there-
fore have lower mobility in aquatic environments (Fig. 10.16b). The results of this
study can be very useful in designing water treatment systems based on irradiation
with sunlight or UV.
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5.4 Using QCM for Studying of Nanoparticles Deposition
and Growth Process

QCM as an in situ tool continues to be one of the most useful and common methods
for mass-metric control. QCM is easy to use and can be utilized to study many
different processes. The high sensitivity to changes in mass makes this method
irreplaceable for investigation of deposition of nanomaterial, their hetero-phasic
growth, catalysis on nanoparticles, and finally for processes of modification of
nanostructures. The classical application of QCM as a mass-metric device for the
study of propagation of different processes continues in recent research.

5.4.1 Application of QCM for Studying Nanostructure Deposition
and Interactions with Other Materials

It is well known that the many nanoparticle properties, such as catalytic [57],
structural [58], electromagnetic [59, 60], and more, are size dependent. Moreover,
the size was shown to effect surface charge properties and due to high surface area
and curvature effect of nanoparticles [61–63].

In a recent study, the surface chemistry interactions with a flat SiO2 surface
(curvature ~0) were investigated for three different-sized SiO2 nanoparticles using
QCM-D [64]. Various suspensions of NaCl were used to induce different ionic
strengths. The authors monitored the mass changes due to nanoparticle adsorption
onto the surface of the quartz resonator, which was coated with a 50 nm layer of SiO2.
The results show that the adsorption of nanoparticles is reduced with the decrease in
ionic strength. Almost no adsorption was detected for a solution of 1 mM.
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Fig. 10.16 (a) Deposition of phototransformed GO on SRHA-coated surface using QCM-D in
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Noncovalent interactions between peptides and gold nanoparticles were investi-
gated using a QCM device, as part of a bionanocombinatorics study, aiming to
control the arrangement of the nanocomponents using biomolecules [65].

A standard QCR with a gold electrode was immersed in water solutions of
peptides. The authors suggest that equilibrium in the system gold-peptide is achieved
after 600 s. The absence of change in dissipation, during these experiments, indicates
the presence of a monolayer of peptides on gold, rather than a multilayer
(Fig. 10.17). The authors therefore suggest that in such a system, the only favorable
interactions are peptide-gold. The change in frequency can be used to characterize
the binding interaction between the peptides and the gold nanoparticles and calculate
the Gibbs free energy for this interaction.

Unfortunately, the authors do not show the characteristics of the gold electrode,
hence it is unclear whether the electrode is composed of nanocrystal gold. The
absence of specifications of the gold (particle size, shape, functional groups, etc.)
impedes the transfer of the suggested model to other metal particle-peptide systems,
even for other gold nanoparticles with other characteristics.

In a recent research effort, QCM was used to monitor mass changes and kinetics
of electroless copper deposition (ECD), catalyzed with silver (Ag) nanocubes
enclosed by (1 0 0) planes and nanoparticles [66]. The catalyst was applied on the
surface of the gold electrode of a QCR. The received electrodes were used for
electrochemical deposition of copper. The changes in frequency with time showed
that the deposition of copper begins after an incubation period of up to 65 s in the
presence of silver (Fig. 10.18). Ag nanoparticles induce a faster deposition than the
compared Ag nanocubes.

Silver nanoparticles were used as well to study the silver leaching kinetics from a
polysulfone membrane embedded with silver nanoparticles using QCM-D [67]. The
nanocomposite solution was applied onto a gold QCR electrode using spin-coating
and dried in a desiccator. The authors show the decrease in silver leaching rate with
time (Fig. 10.19).

In an attempt to increase the redox activity of carbon electrodes, electrochemical
quartz microbalance (EQCM) was used to study the modification process of
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multiwalled carbon nanotubes (MWCNT) with quinoline quinones (QLO) for glassy
carbon electrodes [68]. The authors suggest a method to obtain highly redox active
and stable QLO functionalized MWCNT modified glassy carbon electrode
(GCE/MWCNT@QLO) by oxidizing 8-hydroxyquinoline (QL) on GCE/MWCNT.
The amount of immobilized QLO on the surface of the MWCNTwas determined in
situ using EQCM. Changes in mass (Δm) were detected during the process of
electrical oxidation in a QL solution when MWCNT modified EQCM-Au electrode
(EQCM-Au/MWCNT) was used. The registered amount of passed charge (Q) and
Δm allowed the calculation of the molar mass of different intermediate species
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Fig. 10.19 QCM-D
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involved in the electrochemical reactions from the slopes in Fig. 10.20. This method
can be useful to study reaction mechanism.

QCM-D was applied for the study of formation of magnetic nanoparticle-vesicle
aggregates (MNPVs) as part of the research of transport of proteins and enzymes
through phospholipid bilayers via induced magnetic fields [69].

QCM-D confirms the formation of MNPVs when mixing avidin-coated
biotinylated APTES ((3-aminopropyl)triethoxysilane)–MNPs and dipalmitoyl phos-
phatidylcholine vesicles. The authors show that a magnetic impulse can cause the
release of proteins and enzymes from within the MNPV into the suspension.

5.4.2 Using QCM for Studying Shape Transformations
of Nanostructured Systems

A recent study by Kasputis et al. [70] investigates the formation of new functional
nanomaterial through combining organic polymer brushes with gold or silicon
slanted columnar thin films (SCTFs) to give unique material properties with poten-
tial for applications in chemical and biological sensing, biomaterials, tissue engi-
neering, and nanoelectronics. In situ combinatorial generalized ellipsometry and
quartz crystal microbalance with dissipation (GE/QCM-D) were used to demonstrate
feasibility of the suggested nanomaterials. The nanomaterial received on the surface
of the QCR was shown to swell and deswell under various pH values (Fig. 10.21).
These allow to control the geometry of the nanomaterial.

Similar shape transformations as well as changes in viscoelastic properties were
induced for Cowpea chlorotic mottle virus (CCMV), used as an active nanomaterial
[71]. For this purpose, deposition of CCMVs was carried out on the surface of a gold
electrode of a QCR. The change of CCMVs from closed to swollen forms was
induced by changing the solution buffer composition. The change in dissipation was
the most sensitive parameter to indicate closed and swollen forms due to changes in
the viscoelastic properties (Fig. 10.22).

Fig. 10.20 Plot of Δm vs. Q
of EQCM-Au/
MWCNT@QLO [68]
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Fig. 10.21 Modeled QCM-D frequency and dissipation data demonstrate the functional swelling
characteristics of polymer brushes within SCTFs by changing the pH of the liquid
ambient�buffered acetate solution. Changes in pH are indicated by the different shaded background
regions on the plots, and changes in pH caused changes in the overall mass (black line) and viscosity
(red line) of the thin film, indicative of polymer brush swelling at pH = 7.3 (white background
regions) and deswelling at pH = 3.7 (gray-shaded background region) [70]
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5.4.3 Using QCM for Microscale Thermogravimetric Analysis (m-TGA)
Mansfield et al. [72] developed the methodology of microscale thermogravimetric
analysis (μ-TGA) based on the use of elevated-temperature quartz crystal microbal-
ance. Practically, the authors demonstrate the use of μ-TGA for measurements of
nanoparticle purity and presence of any surface coatings of nanomaterials. Samples
of nanomaterials in dispersions were applied onto the QCR by drop-cast or by
spray-coating. The QCR was then heated for 10 min at 75 �С to remove the water
solvent. Layer-by-layer gold nanoparticles (AuNP) were used with a varying num-
ber of layers coated by Poly(L-lysine) (PLL) and DNA as well as SiO2 nano-
particles, coated with polyethylene gycol (SiO2-PEG) and single-wall carbon
nanotubes (SWCNTs). A layer of glass was applied on the QCR prior to carried
out experiments with AuNP. μ-TGA was done ex situ: QCR was heated at 10 �C/
min to some goal temperature. The QCR was then cooled down and the change in
mass registered using QCM. The QCR would then be heated to the next goal
temperature up to the desired temperature. A few such cycles were carried out to
construct thermogravimetric analysis. Similarly, a QCR with no coatings was heated
to the same goal temperatures in order to account for the compensation of the
influence of the heating cycles on the quartz crystal. Such compensation is neces-
sary for temperatures above 425�С, where the values of thermal stresses for quartz
are not negligible [73].

In addition, mass was recalculated after heating above 100 �С to compensate for
the mass of desorbed water. The authors show that their method is sensitive enough
to detect mass changes for materials with a difference in one layer for layer-by-layer
coated AuNP (Fig. 10.23).

This is by definition an ex situ method; however, the authors are positive that
μ-TGA can potentially be used to study nanomaterials in general. This system can
involve into an in situ method in condition that the temperature of a QCR could be

Fig. 10.23 μ-TGA mass %
versus temperature
thermograms of four layer-by-
layer coated Au nanoparticle
samples. 30 nm AuNPs + PLL
(black), 30 nm AuNPs +
PLL + DNA (red), 30 nm
AuNPs + PLL + DNA + PLL
(blue), and 30 nm AuNPs +
PLL + DNA + PLL + DNA
(green) [72]
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changes during the experiment, without the need to interrupt the process. Such a
system should also be equipped with a system of signal analysis to compensate for
the thermal changes in quartz.

6 Conclusions and Future Perspective

Applying layers of receptor materials on a surface of a QCR is a well-known method
that serves as a sensor for detecting various compounds in the gas and liquid phases.
In the last decade, these techniques were implemented for nanomaterials, which are
used as analytes as well as matrices for applying receptor materials.

Nanomaterials can rarely be used as unique receptor materials for any analyte;
hence, nanomaterials can be utilized to assess sensor properties. Important develop-
ments in this field are the use of combined methods of research to study complex
properties of sensor materials, for instance, QCM and SPM. In this case, QCM can
serve as a reliable method of data quantification for integrative properties of a sensor
material, which is a complementary data for other specific properties studied by
another method.

Researchers who apply layers of receptor materials on QCM to detect nano-
structures as analytes experience difficulties similar to the ones described above. The
received contradicting results in such cases cannot be used for practical applications.
Possible future development in this field can improve the correlations for
nanoparticle-receptor interactions and in integration with other methods.

In recent research of nanotoxicology, QCM proved to be more sensitive than
other more standard methods. For instance, QCM was reported to be more sensitive
to the influence of QDs on the aggregation of human blood platelets than for the
commonly used method in such cases, light transmission aggregometry (LTA). The
use of QCM to study the influence of nanoparticles on the general and specific
bacterial function helped accurately evaluate bacterial secretion functions as well as
the decrease in the ability to form biofilms in the presence of TiO2 nanoparticles.
During the study of GO interactions with liposomes, the combined analysis of the
change in frequency and dissipation allowed building a possible schematic repre-
sentation of GO-lipid formation process. This in turn can prove useful for study of
environmental aspects of nanomaterials.

Moreover, QCM is a useful tool for the study of nanoparticle interactions with
model soil-like materials (alumina, silica) and model DOMs (Suwannee River
humic, fulvic acids, Harpeth humic acids, Harpeth fulvic acids), which are essential
when assessing processes of distribution, transport, and accumulation of nano-
materials in natural environments. The works presented in this chapter are dedicated
primarily to the study of environmental aspects of metal-based nanoparticles: gold
nanospheres, gold nanorods, CdTe/CdS and CdSe/ZnS quantum dots, as well as
сarbon nanoforms: fullerene, carbon nanotubes, and GO. The shift in frequency of
QCM can be used to evaluate the deposition rate of nanoparticles in different
solution compositions. Based on similar measurements, favorable deposition condi-
tions of nanoparticles can be determined. Such information can prove useful for
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predicting the effects of nanostructures on the surrounding environment and for
possible water treatment systems.

Many recent works utilized QCM as an in situ tool for mass-metric control of
various processes involving nanostructures.

QCMwas used to gather essential experimental data to develop general models of
noncovalent interactions of nanoparticles with different materials and complexes.
Since these papers stand-alone in their line of research and tend to be more
exploratory, the presented results in these studies are of a theoretical nature.

The use of the combination of QCMwith an electrochemical chamber to study the
modification processes of nanotubes allowed determining the composition of inter-
mediate reaction products and to suggest a possible mechanism for the process. This
method was validated with techniques such as XPS, FTIR, and GC-MS.

A developed thermogravimetric analysis based on in situ heating of a QCR is of
great interest. Unfortunately, this technique was developed for ex situ measurements.
If further engineering can solve a line of constructive problems, we could have real-
time thermogravimetric resolution.

In the meantime and in the near future, QCM will be utilized for the studies of
dependence of material properties as a function of the nanostructure shape in various
processes. Moreover, the application of EQCM for the study of electrochemical
processes involving nanomaterials can develop in utilizing two QCRs with different
electrode materials for simultaneous monitoring of changes in mass on both the
electrodes of the electrochemical chamber.

Examples of research progress in the direction of integration of a few analytical
methods together can be QCM and IR, as well as the combination of EQCMs. These
kinds of study can be proven very useful to investigate nanomaterial sensors and for
detection processes of gas analytes.

In conclusion, definite and easily analyzed measurements with QCM can usually
be received for the cases of thin rigid films in a gas-filled detection chamber of in
vacuum. These kinds of measurements are commonly used for process control in
electronics and for study of gas sensors.

The interpretation of QCM measurements for deposition of complex bulky
nanostructures, especially deposition from the liquid phase, involves a thorough
experiment planning and the use of additional verification methods. The develop-
ment of the QCM methodology is still in progress. Today QCM can seldom be used
as a stand-alone research method; however, as a complementary method, QCM can
provide useful and unique information for unfolding processes involving
nanomaterials.

Nomenclature
Cm Constant of the resonator parameters
D Dissipation factor [�]
F Resonance frequency [1/T]
F0 Natural vibration frequency of the QCR [1/T]
hf Thickness of film [L]
hq Thickness of quartz [L]
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n Number of harmonics [�]
s Area of oscillation in the QCR [L2]
ΔD Change in dissipation [�]
Δf Change in frequency [1/T]
Δm Change in mass [M]
ηf Viscosity of the film [M�L�1�T�1]
ηL Viscosity of liquid [M�L�1�T�1]
μf Elastic modulus [M�L�1�T�2]
ρf Density of coated film [M�L�3]
ρL Density of liquid [M�L�3]
ρq Density of quartz [M�L�3]
τ Decay time constant [T]
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1 Introduction

In the last century, progress in electrochemistry and electrocatalysis was very spec-
tacular due to the remarkable evolution in surface science, chemistry, and physics.
Electrochemical study of perfect smooth or bulk materials was the usual way to
understand the interaction between the surfaces of such materials with their close
environment. Therefore, any modification of the surface structure or composition
provides change in the material behavior and the nature of the adsorbed species or
near. Usually, the modification of smooth surface consists in the increase of its
roughness factor through the deposition of sublayer or layer of metal particles. The
deposition can be done on a well-defined surface (model electrode with a known
crystallographic structure) [1]. Then, surface modification becomes a way of creating
new active sites to enhance the reactivity of molecules. The development of nanoscale
materials has changed the approach of studying and identifying active sites in
heterogeneous catalysis, and particularly in electrocatalysis. Indeed, electrocatalysis
uses the surface of a material, which is submitted to an electrode potential, as the
reaction site. Therefore, the material structure, morphology and its composition are
the key parameters to control the electrochemical process [2]. The nature of the active
site depends on these parameters. Furthermore, the assessment of the nature of the
active site before, during, and after the electrocatalytic reaction becomes a huge
challenge. Thereby, electrochemical tools like cyclic voltammetry, underpotential
deposition of a monolayer of a species [3–5], the specific adsorption of species or
molecule, and CO stripping [6] were the first approaches. It is the basic measurement
of the electrons flow through the surface per unit of time during the reaction at the
surface. Therefore, the electric current per area unit represents the charge transfer
reaction that occurs at a metal-solution interface. Since the middle of the last century,
an increase in the development of several in situ spectroscopic techniques was
observed due to the need of understanding the structure of the interface between
electrodes and solutions. Indeed, coupling the electrochemistry measurements to
other techniques such as Fourier Transform Infrared Spectroscopy (FTIRS), X-Ray
Diffraction (XRD) [7, 8], Transmission Electron Microscopy (TEM) [9], Scanning
Tunneling Microscopy (STM) [10], Surface-Enhanced Raman Scattering (SERS)
[11] becomes a suitable approach to assess in real time at the electrified interface
electrode-solution; some relevant data on electrocatalysts structure, morphology,
composition, and stability of materials; and on the reaction intermediates and

384 T. W. Napporn et al.



products. The identification of the surface state in addition to that of adsorbed species,
intermediates, and products of the reaction process have permitted to determine a
mechanistic pathway which is essential for enhancing the material performance and
selectivity. It appears obvious that the identification of surface state of a nanomaterial
under realistic electrochemical reaction conditions represents a noble scientific
breakthrough. In the present chapter, for the first time some techniques coupled
with electrochemistry able to characterize nanomaterials as electrodes will be exten-
sively addressed. This chapter will also show the progress in in situ and on-line
electrochemical approaches. One motivated approach is to be able to characterize
electrochemically and experimentally the surface of the nanoparticle. Therefore, in
the first part of the chapter, an example of a pure electrochemical tool, which permits
to probe the nanoelectrocatalyst surface, is discussed. Although the progress in
nanotechnology increases rapidly, various tools have been developed in electrochem-
istry for understanding the reaction pathway, intermediates, and products formation.

In electrochemistry, the surface structure is often modified by the underpotential
deposition (UPD) of a sub- or monolayer of a transition metal for a selective
adsorption of molecule; it also permits to enhance the catalytic activity. Further-
more, the underpotential deposition of a monolayer of a metal is discovered as a
powerful tool for characterizing the surface structure of an electrode material (bulk
or at nanoscale) [4, 5, 12–14]. Indeed, the selective adsorption of the transition
metal at different potentials depends on the crystallographic orientation of the
material surface. Therefore, the different facets at the nanomaterial surface can be
revealed electrochemically. Studying a change in morphology, structure that
occurs on a nanomaterial under the operating conditions in electrochemistry is
mandatory to approach the reaction mechanisms and to propose mitigation strat-
egies. The modifications of the material are closely related to, for example, the
potential range and modulation mode, the nature of the electrolyte, the operating
temperature. Any in situ detection of these changes is highly challenging and
efforts have been devoted to achieve this goal. The chapter also deals with an
additional tool (IL-TEM) used in electrochemistry and different in situ and on-line
techniques such as XAS, FTIRS, and DEMS. All these complementary tools and
techniques permit to characterize before, during, and after the reaction, the nano-
material size, morphology, structure, and the products obtained from their surface
reactivity and selectivity.

2 Electrochemistry and Nanomaterials: The Challenges

The advent of nanotechnology has created new approaches in the techniques used in
surface science. The characterization of a nanomaterial becomes a challenge since it
is important to avoid any change in its properties or to be able to explain this change
during the experiment or its analysis. Thereby, innovations in characterization
techniques have permitted to investigate extensively nanomaterials for understand-
ing their behavior and catalytic activity. In electrochemistry, understanding the
intrinsic properties of nanomaterials, their interaction during a reaction in order to
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explain their catalytic activity, is a noble objective. At the end of the last century, the
development and/or improvement of in situ techniques in the electrochemistry area
has taken into account the nanometric scale, which requires several challenges to:
(i) be able to observe the nanomaterial in its initial morphology and structure,
(ii) keep the morphology and the structure of the nanomaterials during the experi-
ment, (iii) explain any change in this structure and its origin, (iv) determine the active
site or be able to suggest the more effective structure and morphology for a desired
reaction. The operation conditions of some techniques require high vacuum which is
not compatible with the classical aqueous medium used in electrochemistry. The
innovation in technology added to the genius of scientists should permit to overcome
these challenges in the future.

3 Surface Structure of Nanomaterials by Electrochemical
Tools

3.1 Cyclic Voltammetry: Basic and Powerful Tool
in Electrochemistry

Cyclic voltammetry is a basic and powerful tool in electrochemistry. It consists in
applying a potential (versus a reference value) linearly as function of time between
two potential limits. Therefore, the variation of the current versus the potential
results in the interaction between the polarized surface of the electrode and the
species in the electrolyte. This method is a basic measurement in electrochemistry,
which gives the profile of the electrode material depending on its nature, surface
structure, morphology, the medium, and the species in the electrolyte.

The cyclic voltammogram of unsupported Pt nanoparticles in 0.5 mol L�1 H2SO4 is
shown in Fig. 11.1. Four potential regions can be observed: the hydrogen adsorption-
desorption region, the double layer region, and the region where occurs the oxidation
of the surface of nanoparticles and after their reduction. The area of each peak
indicates the quantity of charge associated with some electrode reactions occurring in
the system.

In the hydrogen region three different peaks are observed at 0.11, 0.20, and
0.25 V versus RHE. During the forward scan, they are associated with the hydrogen
desorption on the crystallographic planes (110), (100), and (111), respectively. The
electrochemical surface area can be assessed from the hydrogen desorption region
(blue patterned grid lines). The charge Qex corresponding to the desorption of
adsorbed hydrogen on the electrode can be calculated using the integration approach
(e.g., Origin software) with Eq. 11.1. In this equation Einitial and Eend are the initial
and final potentials respectively of the hydrogen desorption reaction: v the scan rate,
I the current, and E the potential. It is well known that the charge corresponding to
the adsorption of a monolayer of hydrogen on a 1 cm2 active surface area of Pt is
Qm = 210 μC. Therefore, the calculated Qex is about 600 μC. By considering
Eq. 11.2, this charge corresponds to an electrochemically active surface area
(EASA) of 2.7 cm2.
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� � ¼ Qex

Qm

(11:2)

Pt surface crystallographic orientation is very sensitive to hydrogen adsorption.
However, gold nanoparticles (AuNPs) do not exhibit an affinity with hydrogen
(Fig. 11.2). Indeed, during the positive scan, a large capacitive current region which
corresponds to the double layer region is observed from 0.05 V to 1.2 V versus RHE
followed by the surface oxidation region. The upper potential limit depends on the
potential where the surface oxidation starts. Indeed, the oxidation of the gold surface is
sensitive to its surface crystallographic planes. This was evidenced by Hamelin on
single crystals smooth materials [15]. During the backward scan the reduction of the
oxides occurs at a potential range from 1.4 V to 0.8 V with a maximum centered at
1.06 V versus RHE for AuNRs (Fig. 11.2). The profile of the surface oxidation and
reduction regions depends on the surface crystallographic structure as well as the size
and the shape of the nanoparticles, as evidenced in the literature [4, 5, 16]. This
phenomenon was also shown on gold single crystals surfaces [15]. Therefore,
assessing the crystallographic orientation of nanoparticles becomes an important target
since the activity of a nanomaterial depends thoroughly on its surface.

Fig. 11.1 Cyclic voltammogram of unsupported Pt nanoparticles in 0.5 mol L�1 H2SO4 recorded
at 50 mV s�1 and 20 �C
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3.2 Electrochemical Characterization of Gold Nanoparticles
Surface by an Underpotential Deposition of Lead (PbUPD)
in Aqueous Media

Assessing electrochemically the crystallographic orientation of the nanoparticles
surface is a way to determine a part of their activity. The surface structure of
nanomaterials plays a key role in their electroactivity since it represents the reaction
site. In catalysis in general, model reactions have permitted to determine specific
active sites of a material. In electrocatalysis the underpotential deposition of a metal,
CO stripping, adsorption of a specific molecule are some of reactions which have
permitted to characterize the surface of the materials. The case of CO stripping will
not be discussed in the present chapter because the CO electrooxidation is a simple
reaction which depends on experimental conditions (electrode potential, the scan
rate, the electrode surface structure and composition). Consequently, the mechanistic
approaches for explaining the cyclic voltammogram profile of the interaction of Pt
electrode surface with CO demonstrated the complexity of the reaction steps [6,
17–19]. This can explain the discrepancies between different research groups to date.
Investigations realized by Urchaga et al. on shape-controlled nanoparticles showed
that the multiplicity of the peaks is mostly due to the surface domains (preferentially
oriented or disordered) [6, 13, 19]. In the present chapter, we pay attention on the
underpotential deposition (UPD) of a metal. This reaction consists in the deposition
of a monolayer of a metal M1 on another M2 at a potential higher than the reversible

Fig. 11.2 Cyclic voltammograms of shape-controlled gold nanorods (AuNRs), gold nanocubes
(AuNCs), and gold nanospheres (AuNSs) electrodes in 0.1 mol L�1 NaOH, recorded at 20 mV s�1

and at 20 �C (Reprinted and adaptedwith permission fromRef. [16]; Copyright# 2013, TheAuthor(s))
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thermodynamic one. One of the usual and friendly UPD is that of hydrogen on
platinum, as shown in Fig. 11.1. The adsorption of hydrogen occurs at potential
higher than 0 V versus RHE according to the equation:

Hþ þ e� þ Pt ! Pt� Hads (11:3)

Cyclic voltammogram of Pt nanocubes is shown in Fig. 11.3b. These nanocubes
were obtained by the tetradecyltrimethylammonium bromide (TTAB) route. The
perfect control of the nanoparticles surface structure during their synthesis is impos-
sible. Therefore, most of the shape-controlled nanoparticles have structure defects that
lead to the presence of unexpected crystallographic orientation (e.g., the presence of

Fig. 11.3 (a) Transmission electron microscopy image of Pt nanoparticles obtained by the tetra-
decyltrimethylammonium bromide method; (b) cyclic voltammogram recorded in 0.5 mol L�1

H2SO4 on cubic Pt nanoparticles recorded at 20 mV s�1 and 25 �C; (c) cyclic voltammograms
after adsorption of germanium on the surface (green line) and after adsorption of bismuth on the
platinum surface (blue line), recorded at 50 mV s�1 and 25 �C. Copyright 2012 (Reprinted from Ref.
[3] with the permission of Springer. Copyright# 2012, Springer Science + Business Media, LLC)
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the facet (111) on nanocubes). Selective underpotential deposition of germanium and
bismuth were performed on these nanoparticles [3]. The authors have determined a
total surface domain of 60% which includes 42% and 18% of (100) and (111),
respectively.

In the case of gold electrode materials in general, the strong affinity of lead with
gold surface structure has been meticulously used to assess the low index facets.
Indeed, the underpotential deposition of lead which can involve the deposition of up
to one monolayer occurs at different electrode potentials depending of the surface
domains [4, 5, 12, 15, 16]. This process occurs at a potential higher than the
reversible thermodynamic potential, and is considered as the direct consequence of
the high bonding energy of the metal which is deposited at the substrate surface
[4, 12]. Thereby, the PbUPD becomes a sensitive tool for characterizing the gold
surface. In this case, the PbUPD profiles of different gold nanoparticles (nanorods,
nanocubes, and nanospheres) in 0.1 mol L�1 NaOH +1 mmol L�1 Pb(NO3)2 at
20 mV s�1 were presented in Fig. 11.4. During the backward potential scan from 0.8
to 0.25 V versus RHE, the three AuNPs exhibit the first adsorption peak in the
potential range from 0.55 to 0.5 V versus RHE. This reduction peak is assigned to
the deposition of lead on (110) facets. The difference observed in the potential
corresponding to the maximum of the reduction peak is attributed to the length or
the stretch of the domain. Two other deposition peaks are observed around 0.44 V
and 0.39 V versus RHE, which corresponds to the domains (100) and (111),
respectively. The positive potential scan shows three Pb stripping peaks that

Fig. 11.4 Voltammetric profiles of PbUPD on the different AuNPs: nanorods (AuNRs), nanocubes
(AuNCs), and nanospheres 6 nm (AuNSs)s in 0.1 mol L�1 NaOH +1 mmol L�1 Pb(NO3)2 recorded
at 20 mV s�1 and at controlled temperature of 20 �C. Copyright 2013 (Reprinted from Ref. [16]
with the permission of Springer. Copyright # 2013, Springer Science + Business Media, LLC)
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correspond to the reversible dissolution of Pb layer on the surface domains (111),
(100), and (110). Moreover, in the case of AuNRS and AuNCs, the peak assigned to
the lead desorption on the facets (110) was split. This phenomenon can be attributed
to the presence of two different domains [4]. For AuNSs, no adsorption peak of lead
is observed on the facts (100). Recently, Hebié et al. [14] have reported on the
surface domain (100) that appeared with an increase of the particles size. In the
literature, it was shown that crystallographic surface structure of nanoparticles
depends on synthesis methods [3, 4, 6, 12, 13, 20–22].

4 Using Transmission Electron Microscopy (TEM)
to Characterize the Stability of Nanostructured
Electrocatalysts

Studying the changes in morphology, structure, and chemistry occurring on a
nanomaterial under operating conditions of an electrochemical device is manda-
tory to identify the degradation mechanisms at stake and to propose mitigation
strategies. The material changes are closely related to, for example, the potential
range and modulation mode, the nature of the electrolyte, the operating tempera-
ture. Monitoring these changes in situ is highly challenging and lots of efforts have
been devoted to achieve this goal, X-ray and electron-based techniques being tools
of choice.

The characterization of a freshly synthesized nanomaterial by electron-based
techniques cannot be overlooked and in that respect, classical microscopy tech-
niques have become routine techniques. They are necessary to provide informa-
tion on the overall morphology, the shape and the size distribution of the
nanoparticles. In addition, global X-ray energy dispersive spectroscopy (EDX)
analyses allow to access the chemical nature of the sample both qualitatively and
quantitatively. Complementary to conventional transmission electron microscopy
(TEM), high resolution TEM (HRTEM) is a powerful tool that provides atomic
scale insights. HRTEM is extensively used to determine crystallographic param-
eters, surface structure but also to unravel lattice imperfections (such as point
defects, dislocations, cavities, and voids), which are key to understand the elec-
trochemical reactivity. Using TEM in a scanning mode (STEM) is also of interest.
Indeed, focusing the electron beam into a narrow spot which is then scanned along
the sample (or the particle) allows mapping the chemical composition of this
nanoparticle by EDX or Electron Energy Loss Spectroscopy (EELS). Combining
STEM with a high angle detector leads to images containing a chemical informa-
tion directly visually accessible since the contrast is in first approximation pro-
portional to the atomic number Z (Z-contrast images). The power of the scanning
mode is however limited due to the necessity to have an aberration corrected
microscope (electron probe with sub-angstroms diameters) to map individual
atomic columns.

Using these techniques to characterize the morphology, the structure and the
chemical composition of a nanomaterial before operation is not sufficient since it
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may evolve under the operating conditions of an electrochemical device. Performing
similar observations after aging is first step towards identifying their degradation
mechanisms and bridging the structural and chemical changes to their changes in
(electro)catalytic activity. In this frame, postmortem analysis of carbon-supported
platinum nanoparticles (Pt/C) or platinum-transition metal alloys (PtM/C) electro-
catalysts used at the cathode of a Proton Exchange Membrane Fuel Cell (PEMFC) to
electrochemically catalyze the electrochemical oxygen reduction reaction (ORR)
revealed particularly fruitful [23–38]. From a microscopic point of view, postmortem
analysis consists in retrieving the aged nanocatalysts and depositing them on a TEM
grid for imaging. Three degradation mechanisms have been evidenced for Pt/C and
PtM/C nanoparticles in the harsh environment of a PEMFC cathode: (i) migration
and agglomeration of the Pt-based crystallites on the support eventually followed by
their coalescence; (ii) dissolution of the mono- or bimetallic nanoparticles and
redeposition of ionic species having a standard potential higher than 0 V versus
the reversible hydrogen electrode (RHE), resulting in crystallites getting larger in
size; and (iii) detachment of the metal nanoparticles from the carbon support. In
addition, for PtM/C materials, continuous dissolution of the non-noble metal has
also been monitored during operation resulting in severe decay of the catalytic
performance. Figure 11.5 shows that, due to preferential dissolution of Co atoms
in the operating conditions of a PEMFC cathode, Pt3Co/C nanoparticles

Fig. 11.5 Structural modification of PtCo/C nanoparticles aged in a real PEMFC environment.
Annular dark-field images and chemical maps of individual nanoparticles are displayed in (a) at the
initial state and (b–c) after PEMFC operation. The spectroscopic maps provide direct evidence of
the core-shell nanostructure of the fresh Pt3Co/C nanoparticles, resulting from acid-leaching and
indicate that some aged nanoparticles maintain their core-shell nanostructure, while others display a
hollow nanostructure. The Pt N3 signal is shown in red, and the Co L2,3 signal is shown in green
(Reprinted from Ref. [38] with the permission of Elsevier)
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spontaneously evolve towards PtxCo-rich core@Pt-rich shell/C with x > 3. After
3422 h of operation at a PEMFC cathode, complete dissolution of the Co atoms was
eventually observed yielding the formation of hollow Pt/C nanoparticles [35].

Combining the use of a segmented electrochemical cell with TEM imaging of
selected zones of ultramicrotomed membrane electrode assemblies (MEAs) has
highlighted the heterogeneities of aging occurring during real PEMFC operation
[37, 39]. For example, Fig. 11.6 displays heterogeneities of aging within the
thickness of a MEA composed of Pt/C nanoparticles both at the cathode and the
anode: the cathode/proton-exchange membrane interface is much more degraded
than the diffusion-medium/cathode interface translating into a pronounced shift in
the Pt particle size distribution histograms towards larger crystallites close to the
proton-exchange membrane [23, 39]. Different extents of degradation have also been
reported in the air inlet region (where the atmosphere is rich in oxygen and poor in
water) relative to the air outlet area (where the atmosphere is depleted in oxygen and
enriched in water) of an MEA after operation in counter-flow mode [40]. Due to
different oxygen partially pressures under the channel or under the land of the
bipolar plate used to provide oxygen to the cathode, the nanocatalysts used at a
PEMFC cathode also degrade at different rates in these regions [37, 41].

Even if the nature of the electrolyte plays a major role on the degradation of the
nanocatalyst, [42, 43] durability studies are often performed in liquid electrolyte
owing to the better control of the electrochemical aging conditions and to their
easiness of implementation. Identical-Location TEM (IL-TEM), which consists in
imaging the same zone of the catalyst before and after electrochemical measure-
ments, revealed a tool of choice to establish structure/activity/stability relationships.
In this technique first introduced by Mayrhofer et al., [44, 45] a TEM grid onto
which the catalyst of interest is deposited is used as working electrode and aged in a
classical electrochemical cell. IL-TEM enables to visualize the exact same zones of
the sample before and after aging in well-controlled experimental conditions. Fur-
thermore, it allows to discriminate which of the degradation mechanism cited above
is predominant as a function of the electrochemical conditions. IL-TEM has shown
that the potential window, the way potential is modulated, and the nature of the
atmosphere play a major role on the durability of a pure Pt/C catalyst [46]. Under
oxygen atmosphere, the detachment of Pt particles induced by the corrosion of the
carbon support is predominant (Fig. 11.7). In contrast, neutral atmosphere favors the
coexistence of all the pre-cited degradation mechanisms.

This technique has also provided interesting insights into (i) the crucial role of the
carbon support (in particular the extent of graphitization) [47], (ii) the influence of
stress test conditions (linear vs. square-wave variation of the electrochemical poten-
tial) [48], (iii) the impact of temperature, [49] and (iv) the influence of intermediate
characterizations [50] on the degradation mechanism. Some interesting declinations
of IL-TEM are also proposed in the literature and offer additional characterization
tools. This includes Il-EELS, which allows to monitor compositional changes of
PtCo/C or PtNi/C due to surface segregation and further dissolution in the acidic
environment of a PEMFC cathode and PtNi/C catalysts, respectively [51, 52]
(Fig. 11.8).
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Finally, let us emphasize IL-tomography that allows monitoring the collapse of
the carbon support architecture upon simulated start-stop conditions of a PEMFC
[53] (Fig. 11.9).

5 X-Ray Absorption Spectroscopy

5.1 Principles

We now discuss the basic principles of X-ray absorption (XAS), spectroelectro-
chemical cells and illustrate the possibilities of XAS with a few didactic examples
also related to the lack of stability of Pt3Co/C nanoparticles at a PEMFC cathode.

X-ray absorption spectroscopy (XAS) is an element-specific characterization
technique, which enables determining the geometric and the electronic structure of
any material. In XAS, a monochromatic beam of X-ray photons, having an energy
E and an intensity I0, is focused on the sample of interest. Upon absorption, the
energy of the X-rays is transferred to core-level electrons (from the K/L/M shell)
yielding ejection of photoelectrons that leave behind a highly excited core-hole state.

The excitation of core-level electrons requires energies comprised between
0.1 < E < 100 keV, hence XAS experiments can only be performed with synchro-
tron radiation. For light elements, such as those located in the first row of transition
metals, one studies core electrons excitations from the K-level: for example, the core
electrons of cobalt (electronic structure: [Ar] 3d7 4 s2) require a minimum energy E0,
also called absorption edge, of ca. 7,700 eV to be excited. For heavier atoms, such as
platinum (Pt: [Xe] 4f14 5d9 6 s1), excitation of the K edge requires higher energy
(E0 = 78,395 eV), thus it is more common to excite the electrons that are located
within the 2p3/2 level (E0 = 11,560 eV corresponding to the L3 edge). A XAS
spectrum records the absorption intensity as a function of the incoming photon
energy, usually varied from close below (�100 eV) to well above (from +60 eV to
+1000 eV) the absorption edge.

The interactions of photoelectrons with the neighbors of the absorbing atom lead
to a modification of the transmitted photon flux intensity. The absorption coefficient,
μt(E), can be determined from the ratio of the flux of incident (I0) and transmitted (It)
photons through the sample of a thickness e:

μt Eð Þ:e ¼ log
I0 Eð Þ
It Eð Þ (11:4)

�

Fig. 11.6 (continued) obtained from locations 1, 2, 3, and 4 in the cross-sectional MEA cathode
shown in the schematic (top). Bottom: (1–4) Pt particle size histograms measured from TEM
micrographs (middle) of the cross-sectional cycled MEA cathode. All four histograms were
obtained from a measurement of 100 particles (Reprinted from Ref. [39] with the permission of
Springer)
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The value of the absorption coefficient depends on the atomic concentration, ρ,
and absorption cross-section, σ, as:

μ ¼ ρ:σ (11:5)

From an experimental point of view, a key to success in XAS experiments is to
maximize the edge jump (Δμ), which will ultimately improve the accuracy of the
parameters fitted from the signal:

Δμ ¼ μ E2ð Þ � μ E1ð Þð Þ (11:6)

E2 and E1 are the energies below (�20 eV) and above (+20 eV) the absorption edge.
Since the absorption cross-section is an element-specific property, [54] the edge
jump is controlled by the experimentalist with the atomic concentration of the
element of interest [55]. An absorption coefficient can also be deduced from the
X-ray fluorescence photon flux intensity If:

μf Eð Þ / If Eð Þ�
I0 Eð Þ (11:7)

Fig. 11.7 IL-TEM images of Pt/C catalysts before and after 800 potential cycles between 0.05 and
1.23 V versus RHE in solutions containing Ar, CO, or O2. Electrolyte: 0.1 mol L�1 HClO4;
v = 0.200 V s�1; T = 20 �C (Reprinted from Ref. [46] with the permission of Elsevier)
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The fluorescence intensity signal is actually preferred over the transmitted one in
the case of diluted samples (biological, environmental, electrocatalytic), due to its
linear dependence, and not logarithmic, to the adsorption coefficient. The fluores-
cence signal originates from filling of core holes with electrons located at a higher
energy level, thus it contains similar information than the transmitted signal. In a
practical way, the fluorescence signal can be measured at the same time as the
transmitted signal by positioning the fluorescence detector perpendicular to the
incident beam.

Fig. 11.8 One-to-one correspondence of nanocatalyst particles before (gold) and after (red)
electrochemical aging, which is the same color scheme used in all figures. (a) A 3D reconstruction
of nanocatalyst particles, on the carbon support (violet) with projected 2D images shown at each
side. (b) Alternate viewing angle. (c�e) Several instances of nanocatalyst particle coalescence and
migration, with particle positions indicated by arrows. (f) One example of cropped volume from
(a, b), showing how one nanocatalyst particle moves into the positive curvature (valley) from the
negative curvature (summit) of the catalyst support. The arrow points out the trajectory of the
particle movement. Violet shading is the carbon support (Reprinted from Ref. [51] with permission
of the American Chemical Society)
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5.2 XANES and EXAFS

A XAS spectrum can be divided into three regions (Fig. 11.10a). For X-ray photons
energies E < E0, discrete transitions to unoccupied valence states take place.
Nevertheless, useful information can be extracted only in the case of a few elements,
such as iron (Fe). For X-ray photons energies near the absorption edge, E0� 100 eV,
referred to as the X-ray Absorption Near-Edge Spectroscopy (XANES) region, the
excited photoelectrons are strongly backscattered by the surrounding atoms.
Because of their low kinetic energy, the photoelectrons feature a long mean free

Fig. 11.9 A and B are standard IL-TEM images, C and D are IL-tomography images of the same
catalyst location after 0 (A, C) and 3600 (B, D) degradation cycles between 0.4 and 1.4 V versus
RHE with a scan rate of 1 V s�1 (Reprinted from Ref. [53] with the permission of the American
Chemical Society)
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path allowing them to undergo multiple scattering. Hence, XANES is sensitive to the
oxidation state, the orbital occupancy, and the local geometry of the absorbing atom.

Above the absorption edge (up to +1000 eV from the absorption edge), in the
so-called Extended X-ray Absorption Fine Structure (EXAFS) region, photoelec-
trons have high kinetic energy and thus feature a De Broglie wavelength that is
comparable to the interatomic distances. EXAFS oscillations are generated by the
constructive and destructive interferences between the out-going and the back-
scattered photoelectrons (Fig. 11.10b). These χ(E) oscillations are obtained from
the experimental X-ray absorption spectrum μ(E) after subtraction of an ideal one,
μ0(E), corresponding to the scattering of a single atom having no neighbor
(Fig. 11.10a), according to:

Fig. 11.10 (a) Absorption spectrum pattern μ(E) at the K edge of a Co foil (in black). The
background function μ0(E) representing the absorption of an isolated atom is shown in red. The
pre-edge, XANES, and EXAFS regions are highlighted in green, orange, and blue, respectively. (b)
k2 weighted EXAFS spectrum χ (k). (c) Fourier transform of the k2 weighted EXAFS spectrum. The
first and the second atomic shells are circled in red and blue respectively
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χ Eð Þ ¼ μ Eð Þ � μ0 Eð Þ½ �
μ0 Eð Þ (11:8)

The determination of μ0(E) is a critical step. Nevertheless, even though this term
cannot be measured experimentally, many dedicated softwares allow
approximating it.

From a practical point of view, EXAFS oscillations are usually expressed as a
function of the k wave vector of the photoelectron:

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m E� E0ð Þ

ℏ2

r
(11:9)

Moreover, the EXAFS signal is usually weighted by a factor kx (x= 1, 2 or 3, see
Fig. 11.10b) to exalt the oscillations of coming neighboring atoms of different
weights. This mathematical operation comes from the fact that interactions of a
scattering atom with a light element occurs at low k, while interactions with a heavy
element show up at high k.

Going a step further in the analysis, the EXAFS signal χ(k) is the sum of
sinusoidal contributions. Its mathematic description can be obtained after simplifi-
cation of Fermi’s golden rule. In the case of a K edge, the EXAFS signal simplifies as
follows:

χ kð Þ ¼ �
X
j

1

kRj2
Nj � e�

2Rj
λ � e�2σj2k

2 � f j k, πð Þ�� �� sin 2kRj þΦj kð Þ� �
(11:10)

Equation 11.9 is the sum over j different terms corresponding each to the
contribution of one atomic shell. In this sum, there are theoretical parameters
fj(k, π), Φj(k), and λ which are the effective backscattering amplitude, the effective
scattering phase shift, and the electronic mean free path, respectively, and structural
parameters of interest for experimentalists (Nj, σj, Rj which are the coordination
number in the shell j, the mean squared displacement, and Debye Waller parameter).

The EXAFS signal is then Fourier-transformed to obtain a signal in the R space
where each peak corresponds to the contribution of one shell of interaction (see
Fig. 11.10c). These interactions can be simple (an ejected photoelectron interacts
with one neighboring atom and is then backscattered to its initial position) or
multiple. The peaks are then fitted with a dedicated software based on ab initio
calculations to extract the structural parameters of interest.

5.3 Spectroelectrochemical Cells

Various cell designs have been developed that allow measuring simultaneously XAS
and electrochemical signals. When considering applications in electrocatalysis, most
of these designs use a liquid electrolyte (although one can find recently few examples
of solid electrolyte PEMFC [56, 57] or battery [58] based designs for operando XAS
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measurements), hence minimization of the X-ray beam absorption by the electrolyte is
of major concern. The quantity of liquid electrolyte should be neither too low, to allow
establishment of the electrical potential, and minimize mass-transport limitations, nor
too high to maximize the total edge jump [57, 59–64]. A typical spectroelectro-
chemical cell developed for in situ XAS measurements at the beamline BM30B of
the European Synchrotron Radiation Facility (ESRF) is shown in Fig. 11.11.

This cell may be positioned at an angle of 45� with respect to the incident X-ray
beam, so as to enable simultaneous measurements in transmission and in fluores-
cence modes. A gold (Au) ring is used as a current collector on the front-side of the
working electrode (here Pt3Co/C nanoparticles sprayed on a proton-exchange mem-
brane), a Pt wire is used as counter electrode, and a mercury sulfate electrode (MSE),
deported from the cell, is used as reference electrode.

5.4 In Situ XAS Measurements on Carbon-Supported Pt-Alloys

5.4.1 Monitoring Adsorption of Surface Oxides on Pt3Co/C by XANES
To show that XAS is able to capture fine changes in structure (from EXAFS) and
adsorbate coverage (from XANES), we take the example of Pt3Co/C nanoparticles
employed to electrocatalyze the ORR at the cathode of a PEMFC. The interest for
PtxM alloys (M being an early or late transition metal) stems from studies published
in the late 1980s–1990s, which have shown that alloying a transition metal to Pt
weakens the chemisorption energy of oxygenated species and thus enhances the
ORR kinetic current [60, 61, 65–68]. However, dissolution of the element alloyed to
Pt in the harsh environment of a PEMFC cathode (low pH, acidic environment, high

Fig. 11.11 Picture of a spectroelectrochemical cell during in situ XAS measurements at the
beamline BM30B of the European Synchrotron Radiation Facility (ESRF)
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electrode potential) leads to a rapid decline in ORR activity, and puts into question
the alloying strategy [69, 70].

All XANES and EXAFS spectra presented in the following have been collected
on Pt3Co/C nanoparticles purchased from Tanaka Kikinzoku Kogyo (reference
number TEC36E52). These nanoparticles have crystallite size <5 nm (see left
column of Fig. 11.5). Before their use, they were first immersed overnight in a
stirred 1 M H2SO4 solution at T = 333 K. As shown by electron energy loss
spectroscopy in spectrum-imaging mode (EELS-SI) [38, 71], this procedure caused
removal of Co atoms within the first 2–3 monolayers and thus formation of a
core@shell structure where a Pt-rich shell covers a PtCo core with a chemical
composition close to the nominal. As we will see, this core@shell nanostructure
does not ensure stability of the chemical composition of the nanoparticles either in
simulated or in real PEMFC operating conditions [34, 35, 38, 70, 72]. A suspension
of acid-treated catalyst was mixed with Nafion® ionomer solution, water and
isopropanol, ultrasonically treated and then sprayed on a Nafion® XL proton
exchange membrane to reach a loading of ca. 5 mgPt3Co cm

�2. Such a high loading
is necessary to overcome the absorption from the electrolyte and record enough
X-ray photons at both the Co K and Pt LIII edges.

Two potential programs were applied to demonstrate the sensitivity of XAS to
structural and electronic changes occurring on the Pt3Co/C nanoparticles with sizes
<5 nm. In the first potential program, the potential was linearly increased from
0.60 V to 1.20 V versus the reversible hydrogen electrode (RHE) and then decreased
to 0.40 V versus RHE at a sweep rate v = 0.1 mV s�1. Meanwhile, quick XANES
spectra (30 s each) were continuously recorded first at the Pt LIII-edge and then at the
Co K edge. In the second potential program, the Pt3Co/C electrode was polarized at
fixed potentials from 0.60 to 1.40 V versus RHE using 0.10 V steps. After each step,
the electrode potential was stepped back at 0.60 V versus RHE to ensure that surface
oxides were fully reduced and achieve reproducible surface state. During these steps,
EXAFS spectra were collected at the Pt LIII- and the Co K edges.

Changes of the XANES features at the Pt LIII and Co K edges recorded during the
potential program #1 are displayed in Fig. 11.12a, b, respectively. Qualitatively, one
sees that the Pt LIII absorption edge intensity follows well the applied potential profile:
first an increase, which signs for an overall oxidation of the Pt atoms, followed by a
decrease. Similar results have been observed on pure Pt/C catalysts [60, 61, 73]. In
contrast, the XANES features at the Co K edge remain unchanged during the entire
potential program, thereby suggesting no oxidation of Co atoms. This set of results
confirms the Pt3Co core@Pt-rich shell nanostructure described above.

A more quantitative analysis can be obtained by superimposing the Pt LIII edge
intensity and the currents associated to the formation/reduction of surface oxides as
displayed in Fig. 11.13a.

The changes in current (increase in current starting from E > 0.85 V versus RHE
in the positive-going potential sweep and decrease in current below 0.90 V versus
RHE in the negative-going potential sweep) indicate that water molecules are
dissociated and reduced as:

402 T. W. Napporn et al.



H2Oþ � $ OH� þ Hþ þ e� (11:11)

Here, * denotes a surface site prone to dissociate water molecules yielding
adsorbed OH-group (OH*). The variation of the electrochemical charge associated
with the formation/reduction of surface oxides was determined from the measured
electrochemical currents corrected from pseudo-capacitive processes (see the dashed
grey areas in Fig. 11.13a), and is displayed in Fig. 11.13b. In the same plot, the
changes in the Pt LIII white line intensity with respect to the first spectra collected at
0.6 V versus RHE are reported (Fig. 11.13c). As one can see, changes of the
electrochemical charge and the Pt LIII white line intensity are clearly correlated,
indicating that XANES is sensitive to the adsorption of OHads in good agreement
with literature [62, 74, 75].

5.4.2 Monitoring Structural Changes of Pt3Co/C Electrodes by EXAFS
Figures 11.14 and 11.15 show the k2-weighted EXAFS and the Fourier transforms of
the k2-weighted EXAFS oscillations recorded on the Pt3Co/C electrode during the
potential program #2 (stepwise variation of the electrochemical potential between
0.40 and 1.40 V vs. RHE). The EXAFS oscillations were extracted at the Co K

Fig. 11.12 Time-resolved
XANES spectra recorded at
the (a) Pt LIII and (b) Co K
edges during the potential
program #1 (potential cycling
with linear profile between 0.6
and 1.2 V vs. RHE)
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(Figs. 11.14a and 11.15a) and at the Pt LIII (Figs. 11.14b and 11.15b) edges. The
insets in Fig. 11.15a, b correspond to the fit of the experimental data in the ranges
2.7 < k < 10.9 Å�1 for Co and 3.2 < k < 11.5 Å�1 for Pt.

From a first qualitative analysis of these results, the Fourier transformed magni-
tudes of the k2χ (k) EXAFS spectra recorded at the Co K edge suggest no oxidation
of Co atoms up to E > 1.30 V versus RHE (Fig. 11.15a). In order to be more
quantitative, the number of closest Pt and Co neighbors (NCo-Pt and NCo-Co respec-
tively) and the total coordination number (NCo = NCo-Pt + NCo-Co) were determined
from fitting of EXAFS oscillations at the Co K edge: the increase of these parameters
towards those taken by a bulk crystal is another proof that no Co atoms are present in
the first monolayers of this catalyst (Fig. 11.16a). In contrast, the k2χ (k) EXAFS
spectra recorded at the Pt LIII edge indicate formation of Pt-O bonds for E � 1.0 V
versus RHE (see Fig. 11.15b with the peak at R = 1.6 A). The total coordination
number of Pt atoms determined from fitting of EXAFS oscillations at the Pt LIII edge
is well below 12. This arises from the equal contribution of both surface and bulk
atoms (Fig. 11.16b).

Interestingly, one can observe a continuous increase of the NCo and total coordi-
nation numbers upon the test which may be rationalized by considering thickening
of the Pt-rich shell covering the Pt3Co core nanostructure during the potential

Fig. 11.13 Variation of (a) the current, (b) the electrical charge, andΔμ1 (open black squares) peak
intensity during procedure #1
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program #2 [71]. Indeed, Co and Pt atoms located in the surface and subsurface
regions are prone to dissolve at high electrode potential E > 1.10 V versus RHE but
only Pt ionic species are thermodynamically allowed to redeposit during potential
steps at 0.60 V versus RHE (the standard potential for Co atoms is �0.27 V versus
the normal hydrogen electrode [76]). Therefore, during potential cycling, the surface
and subsurface regions of the catalyst are depleted in Co, yielding increase of the
total coordination number of Co atoms up to NCo = 11.9 + 1.4 (Fig. 11.16). No
change of the number of closest Pt and Co neighbors (NPt-Pt and NPt-Co respectively)
and the total coordination number (NPt= NPt–Pt + NPt–Co) of Pt atoms in the course of
the experiment further supports this theory. Moreover, the formation of Pt-O bonds
is clearly evidenced (see increase in the F.T. magnitude at 2.5 angstroms in
Fig. 11.15b and the resulting increase of NPt�O in Fig. 11.16b) at electrochemical
potentials higher than 1.10 V versus RHE, this process being accompanied by a
decrease of NPt�Pt.

5.4.3 Using XANES to Determine Compositional Variations
Since XAS white line intensity scales with the atomic concentrations of the probed
element (Eq. 11.5), this parameter could be a guide to follow in situ the chemical
composition of the samples [71]. Changes of the chemical composition of the

Fig. 11.14 Series of k2-weighted EXAFS spectra recorded at several electrode potentials at the (a)
Co K edge and (b) at Pt LIII edge during the stepwise oxidation protocol
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catalyst were followed during potential program #2 and are reported in Table 11.1.
The Co content of the catalyst continuously decreases during this protocol. As
explained in literature, the higher oxophilicity of Co atoms relative to Pt atoms
drives their surface segregation at high electrochemical potentials [34, 35, 72]. Note
that each Co atom reaching the surface is instantaneously leached out in the acidic
electrolyte.

The same approach was used to determine the atomic composition of Pt3Co/C
catalysts aged at the cathode of a PEMFC during operation in order to gain some
insights on the kinetics of Co dissolution. Here, approx. 100 mg of Pt3Co/C catalyst
powder at different life stages was collected on aged gas diffusion electrodes and
were then examined by XAS ex-situ. The determined composition of these aged
catalysts (Table 11.2) suggests that under this specific aging condition (constant
current j= 0.60 A cm�2 for t = 3422 h), the leaching of Co atoms occurs during the
first 1000 h of operation, and that an equilibrium composition of Pt83Co17 is reached
later on. Regarding the fine structure of these materials, this could be indicative of a
thickening of their Pt outer shell.

Fig. 11.15 Series of Fourier
transformed magnitudes of the
k2χ (k) EXAFS spectra
recorded at several electrode
potential at the (a) Co K edge
and (b) Pt LIII edge over the
course of the stepwise
oxidation protocol. The fits of
the first shell coordination are
displayed in (c, d) for the Co
K and Pt LIII edges,
respectively
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Fig. 11.16 Co and Pt
coordination numbers in the
Pt3Co/C sample as a function
of the electrode potential,
recorded during the stepwise
oxidation procedure

Table 11.1 Operando determination of the atomic composition of the nanocatalysts based on the
XAS jump intensities measured at the Co K and Pt LIII edges in transmission mode during potential
program #2 (for more details on atomic composition determination, see Ref. [71])

0.7 V 0.8 V 0.9 V 1.0 V 1.1 V 1.2 V 1.3 V 1.4. V

At. Comp. Pt77Co23 Pt74Co26 Pt72Co28 Pt72Co28 Pt72Co28 Pt71Co29 Pt65Co35 Pt73Co27

Table 11.2 Atomic composition of PtCo/C nanoparticles before and after operation in a real
PEMFC stack. The PEMFC stack was operated at constant current j= 0.60 A cm�2 and temperature
T= 353 K for t= 3422 h. The chemical compositions were determined based on the intensity of the
white line at the Pt LIII edge (JPt) and the Co K edge (JCo)

JPt JCo At. Comp. by XAS jump

Fresh 0.06 0.0179 Pt71Co29
After conditioning 0.057 0.0187 Pt70Co30
After 1163 h 0.06 0.01 Pt82Co18
After 2259 h 0.057 0.007 Pt84Co16
After 3422 h 0.053 0.008 Pt83Co17
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6 In Situ Fourier Transform Infrared Spectroscopy (FTIRS)

6.1 Introduction

In situ monitoring of the liquid (electrolyte)-solid (electrode) interface is a crucial
point for the successful development of electrochemical devices. Beyond the tradi-
tional electrochemical methods that provide valuable potentiometric and ampero-
metric data, in situ infrared spectroscopy at electrochemical interfaces provides
accessible means to study both surface and solution electrochemical species. In
particular, this technique has found valuable uses on molecular adsorption on
electrodes and electrode reactions as it enables the identification of chemical species
(adsorbates and reaction intermediates) formed under the influence of electric fields,
thereby affording information of interfacial processes. Since the pioneering work of
Bewick et al. [77, 78] in situ FTIR spectroscopy coupled to the electrochemical
measurement has therefore been extensively used.

Initially, the coupling of infrared reflection techniques and electrochemical mea-
surements was met with uncertainty because it was believed that the strong absorp-
tion of aqueous electrolytes in infrared region would prevent the measurement of
infrared vibration bands arising from chemical species of interest. To overcome this
problem, Bewick and coworkers [77, 78] suggested the electrode to be set very close
to the IR window, forming a very thin layer (ca. l–10 μm) of electrolyte solution
between electrode and window. Using this idea, the in situ IR method was developed
in the late 1970s. The background compensation was undertaken by subtracting two
single beam spectra of the sample, collected at two different potentials. The spectra
were then obtained by scanning the frequencies while the potential was modulated at
ca. 10 Hz. This procedure called Electrochemically Modulated Infrared Spectros-
copy (EMIRS) was the first experimental technique to successfully demonstrate the
coupling of infrared spectroscopy and electrochemistry. The electro-sorption of
different chemical species on platinum electrodes and the electrochemical generation
of long-lived intermediates were studied by using a square wave potential modula-
tion applied to the electrode in a thin-electrolyte layer external reflection spectroelec-
trochemical cell [79–81]. Using dispersive spectrometers infrared absorbance
changes on the order of 10�4 were then adequately measured for a variety of
electrochemical systems by using the fact that band centers for surface features
usually shift with changes of the applied potential, while the background features
remain unchanged. However, the necessity of using a thin layer configuration
introduces the problem of a relatively high resistance in the electrolyte, and hence,
an enlarged time response. Moreover, subtracting two spectra obtained using this
procedure resulted in bipolar bands for adsorbed species, from which important
parameters such as band center frequency, band intensity, and band width could not
be properly determined.

Although the point of the signal-to-noise ratio is still considered as one of the
challenges to overcome when using infrared spectroscopy for in situ electrochemical
studies, the ability of various potential modulation techniques and instrument
improvements made it possible to recover small signals in large-amplitude
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backgrounds. Examples of potential modulation techniques include single potential
alteration infrared spectroscopy (SPAIRS) [82, 83], subtractively normalized inter-
facial Fourier transform infrared spectroscopy (SNIFTIRS) [84–87], and multistep
FTIRS (MS-FTIRS) [88]. Furthermore, the development of Fourier Transform
(FT) instruments provided the means to overcome problems caused by potential
modulation [84, 86, 89]. Due to the high rate of spectral collection with FT
spectrometers, spectra can be obtained by collecting the desired number of interfer-
ometer scans at given fixed potentials. Typically, one interferometer scan at
4–8 cm�1 resolution takes some tenths of a second. With the advent of Fourier
Transform Infrared (FTIR) spectrometers, better detectors and infrared sources, in
situ FTIR has become a readily accessible and recognized tool for studying electro-
chemical interfaces.

6.2 Methods

6.2.1 Internal and External Reflection Infrared In Situ
Spectroelectrochemistry

Successful implementation of FTIRS to study the solid-liquid interface requires
overcoming the two major experimental problems associated with signal-to-noise
ratio:

– The large bulk solvent absorption of infrared radiation. Aqueous solvents are
especially problematic as water absorbs strongly throughout the mid-infrared
region.

– Sensitivity. The number of molecules under study is typically very small.

Indeed, the reflected IR energy is strongly absorbed by species in the electrolyte
solution, but it is also partially lost during reflection at the electrode surface and
therefore IR signal arising from the adsorbed species on the electrode surface is very
weak. These two problems have motivated the two predominant methodologies for
infrared in situ spectroelectrochemistry, internal and external reflection (Fig. 11.17),
to overcome the electrolyte absorption problem [90]. In the external reflection
configuration (also called infrared reflection-absorption spectroscopy: IRRAS), an
incident beam is transmitted through an infrared transparent window (such as a CaF2
or a ZnSe window) and electrolyte layer and is then reflected off the electrode
passing back through the electrolyte and window before being collected at the
detector. A very thin layer (1–10 μm) between the IR window and the reflective
electrode is typically used to limit the thickness of electrolyte that the infrared
radiation must pass through. In practice, electrochemical measurements in such a
thin-layer cell become kinetically hindered due to the high resistance of the thin
volume of electrolyte and nonuniform accessibility of the electrode (i.e., restricted
mass transport). This approach enables nevertheless the simultaneous determination
of both adsorbed and solution species although ideal electrochemical behavior has to
be sacrificed [83, 91–94]. Besides the potential-induced concentration changes due
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to the species under study, surface faradaic reactions of the electrode material
contribute to disturb the thin layer. In this configuration the use of highly reflective
electrodes coupled with weak signal determination methods such as potential or
polarization modulation are used in order to improve the signal-to-noise ratio of
spectra.

Internal reflection geometries (also termed attenuated total-internal reflection,
ATR), in contrast do not suffer of the same limitations. In ATR, the incident infrared
beam is directed onto an infrared transparent crystal (internal reflection element;
IRE) with a relatively high refractive index (i.e., Si: 3.4, Ge: 4.0, ZnSe: 2.4). The
infrared beam reflects from an internal surface of the crystal and an evanescent wave
is produced that projects orthogonally through the reflecting surface. This evanes-
cent wave can interact with the metal film placed on top of the reflecting plane and
the returning reflected beam measured at the detector. It is important that the angle of
incidence is equal to or greater than the critical angle of the interface. If the critical
angle is not met, the resulting spectrum could result only from the external reflec-
tance. Both the angle of incidence and infrared polarization play a crucial role in the
optimization of ATR measurements. For completeness, the penetration depth (dp) of
the evanescent wave is often discussed when considering ATR techniques. The
wavelength dependence on the depth into the sample is given by the Eq. 11.12:

dp ¼ λ

2π n21 sin
2θ� n22

� �1=2 (11:12)

where λ is the wavelength of the incident light, θ the angle of incidence, and n1 and
n2 are the refractive indices of the crystal and sample, respectively. Typical penetra-
tion values for mid-infrared radiation are on the order of a few microns and
demonstrate some level of surface sensitivity as a result. Materials that are suitable
for ATR optical elements must be infrared transparent and have high refractive
indices excluding most conductive materials that are commonly used as electrodes

Fig. 11.17 Schematic diagrams of in situ FTIRS cell with internal and external reflection config-
urations (Reprinted from Ref. [90] with the permission of the American Chemical Society)
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substrates. However, ATR substrates can be modified by the deposition of a thin
layer of metal such as gold or platinum. Once the infrared reflection element (IRE)
has been suitably modified it is relatively simple to adjust it to a suitable electro-
chemical cell. ATR techniques are relatively exempt to bulk electrolyte absorption as
the infrared radiation does not pass directly through the electrolyte. Furthermore, if
the metal film is suitably structured, ATR optical geometry can take advantage of the
Surface Enhanced Infrared Absorption Spectroscopy (SEIRAS) [95, 96] giving rise
to very low detection limits.

6.2.2 Potential Modulation Techniques
Potential modulation infrared techniques such as EMIRS were limited to the obser-
vation of reversible potential-induced spectral changes, resulting from the need to
modulate the potential back and forth over the range of interest so as to minimize the
bulk-phase spectral interference. Instead, in order to gain information on the possible
role of adsorbed species in the irreversible electrooxidation (or electroreduction)
pathways it is necessary to employ in situ infrared spectral techniques that can sense
irreversible potential-induced changes in the surface composition while the electrode
reaction is proceeding. The first proposed technique suitable for this purpose was
PM-IRRAS (polarization modulation infrared reflection absorption spectroscopy)
[97–99] procedure that achieves the necessary subtraction of bulk-phase spectral
interferences by rapid alteration of the polarization of the incident beam. Although
less sensitive than potential-difference methods, PM-IRRAS has the important
feature of enabling absolute spectra to be obtained at a given electrode potential.
Kunimatsu [100] has employed PM-IRRAS to examine the potential-dependent CO
coverage in relation to the “steady-state” electrooxidation rate of formic acid and
methanol on platinum. This method was shown to be suitable for examining such
potential-induced irreversible changes in the surface composition but the time taken
to record each spectrum limits its mechanistic utility. Such irreversible electrode
processes can be examined conveniently by sweeping or stepping the potential from
an initial value where no reaction occurs by using potential-modulation techniques
such as SNIFTIRS [84–87] or MS-FTIRS [88]. Potential-modulation FTIR spectra
can also be obtained by applying a single potential excursion during the spectral
acquisition, which is called the SPAIR procedure [82, 83]. These techniques involve
obtaining a sequence of single-beam FTIR spectra at a potential value or during the
potential sweep and referencing these to a spectrum obtained at the initial potential
or after complete oxidation had occurred. In particular, SPAIR spectra obtained
during potential sweep indicate the onset oxidation or reduction of a molecule of
interest. The SPAIR procedure is also currently employed to monitor the oxidative
removal of adsorbed carbon monoxide.

In addition, the potential-difference procedure is usually employed in order to
increase the S/N ratio and to subtract a strong background coming from the electro-
lyte IR absorption. The interferograms are then collected respectively at reference
potential (Eref) and sample potential (E). Usually, Eref is chosen as the potential at
which the adsorbates are stable or no reaction occurs, and E is the potential at which
oxidation/reduction of adsorbates or reagent stakes place. In order to improve the
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S/N, which is proportional to square root of the number of interferograms
(n) collected, a large number of interferograms is collected and co-added at each
of the two potential values. The Fourier transform of the coadded interferogram
yields the single beam spectrum at Eref and E. Finally, the resulting spectrum is then
calculated as:

ΔR
R

¼ R Erefð Þ � R Eð Þ
R Erefð Þ (11:13)

6.2.3 Time-Resolved In Situ FTIR Spectroelectrochemistry
In practice, electrochemical response depends on the configuration of IR electro-
lytic cell [101, 102]. Thanks to the rapid potential response and free mass transfer,
the ATR configuration is currently preponderant in temporal measurements. For
example, Osawa et al. [103] have first reported in situ step-scan time-resolved
FTIR spectra with sub-millisecond resolution utilizing an IR cell of ATR config-
uration. Time constants of the IR cell and time resolution of IR spectra through
ATR approaches of about 50 μs were reported [104, 105]. A limitation of the ATR
configuration consists nevertheless in its application scope as it is inherently
limited to electrodes of thin metal film deposited on ATR IRE or some bulk
semiconductor material. In contrast, thin-layer IR cell is universally used in static
measurements, since any type of material including thin metal films, bulk mate-
rials, conductive polymers, and carbon materials, etc., can be employed as elec-
trodes in this configuration. Also, single-crystal electrodes can be employed and
the effect of crystallography on the structure of adsorbed layers can be studied.
Unfortunately, the large cell time constant (typically several 10 ms) originated
from thin layer solution between IR window and electrode has greatly hampered its
application in transient investigations. Although some flow cells were proposed to
enhance the mass transfer rate [106, 107], the response of electrode potential to
alternation remained unsatisfactory for transient studies due to the large time
constant of these flow thin-layer IR cells. Some early attempts have also been
paid to study dynamic processes of electrochemical reactions by using time-
resolved IR techniques employing thin layer IR cells [108, 109] but short-lived
intermediates and fast kinetics were hardly investigated until recently due to the
still large time constants of IR cells. Zhou et al. have first reported the development
of an electrochemical in situ step-scan time-resolved microscope FTIR reflection
spectroscopy (in situ SSTR-MFTIRS) [110], which consists of a FTIR spectrom-
eter with step-scan facility, an infrared microscope, a home-made signal synchro-
nizer, and a thin-layer IR cell working with a microelectrode (Fig. 11.18).
The employment of microelectrode has overcome successfully the inherent
disadvantages of thin-layer IR cell in transient response. The time constant of the
thin-layer IR cell could be reduced and the time resolution of IR spectra reached
10 μs. The reported results illustrated that the in situ SSTR-MFTIRS is a suitable
tool for studying fast dynamic processes and kinetics of electrochemical reactions
at molecular level [111].
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6.3 In Situ FTIRS Studies of the Electrooxidation Organic
Molecules

IR absorption related to the state of the electrode surface or to the electrochemical
reactions at a given electrode potential during organic molecules electrooxidation is
typically detected by steady-state FTIR methods. Examples of this can be found in
the electroxidation of methanol, ethanol, ethylene glycol, glycerol, or glucose (fuel
molecules) as in situ FTIRS has been largely used to probe the reaction intermediates
and pathways on new kinds of electrocatalysts and fuel molecules and therefore
obtain mechanistic insights.

6.3.1 Ethanol Electrooxidation
Ethanol is a molecule which undergoes structure and composition sensitive parallel
reactions during its electrooxidation [112]. Breaking of the C-C bond, which is
necessary to complete oxidation of the ethanol molecule to CO2, is the principal
challenge for direct ethanol fuel cells but soluble acetaldehyde and acetic acid are the
main products in the partial oxidation pathway reactions. It has been reported that Pt
and Pd nanoparticles enclosed by high-index-facets exhibit enhanced catalytic
activity towards ethanol electrooxidation as they can promote the cleavage of C-C
bond and produce therefore more CO2 than low-index planes nanoparticles
[113, 114]. In situ FTIRS experiments were undertaken by Zhou et al. [115] to

Fig. 11.18 Schematic illustrations in situ spectroelectrochemical cell (a) and Pt microelectrode (b)
(Reprinted from Ref. [110] with the permission of Elsevier)
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confirm the pathway for ethanol electrooxidation on high index-faceted Pt NPs
supported on carbon black catalyst as compared to commercial Pt/C catalyst.

Numerous studies on the electrooxidation of ethanol have been devoted mainly to
identifying the adsorbed intermediates and elucidating the reaction mechanism by
means of various techniques, including in situ FTIR spectroscopy [116–124]. Briefly,
the main FTIR features related to ethanol oxidation products in acidic media, listed
in Table 11.3, are: the O=C=O asymmetric stretching at 2343 cm�1 reflecting the
cleavage of the C-C bond for ethanol oxidation; the CO stretching of adsorbed CO at
about 2050 cm�1 for CO linearly adsorbed on Pt; the CO stretching at 1720 cm�1

attributed to the C=O bond in acetic acid and acetaldehyde; the H–O–H bending
from interfacial water present inside the thin layer at 1650 cm�1; the C = O
stretching of acetic acid in solution at 1280 cm�1. Furthermore a band at
1044 cm�1 corresponding to the signature peak for the C–O stretching vibration of
CH3CH2OH, confirming its consumption by oxidation, is generally present and CH3

symmetric and asymmetric vibration modes (at 1370 and 1390 cm�1, respectively)
might also be observed. For purposes of following the end-oxidation products,
attention is generally focus on the bands centered at 2343 and 1280 cm�1, which
are associated to the formation of CO2 and acetic acid, respectively [116]. Obviously,
more CO2 and less acetic acid are formed on most effective catalysts for ethanol
oxidation and consequently the ratio of band intensities of CO2 to acetic acid should
increase. The in situ FTIRS results are therefore suitable to reveal catalysts having
enhanced activity for breaking the C-C bond in ethanol.

In recent years studies of ethanol electrooxidation in alkaline media have been
undertaken, mostly motivated for the perspective of finding alternative catalysts for
the scarce and expensive noble metals. In situ FTIR spectroelectrochemistry was
then applied to investigate the dissociation and oxidation of CH3CH2OH in alkaline
media, aiming to clarify the reaction mechanism with a focus on the crucial inter-
mediate species [119, 121, 124].

Ren et al. studied the H-D kinetic isotope effects on electrooxidation of ethanol on
Au, Pd, and Pt electrodes in alkaline solution by combining cyclic voltammetry and
in situ FTIRS measurements [125]. They revealed that the cleavage of the α-C–H
bond from C–H bond is the rate determining step (RDS) for alcohol electrooxidation
on Au electrodes, but not on Pt and Pd electrodes. The authors attributed this

Table 11.3 Assignment of IR bands typically observed in the spectra for ethanol oxidation in
acidic medium

Wavenumbers (cm�1) Assignment

1044 ν (C–O) CH3CH2OH

2343 νas (O=C=O) CO2

1720 ν (C=O) CH3COOH, CH3CHO

1392 δas (CH3)

1370 δs (CH3)

1280 ν (C–O) CH3COOH

~2050 ν (CO) Linearly adsorbed CO on Pt
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difference to the different binding affinity of hydrogen on electrodes surfaces. More
recently Yang et al. investigated the ethanol oxidation on Pd electrode with in situ
attenuated total reflection (ATR) surface-enhanced infrared absorption spectroscopy
coupled with H-D isotope replacement [119]. Real time in situ spectroelectro-
chemical measurements of ethanol oxidation on Pd electrode in alkaline media
revealed that the IR bands appearing within 1 s at 2980, 2120, 2209, 1377, 1452,
1153, and 1046 cm�1 correspond to interfacial CH3CH2OH or CH3CD2OH
(Fig. 11.17, Table 11.1 of reference [119]). Then, the band of multiply bonded
COad species arising from the ethanol dissociation appeared at 1671 cm�1, and its
intensity increased with a gradual frequency shift to 1844 cm�1 while the band
arising at 1625 cm�1 and assigned to adsorbed acetyl species was also observed.
Their observations suggested that surface ethanol first turns into adsorbed acetyl
through fast dehydrogenation on α-C at Pd electrode, and the as-generated acetyl
successively dissociates into α-COad and carbonaceous fragments by C–C bond
cleavage. Potentiodynamic ATR-SEIRA spectra for ethanol electrooxidation at the
Pd electrode reported by Yang et al. [119] are shown in Fig. 11.19. On the basis of
previous reports, the different observed IR features were assigned as follows: 1410
and 1554 cm�1 bands can be attributed to νs(OCO) of bridge-bonded acetate and
νas(OCO) of solution acetate, respectively; the 1354 cm�1 band was assigned to the
in-plane bending vibrations of the -CH3 group of the adsorbed acetate [δ(CH3)], and
the 1671–1844 cm�1 band is due to COad species [ν(COad)]. As previously stated,
the ν(C=O) acetyl vibration is mainly responsible for the observed 1610–1640 cm�1

band, in addition to a minor contribution from δ(HOH) of interfacial water.
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Fig. 11.19 In situ ATR SEIRA spectra obtained with a time resolution of 5 s on a Pd electrode in
0.1mol L�1 NaOH/0.5mol L�1 CH3CH2OH solution taking the single-beam spectrum at�0.5V/SCE
(a) and�0.3 V/SCE as reference. (c) Corresponding cyclic voltammogram recorded at 5 mV/s and (d)
potential-dependent band intensities for ν(COad), νs(OCO) of adsorbed acetate, and ν(C=O) acetyl + δ
(HOH) (Reprinted from Ref. [119] with the permission of the American Chemical Society)
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Taking into account the results obtained by means of in situ FTIR spectroscopic
methods the authors concluded that ethanol may undergo dehydrogenation to form
adsorbed acetyl followed by a successive decomposition to C1 species, including
COad and CHx. As the potential becomes more positive, the adsorbed acetyl is a
crucial intermediate that may be converted to either acetate in the C2 pathway or
carbonate (IR absorption band at 1390–1420 cm�1 that superimposes to νs(OCO) of
acetate) via the C1 species adsorbed, and CHx may also be converted to COad species
at high potentials. Thus, despite different intermediates, the reaction pathways for
ethanol electrooxidation on the Pd electrode in alkaline media are more or less
similar to that on the Pt electrode in basic and acidic media.

6.3.2 Glycerol Electrooxidation
Glycerol oxidation is made up of complex pathway reactions that can produce a large
number of useful intermediates or valuable fine chemicals. Coupling electrochemical
methods to analytical and in situ spectroscopic FTIR [126–132] measurements
enables to identify the intermediate species and the final reaction products which
is helpful to evaluate the activity of an electrode catalyst towards organics and to get
insights into the reaction mechanism. This knowledge can also help tailoring a
catalyst composition for a selective reaction process to valuable products. During
the last years the combination of electrochemical measurements and in situ spectro-
scopic techniques has been largely reported to study glycerol electrooxidation
[128–131, 133–136].

Gomes and Tremiliosi-Filho [130] proposed on the basis of spectroscopic studies
that the selectivity of the glycerol oxidation reaction over platinum was not depen-
dent of the pH value. In acidic as well as in alkaline media, tartronic acid (tartronate),
glycolic acid (glycolate), glyoxylic acid (glyoxylate), formic acid (formate), and
carbon dioxide (carbonate) were formed. Contrarily, Kwon et al. [128] found that the
mechanism and the selectivity of glycerol oxidation on platinum depended on the pH
value: glycerate produced via glyceraldehyde pathway was shown to be the main
product in alkaline media and glyceraldehyde became the main reaction product as
the pH value was decreased.

By means of in situ infrared spectroscopy Simoes et al. [133] observed the same
absorption bands on Pd/C as on Pt/C electrocatalysts and concluded that the same
mechanism was involved on both catalysts. In both cases, an absorption band located
at 1335 cm�1 and assigned to the presence of dihydroxyacetone species on the
electrode or at the vicinity of the electrode were present from the onset of glycerol
oxidation to higher potentials (1.15 V vs. RHE), indicating that the carbon bearing
the secondary alcohol group could also be oxidized at the platinum and palladium
surfaces. In the same work, the authors also claimed the presence of
hydroxypyruvate during the electrooxidation of glycerol on gold nanoparticles
based on the IR absorption band at 1350 cm�1.

Recently, Holade et al. [136] concluded by means of in situ spectroelectrochemical
experiments that the pathway for the electrooxidation of glycerol on Pd-based mate-
rials in alkaline medium is the glyceraldehyde one. Figure 11.20 displays the single
potential alteration infrared spectra (SPAIRS) obtained for Pd/C and Pd60Ni40/C
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catalysts during glycerol oxidation in alkaline medium reported by Holade et al. [136].
The first important result was that adsorbed CO is formed at low potential values
(ca. 0.40 V vs. RHE for Pd/C and 0.50 V vs. RHE for PdNi/C) indicating the cleavage
of C-C bond as reported in literature [137, 138]. Indeed, the band at about 1887 cm�1

on Pd/C and 1895 cm�1 on Pd60Ni40/C is attributed to bridged CO (μ2–(CO)) resulting
from the rapid dissociative adsorption of glycerol at low potential values. Another
important result was the evidence of CO2 production on the different nanocatalysts
(asymmetric stretching band at 2343 cm�1 wavenumber) [130, 131]. This band
appears at about 1.0 V versus RHE for bimetallic compositions and at about 1.1 V
versus RHE for the monometallic composition and corresponds to the decrease of the
absorbed CO band. According to Demarconnay et al. [139] CO2 appears in alkaline
medium as soon as carbonate (1390–1420 cm�1 band) [131, 139] could not be further
formed due to the lack of OH�. Indeed, Jeffery and Camara [131] have proved by
simple calculation in the thin interfacial layer (IR window-electrode interface) that the
depletion of OH� is enough to justify a sensible pH change during glycerol electro-
oxidation in alkaline medium. One can furthermore recognize the O-H stretching
vibration band of carboxylic acid towards 3000 cm�1 confirming the acidification of
the thin layer. It was there clearly shown that (i) adsorbed CO is formed during the
oxidation of glycerol for Pd-bases nanocatalysts, which results in poisoning of the
catalysts at low potential values, (ii) the main reaction products are glycolate
(1076 cm�1, 1326 cm�1, and 1410 cm�1 bands) and glycerate (1107 cm�1,
1380 cm�1, and 1416 cm�1 bands) and carbonate as shown in the FTIR spectra.
These spectra also evidenced small amounts of oxalate (sharp band at 1308 cm�1) and
formate (1350, 1382 cm�1). It should be stated that the intense band at 1583 cm�1 is
characteristic of different carboxylate ions and might also include a contribution of the
water bending vibration. For potential values higher than 1.0 V versus RHE CO2
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Fig. 11.20 SPAIR spectra recorded during glycerol oxidation in 0.1 mol L�1 NaOH electrolyte
containing 0.1 mol L�1 of glycerol on (a) Pd/C and (b) Pd60Ni40/C (Reprinted from Ref. [136] with
the permission of the American Chemical Society)
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formation takes place while the amount of glycolate increases. A broad vibration band
is also clearly visible between 1650 and 1720 cm�1 indicating the presence of adsorbed
glyceraldehyde and carbonyl species. Finally, the positive going bands at 1050 and
2700 cm�1 are attributed to glycerol and OH� consumption [131, 133, 137, 139],
whereas the band at about 3700 cm�1 corresponds to water stretching vibrations. The
spectra obtained for the bimetallic catalyst were similar to those obtained for the Pd/C
material. The major difference occurs at low potentials values. Indeed, for potentials
values ranging from 0.3 to 0.7 V versus RHE two main absorption bands at 1595 and
1700 cm�1 (assigned to different carboxylates and adsorbed carbonyl species, respec-
tively) are observed for PdNi/Cwhile for Pd/C themain absorption band corresponds to
adsorbed CO.

More recently, Palma et al. [140] reported that changes of the catalyst noble metal
(Pd or Pt) makes suitable selectivity towards the glycerol electrooxidation with the
possibility of utilizing it in cogeneration processes for renewable energy sources and
selective production of added-value molecules. Indeed they provided spectroscopic
and analytical evidences that Pt-Ru material has excellent catalytic ability towards a
selective oxidation of the secondary alcohol to di-hydroxyacetone, while Pd-Ru
anode favors the glycerate production.

6.3.3 In Situ FTIRS Studies of CO2 Electroreduction
The electrocatalytic reduction of CO2 has been attracting great interest in the last
years. Indeed, CO2 is a greenhouse gas and its emission has been growing along with
the increase in global energy demand. Numerous studies report the development of
electrochemical and photochemical metallic or molecular catalysts for efficient CO2

reduction. For CO2 electroreduction in situ FTIRS is an efficient approach to get
insights on the reaction process as it will help to reveal the mechanism of CO2

reduction and open the view for designing more effective catalyst. Innocent et al.
[141] proposed a reaction mechanism of selective hydrogenation of HCO3

� to
HCOO� on lead electrode in aqueous media by taking into account the bands of
species present in various spectra obtained with in situ IR reflectance spectroscopy.
The disappearance of the band ascribed to CO2 when applying a cathodic electrode
potential gave evidence that CO2 was not absorbed nor is it the electroreducible
species on the lead electrode surface. Accordingly, formate was the exclusive
organic species identified during chronoamperometry/FTIRS experiments at 1.6 V
versus SCE in aqueous or deuterated medium. The same authors also investigated
the electroreduction of carbon dioxide at the surface of a Pb electrode in propylene
carbonate, an aprotic solvent, by combining a voltammetry study and the in situ
FTIR reflectance spectroscopy measurements [142]. In spite of difficulties to differ-
entiate the specific bands of the solvent and those resulting from the adsorption of
carbon dioxide, it was shown by FTIR spectroscopy that the main reaction product
was oxalate. The chronoamperometry/FTIRS experiment was shown to be a suitable
technique to provide evidence of the consumption of carbon dioxide. When applying
an electrode potential of �2.5 V versus Ag/AgCl during 300 s, the decrease in the
CO2 IR absorption band intensity (2341 cm�1) was observed, while that attributable
to oxalate appearing at 1642 cm�1 increased. In addition, the reduction process in a
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0.2 mol L�1 TEAP-PrC solution at the Pb metallic surface leads selectively to the
dimerization of CO2. The adsorbed species determined by in situ FTIRS measure-
ments supported the proposed mechanism of the reaction in aprotic medium.

On the other hand, Xiang and coworkers [143] reported that 6,7- dimethyl-4-
hydroxy-2-mercaptopteridine (PTE) was an effective electrocatalyst for the reduc-
tion of CO2 without the involvement of any metal. They performed bulk electrolysis
of a saturated CO2 solution in the presence of the PTE catalyst and found that it
produces methanol with a Faradaic efficiency of 10–23%. FTIR spectroelectro-
chemistry was used to detect the progression of two-electron reduction products
during bulk electrolysis, including formate (1350 and 1370 cm�1 IR absorption
bands), aqueous formaldehyde (1442 cm�1 IR absorption band), and methanol
(1466 cm�1 IR absorption band). A transient intermediate was also detected by
FTIR (at 1625 cm�1) and assigned as a PTE carbamate.

Very recently, Firet and Smith [144] probed surface bound intermediates of the
electrocatalytic CO2 reduction reaction on a Ag thin film catalyst by means of
operando ATR-FTIR measurements in an electrochemical cell. The IR signals of
the reaction intermediates were large enough to discern as the Ag catalyst was
deposited directly on the ATR crystal. They were able to detect both Ag-H and
Ag-CO intermediates that lead directly to the formation of H2 and CO, respectively
(Fig. 11.21). In the potential range between �1.40 Vand �1.55 V versus Ag/AgCl,
COOH* was observed as the only reaction intermediate while at applied potential of
�1.6 V versus Ag/AgCl, COO�* intermediate was also observed (Fig. 11.21).

Indeed the large peak at 1288 cm�1 observed in spectra of Fig. 11.21 was
assigned to the C�OH stretch of COOH. The inverse water peak (H�O�H bend)
that was present in the N2 spectrum at�1.45 Vat 1652 cm�1 seemed to broaden with
the presence of flowing CO2 at �1.45 V, to show a combination of the H�O�H
bend and a C=O asymmetric stretch at 1660 cm�1 that was assigned to the COOH*
intermediate. Therefore the combined peaks at 1288 and 1660 cm�1 indicated that
the COOH* intermediate is present during the CO2 reduction on the Ag film. The
peak at 1386 cm�1 was more difficult to assign and was shown to correspond to
adsorbed COO�.

Based on their results, the authors proposed that the reaction mechanism of CO2

reduction to CO on a thin film Ag catalyst is a one-step proton coupled electron
transfer when the applied potential is between �1.40 V and �1.55 V versus
Ag/AgCl, and at more negative potentials the reaction follows the two-step mech-
anism where COO�* is formed before COOH*. Besides these results show that
operando spectroscopic techniques can be a very valuable tool in elucidating the
interplay between the catalyst and the applied potential during the electrochemical
CO2 reduction reaction.

6.4 In Situ FTIRS for Catalysts’ Characterization

In situ FTIRS can be also used to characterize electrocatalysts by using a suitable
probe molecule. Among the possible probe molecules, CO is definitely the most
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attractive one in electrocatalysis field area for several reasons. The first reason is that
CO is the poisonous intermediate involved in oxidation or dissociation of most
organic molecules. Secondly, the empty 2π* orbital of CO can accept d-electrons
from transition metals to form d-π* back-donation bond, enhancing consequently the
interaction between CO and transition metals. Finally, CO electrooxidation is a
surface structure sensitive reaction. It has been reported that, for CO adsorption on
basal planes of Pt single crystal, bridge-bonded CO (COB) is favorable on Pt(111)
and Pt(100) [145], while linearly bonded CO(COL) is dominant on Pt(110) single
crystal electrode [146]. Among anode catalysts, Pt-Ru catalyst is one of the best
candidates in regard to the CO-tolerance. As proposed by Watanabe and confirmed
by in situ FTIRS measurements [147], the oxidation of adsorbed CO at Pt sites is
facilitated by oxygen species adsorbed at Ru sites (Ru-OH) in the so-called bifunc-
tional mechanism. Due to the strong IR absorption of the CO stretching mode the in
situ FTIRS employing CO as probe molecule has provided invaluable information
on characterizing transition metal catalysts.

Ma et al. [148] used in situ FTIRS employing CO as a probe molecule to obtain
microscopic level information regarding the interaction between the catalytic site
and the probe chemisorbed molecule as it is well stated that the measured vibration
frequency (position of the absorption band in the FTIR spectrum) would strongly
depend on the electronic properties of the adsorption site, and therefore any eventual
shift in this band should be correlated with the modification of the electron density of
Pt by Ti or Se atoms. The obtained spectra showed in each case the band character-
istic of the stretching of CO linearly bound to Pt (COL) in the 2050–2070 cm�1

range. A slight shift (6 cm�1 at 0.1 V vs. RHE) of this COL band towards higher
frequencies was observed for the PtxTiy/C and PtxSey/C as compared to Pt/C

Fig. 11.21 (Left) Assignments of reactants and products present during ATR-FTIR experiments in
0.1 mol L�1 KCl. The red line is a spectrum taken during N2 flow where the background was also
taken during N2. The orange spectrum was taken 20 min after a potential of 1.45 V versus Ag/AgCl
is applied, with the red line as background spectrum. The yellow spectrum was taken 20 min after a
CO2 is introduced to the cell. (Right) ATR transmission spectra in saturated CO2 0.1 mol L�1 KCl
electrolyte at different potentials showing the peaks that belong to the CO2 reduction intermediates.
The background for these spectra was taken after 30 min at the same potential under a nitrogen
purge (Reprinted from Ref. [144] with the permission of the American Chemical Society)
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indicating a weaker CO adsorption. A second band occurring at higher wavenumber
values (2072–2085 cm�1) was also clearly visible for the PtxTiy/C catalyst. The
occurrence of this higher frequency mode indicates a weaker bound state of CO on Pt
nanoparticles (NPs) sites. The obtained COL stretching band positions are plotted in
Fig. 11.22 as a function of the electrode potential. The inset shows the corresponding
spectrum recorded at 0.5 V versus RHE in the COL stretching region. It should be
noted that a particular band shifts towards higher wavenumbers with the increase of
the applied electrode potential at constant COad coverage (Stark shift), and it also
shifts in a continuous manner to lower frequencies as the coverage decreases.
Indeed, as the number of adsorbed molecules decreases, the competition for the
electrons of surface atoms also decreases so that there is more charge available to put
into each adsorption site with the consequence that the C–O stretching frequency
decreases. The obtained band position evolution during the CO electrooxidation can
be explained by these two processes. At low potential values, before the beginning of
the oxidation the position of a particular band increases therefore linearly with the
increase of the potential, and the obtained slope gives an indication of the CO
dipole–dipole interaction. In the reported case, the obtained slopes were similar for
all the materials and we can therefore conclude that the difference observed in the
COL band frequency may indeed be explained by the electronic modification of the
Pt NPs. Integrated COL and CO2 IR bands’ intensities were also depicted in
Fig. 11.22 as a function of the electrode potential for the three materials. For the
PtxTiy/C it can been seen that the CO electrooxidation to CO2 starts at the same
potential as compared with Pt/C while the maximum of the CO2 band intensity curve
occurs at slightly lower potential values. The negative shift in the oxidation peak
potential and the highest C–O stretching frequency obtained for this material
indicate that the presence of titanium has an influence on the electronic properties
of platinum in a favorable way so as to improve its tolerance towards carbon
monoxide.

In another work the same authors provided evidence of the strong interaction
between platinum and graphitic domains modifying the electronic properties of
platinum nanoparticles by means of CO stripping experiments coupled with in situ
FTIR measurements [149].

Finally, in a very recently reported work the effect of the gradual reduction of
graphene oxide on the CO tolerance of Pt NPs was studied using several spectro-
scopic techniques, including in situ FTIR [150]. The authors used the in situ
technique to probe the “electronic state” of platinum centers as an eventual shift in
the absorption band of CO adsorbed on Pt should indicate their electronic modifi-
cation resulting from the interaction with the support. Indeed, an electronic influence
of the support modifying the electron density nearby the Fermi level should affect
the extent of the backdonation of 5d electrons from platinum to the CO antibonding
orbitals and therefore the Pt-CO binding. Although there is no straightforward
correlation between the adsorbed CO stretching frequency and Pt-CO binding
energy it is commonly accepted, as stated before, that the backdonation of metal
electrons into CO antibonding orbitals stabilizes the metal-molecule bond and
weakens the CO bond resulting therefore in a decreased CO vibration frequency.
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Based on the obtained results the authors concluded that for oxidized carbon-based
substrates, a decrease of the p-electron density on the carbon-based materials was
responsible for increasing charge transfer between Pt and carbon, engendering the
observed increase in the adsorption strength of CO molecule.

Fig. 11.22 Potential dependence of the C–O stretching wavenumber for on-top COL for Pt/C,
PtxTiy/C, and PtxSey/C catalysts (a), (c), (e) (inset curves show the corresponding in situ FTIR
spectrum recorded at 0.5 V versus RHE during oxidative stripping of CO absorbed on the
investigated catalysts). Normalized COL and CO2 band intensities calculated from FTIR spectra
as a function of the electrode potential (b), (d), (f). (Reprinted from Ref. [148] with the permission
the Royal Society of Chemistry)

422 T. W. Napporn et al.



Vibration spectra of adsorbed species reflect therefore the state of internal and
external bonds, the lateral interactions within the adlayer, as well as the effect of the
external electric field on the vibration frequencies and intensities. This information
gives valuable data for a molecular picture of the electrochemical double-layer and
contributes to an improved understanding of the physicochemical properties of the
electrified interface.

7 Composition-Selectivity Correlation of Nanocatalysts
for Carbon Dioxide Electroreduction and Ethanol
Electrooxidation Determined by On-Line DEMS

7.1 Principle of the Differential Electrochemical Mass
Spectrometry (DEMS)

The Differential Electrochemical Mass Spectrometry (DEMS) technique combines
electrochemical experiments with mass spectrometry. It allows the on-line detection
of gaseous or volatile products from different electrochemical reactions, including
nanoparticle-catalyzed electrode reactions.

The study of the electrode reaction pathways may involve not only the investi-
gation of the electrochemical variable such faradaic current, voltage, and charge, but
also the nature and quantity of the products generated at the electrode surface. The
determination of reaction products can be accomplished by using chromatographic
methods, after experiments of bulk electrolysis. However, in this procedure, some
reaction intermediates can be reactive with other species in the electrolyte solution or
suffer additional steps of readsorption, and this causes a difficulty in the interpreta-
tion and distinction of the reaction pathways/mechanism. In order to overcome this
limitation, Bruckenstein and Gadde [151] coupled an electrochemical cell with a
mass spectrometer by using a porous hydrophobic electrode interface. This appara-
tus allowed quantitative analysis of volatile and gaseous reaction products, generated
during electrochemical reactions. Wolter and Heitbaum [152], also using a porous
hydrophobic electrode as the interface, have found that the adaptation of a mass
spectrometer with two pumping stages (two turbomolecular pumped vacuum cham-
bers) resulted in fast response times. This enabled on-line and instantaneous analysis
of the gaseous or volatile products as a function of the electrode potential, and named
this technique as Differential Electrochemical Mass Spectrometry (DEMS).

Different equipment setups can be employed, but in the most of the cases, an
adapted electrochemical cell, with a hydrophobic porous electrode interface, is first
connected to a pre-chamber (pressure normally at 10�4–10�5 mBar during opera-
tion), which is connected to a main chamber (pressure normally at 10�5–10�6 mBar)
via a small hole (ca. 3.0 mm diameter; inducing a pressure difference of a hundred
times between both chambers), in which is located the mass selector and detector
(usually a quadrupole and a faraday cup or an electron multiplier) [153]. In a typical
DEMS experiment, the faradaic current versus potential (or vs. time) is simulta-
neously collected with the ionic current of the mass fragments (selected values of
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mass/charge, m/z, ratios). Several electrochemical methods can be performed
according to the reaction in analysis and the monitored mass fragments can, there-
fore, be registered synchronized with the potential. Also, different electrochemical
cells and working electrode/mass spectrometer interfaces have to be constructed,
depending on the reaction under investigation and reaction conditions.

Among the different uses and advantages of this technique, one can mention the
on-line and fast detection of products of multiple electron transfer reactions. Nano-
structured materials, especially metallic nanocatalysts, have attracted considerable
attention due to their specific properties and promising activity for practical applica-
tions such as energy storage/conversion systems [154–156]. Several research groups
have shown the importance of the performance analysis of these metallic nanocatalysts
to produce high-value added products from CO2 reduction and to catalyze the
conversion of chemical to electrical energy on fuel cells. In this part of the chapter,
we will present some results obtained for the detection of the reaction products by
DEMS of electrocatalytic reactions of CO2 reduction and ethanol electrooxidation.

7.2 Monitoring the Electrocatalyst Selectivity for the CO2
Electroreduction to CO Via On-Line DEMS

The electrochemical conversion of CO2 molecule into useful products can be carried
out in aqueous and nonaqueous electrolyte solutions. In aqueous electrolyte, at pH
close to 7.0 (in which water is the proton source), the CO2 electrochemical reduction
follows different pathways, producing diverse products, depending on the nature of
the nanomaterial used as electrocatalyst. The examples presented in the Eqs. 11.14 and
11.15 are related to the two-electron pathways generating HCOO� and CO, respec-
tively. More complex pathways are possible, generating hydrocarbons, and they
involve multiple steps of hydrogen addition (Eqs. 11.16 and 11.17) [157]. However,
by using aqueous electrolyte, the hydrogen evolution reaction (Eq. 11.18, HER) is a
possible parallel route, which reduces the faradaic efficiency. Thus, the optimization
of electrocatalysts is one of themain challenges for the selective CO2 electroreduction.

CO2 þ H2Oþ 2 e� ! HCOO� þ OH� � 0:43 V (11:14)

CO2 þ H2Oþ 2 e� ! COþ 2 OH� � 0:52 V (11:15)

CO2 þ 6 H2Oþ 8 e� ! CH4 þ 8 OH� � 0:25 V (11:16)

2 CO2 þ 8 H2Oþ 12 e� ! C2H4 þ 12 OH� � 0:34 V (11:17)

2 H2Oþ 2 e� ! H2 þ 2 OH� � 0:41 V (11:18)

(Potentials vs. standard hydrogen electrode – SHE)
As can be noted, the equilibrium potentials of the electrochemical reduction of

CO2 presented above are close to that of HER. Experimentally, high overpotentials
are required and they are related to the high energy associated to the transformation
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of linear and stable CO2 molecule to the bent unstable adsorbed [CO2
•�] radical

anion. The production of this intermediate, that occurs via 1 e� transfer
(CO2 + e� ! CO2

•�, E = �1.90 V vs. SHE), is a rate-determining step of the
CO2 electroreduction [157]. Thus, lowering the potential of this initial step is the
most challenging aspect for the electrocatalytic CO2 reduction.

Bulk and/or nanostructured metallic electrocatalysts have been studied as electro-
catalysts for the CO2 electroreduction in aqueous electrolyte [154–156,
158–165]. Basically, the electrocatalysts can be classified according to their hydro-
gen evolution overpotential and CO adsorption strength [157]: (i) Pb, Hg, In, Sn, Cd,
and Bi have high hydrogen overvoltages and negligible CO adsorption strength,
producing HCOO� as the main product; (ii) Au and Ag have medium hydrogen
overpotential, and weak CO adsorption properties, producing CO as the main
reaction product; (iii) Ni, Fe, and Pt have low hydrogen overpotentials and strong
CO adsorption, and, so, the CO2 electroreduction is negligible compared to the water
electroreduction; (iv) Cu has medium hydrogen overvoltages and medium CO
adsorption strength, so, it is able to reduce CO2 to more reduced species such as
CH4 and C2H4 [155, 156, 160–165].

Different electrochemical cells and interfaces with the DEMS equipment can be
employed for the CO2 electroreduction study. In a recent work [166], we studied the
selective CO2 electrochemical reduction to CO on metal nanoparticle-catalyzed
porous electrode interface in aqueous electrolyte by on-line DEMS. The electro-
chemical cell was formed by a three-neck round-bottom flask, with a magnetic bar
for stirring the electrolyte. The working electrode/mass spectrometer interface
consisted of a disk-shaped carbon paper pressed onto a porous (20 nm diameter)
polytetrafluoroethylene (PTFE) membrane. This was used as the conductive elec-
trode for the deposition of the powder electrocatalysts. The electrode was positioned
onto the top of a stainless steel frit, and two gold ribbons, isolated from the
electrolyte, were placed on the electrode edges for the electric contact.

The faradaic and ionic currents for m/z = 2 (H2) and 28 (CO) obtained during
DEMS experiments of cyclic voltammetry for the CO2 electroreduction on synthe-
sized Au/C and Ni/C nanoparticles [167–169] in CO2-saturated 0.5 mol L�1 KHCO3

aqueous electrolyte, at 25 �C, are presented in Fig. 11.23. For both electrocatalysts, it
is seen that H2 (Fig. 11.23b) is produced (via water electroreduction), and it is
detected with similar overpotentials. For NiO/C, as the HER is dominant over the
CO2 electroreduction (due to the Ni low HER overpotential and its high CO
adsorption) any or insignificant CO is produced. So, the increase in the H2 signal
is accompanied by a decrease of the mass-to-charge ratio 28 (Fig. 11.23c) due to the
exhaustion of dissolved CO2 in the localities of the electrode surface. In the case of
the Au/C electrocatalyst, instead, even with parallel H2 generation, as CO is
the major CO2 reduction product, it is apparent the increase in the ionic current for
m/z = 28, even with the parallel water reduction, generating H2.

The CO formation on Au/C was also observed during potentiostatic measure-
ments. Figure 11.24 presents the ionic currents for m/z = 28 (CO) and for m/z = 2
(H2), and the imposed electrochemical potential, as a function of time, obtained
during DEMS experiments of chronoamperometry for CO2 electroreduction. As can
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be seen, the potential step from OCP to �1.3 V results in a step of the ionic currents
due to the CO and H2 formation originated from the CO2 and the parallel water
electroreduction. The CO signal, nevertheless, undergoes a decrease as a function of
time, with the concomitant increase in the signal for H2 formation (m/z = 2), evidenc-
ing that the route of CO formation is being suppressed as a function of the time, and
further water electroreduction takes place. On the other hand, experimentally, a
restoration of the CO signal was observed after potential excursion to higher potential
(close to 1.0 V), with the same deactivation behavior in the consecutive measurement
of polarization for CO2 reduction. This deactivation or poisoning of gold during the
CO2 electroreduction to CO was also observed by Kedzierzawski et al. [170], and they
stated that an adsorbed reaction intermediate, previous to CO, is likely to be the
poisoning species. These results suggest, therefore, that the CO2 electrochemical
reduction studied by the on-line DEMS technique can be used for characterizing the
nanoparticle regarding their reactivity for CO adsorption and HER overpotential.

Fig. 11.23 Faradaic and
Ionic currents form/z= 2 (H2)
and 28 (CO) acquired during
DEMS experiments of cyclic
voltammetry at 1.0 mV s�1 in
CO2-saturated 0.5 mol L�1

KHCO3 electrolyte (25 �C),
for the Au/C and NiO/C
electrocatalysts (Reproduced
with permission from Ref.
[166])
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7.3 Study of the Ethanol Electrooxidation Using DEMS
for Indirect Hydrogen Fuel Cells

Ethanol is a renewable fuel and has a high-energy power density. Its direct utilization
as fuel in PEMFC (proton exchange membrane fuel cell), however, suffers from a
serious drawback related to the sluggish kinetic and low faradaic current efficiency
for the complete electrooxidation, lowering the overall fuel cell efficiency [171]. For
practical applications, an alternative is its use in indirect hydrogen fuel cells. In this
system, the ethanol molecules can be submitted to an external fuel processor, such as
a thermal catalytic dehydrogenation and, after a separation step of the by-products
(via condensation, for example), the generated H2 molecules are directed to feed a
PEMFC. The dehydrogenation step can be carried out at low temperature
(ca. 200 �C) and, by using specific catalysts, be selective to the formation of
hydrogen and acetaldehyde or hydrogen and ethyl acetate, for example [172]. Nev-
ertheless, unreacted ethanol and the by-product species might, eventually, not be
separated during the condensation step and, so, the PEMFC will be fed with a stream
formed by a mixture of H2 and low quantities of the dehydrogenation by-product
vapors. In this case, the fuel cell anode electrocatalyst ought to be active for the H2

electrooxidation, and tolerant to the presence of the ethanol dehydrogenation
by-products. Alternatively, the electrocatalyst can be also active for the electro-
oxidation of the residual ethanol and of its dehydrogenation by-product (acetalde-
hyde, for example). Considering that the anode electrocatalyst is based on platinum
and that the electrode feed stream will mostly contain H2, the anode potential during
operation will be low. In addition, regular PEMFC, that use Nafion® as electrolyte,
will operate at temperatures below 100 �C. On platinum, these conditions will favor
the ethanol C-C bond break (C1-pathway [173]), but the electrooxidative removal of
the resulting adsorbed reaction intermediates such as CO and CHx will not take place
(no water activation for the oxygen addition occurs at low potentials). Therefore, the

Fig. 11.24 Ionic currents for
m/z = 2 (H2) and 28 (CO) and
the imposed electrochemical
potential (black line), as a
function of the time, obtained
during DEMS measurements
of chronoamperometry in
CO2-saturated 0.1 mol L�1

KHCO3 electrolyte at 25 �C
for Au/C nanoparticles
(Reproduced with permission
from Ref. [166])
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use of a nanostructure electrocatalyst that is active for the H2 electrooxidation and,
concomitantly, selectively active for the ethanol (or acetaldehyde, for example)
electrooxidation via the C2-pathway (intact C-C bond) would be viable for such
application because it avoids the surface poisoning by CO and or CHx species.

In view of this scenario, we have synthesized carbon-supported platinum and
tungsten-modified platinum nanoparticles, represented here by Pt/C and W/Pt/C (2:3
atomic ratio), respectively. These materials were tested as electrocatalysts for the
electrooxidation of ethanol and acetaldehyde, and of H2 in the presence of these
molecules in the electrolyte [174]. The bimetallic material was formed by W-Pt with
low W insertion into the Pt lattice (low degree of alloy), superficially decorated by
WO3 nanoclusters, prepared by impregnation methods, followed by thermal treat-
ment in hydrogen atmosphere [175].

Figure 11.25 shows the DEMS results obtained during cyclic voltammetry
experiments for the ethanol and acetaldehyde electrooxidation on W/Pt/C in
0.1 mol L�1 ethanol or acetaldehyde + in 0.5 mol L�1 H2SO4 electrolyte, at
25 �C. As can be noted, Pt/C is active for the electrooxidation of both molecules,
producing CO2 (from the electrooxidation of ethanol or acetaldehyde) and acetalde-
hyde (from the electrooxidation of ethanol) and, therefore, it is not selective for one
specific route. W/Pt/C shows lower activity for the ethanol electrooxidation in
relation to Pt/C. However, its mass signal for CO2 (m/z = 22) is nearly zero, and
acetaldehyde (m/z= 44) is the only detectable product (although not shown here, the
suppressed C-C bond scission was also evidenced by the absence of methane
formation, m/z = 15). As mentioned above, the ethanol electrooxidation to CO2

may involve steps of ethanol adsorption, deprotonation, C-C bond breaking, and
oxygen addition. The reaction pathway perturbation brought by the W modification
may evidence that the steps of adsorption and deprotonation still occur, but the
formation of reactive species such as CH2CHOads or CH2CH2Oads, suggested in a
previous work [176], may not occur, suppressing completely the C-C bond dissoci-
ation and, consequently, inhibiting the CO2 production. This result evidences a total
deviation from the pathway of CO2 formation and, so, high selectivity of acetalde-
hyde formation. Additionally, the W/Pt/C material was barely active for the electro-
oxidation of acetaldehyde, as noted by the marginal faradaic and ionic signals in
Fig. 11.25a. Interestingly, the W/Pt/C electrocatalyst was active for H2 electro-
oxidation, and tolerant to the presence of acetaldehyde (due to its inactivity for
acetaldehyde electrooxidation), as can be observed in Fig. 11.25b. Contrarily, Pt/C,

�

Fig. 11.25 (continued) 0.5 mol L�1 H2SO4 electrolyte at 25 �C. Scan rate of 10 mV s�1. (b)
Faradaic current obtained during (a) CV and (b) chronoamperometry in RDE measurements of H2

or H2 + 0.1 mol L�1 CH3CHO electrooxidation catalyzed by W/Pt/C (2:3) and Pt/C in 0.5 mol L�1

H2SO4 electrolyte at 25 �C. The CV measurements were conducted at a scan rate of 10 mV s�1 and
the chronoamperometric curves were performed at E = 0.1 V during 30 min. Rotating rate of
1600 rpm; (c) Levich curves for both electrocatalysts showing slight higher inclination for Pt/C,
which is ascribed to the electrooxidation of acetaldehyde in parallel to that of H2 (Reproduced with
permission from Ref. [174])
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although possessing superior H2 electrooxidation activity, it suffered a pronounced
deactivation of the faradaic current in the presence of acetaldehyde in solution. This
is ascribed its low selectivity for the ethanol electrooxidation, producing 1-carbon
species, originated from the C-C bond dissociation (of ethanol or acetaldehyde),
which poison the electrode surface in the potential domain that the H2 electro-
oxidation takes place. Therefore, this material would be useful as a guide or initial
point for the development of electrocatalysts for application in the anode of indirect
hydrogen PEM fuel cells, as it features the following aspects: (i) is active for H2

electrooxidation and (ii) is inactive for the C-C bond breaking, which means that it
selectively catalyzes the electrooxidation of ethanol and/or acetaldehyde via the
C2-pathway; therefore, it does not suffer the poisoning from 1-carbon intermediate
species such as CO and CHx.

The above-presented results show that the study of the ethanol electrooxidation
by on-line DEMS can be utilized as a model study for characterizing the properties
of nanostructured electrocatalyst that control the electrochemical reaction activity
and selectivity. So, this type of study can be extended to other nanoparticles in order
to establish the composition-structure/electrocalytic activity and selectivity
correlations.

8 Conclusions and Future Perspective

Electrochemistry offers nowadays various tools and in situ techniques for under-
standing the surface and morphology of electrode materials at nanoscale. Pure
electrochemical tools such as cyclic voltammetry or underpotential deposition of a
metallic monolayer are powerful approaches to assess the active surface area and its
crystallographic structure. Moreover, IL-TEM is an additional tool which permits to
know the morphology of the nanocatalysts before, during, and after the reaction.
X-ray absorption spectroscopy is another in situ technique that allows determining
(i) the chemical nature and the coverage by specific adsorbates and (ii) the chemical
and structural changes occurring under simulated (in situ) or real device (operando)
operating conditions. Because it allows analysis of the local environment of the
different constituents of a multi-element nanomaterial simply by adjusting the beam
energy to the specific absorption edge, XAS is also perfectly complementary to
electron-based techniques and vibrational spectroscopies. The development of in situ
FTIRS allows studying electrooxidation or electroreduction compounds (such as
glycerol, ethanol, glucose, CO2, etc.) on nanocatalysts in order to identify, as
function of the electrode potential, the intermediates, the products of reactions and
to propose a mechanism. Complementary investigations with on-line DEMS permit
the detection of CO during the electroreduction of CO2 with a strong parallel
hydrogen evolution reaction. Additionally, this technique has permitted the on-line
and instantaneous monitoring of the ethanol electrooxidation products, and, the
selective electrocatalysts for the C2-pathway, providing evidences of its complemen-
tarity with FTIRS in the discrimination of molecules such as CO2 (m/z = 22;
2343 cm�1) versus CH3CHO (m/z = 44 or 29; 1720 cm�1). In the near future, the
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combination of innovative techniques that provide a molecular level knowledge and
the electrochemical interfaces probing appears as a reliable approach to overcome
challenges in electrocatalysis.
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reactions, 209
sample, 196

Hopping, 18
Human serum albumin (HSA), 332–33

Humidity compensation, 317
Hybridization, 194
Hybrid materials, 253, 266
Hybrid organic–inorganic materials, 35
Hydrocarbons, 21

detection, 330
Hydrogenation, 177
Hydrothermal synthesis, 191
Hyphenated technologies, 73
Hyphenation, 92

I
Identical-location transmission electron

microscopy (IL-TEM), 393, 398
IFEFFIT, 198, 199
Image intensity, 88
Image pattern, 80
Image processing, 80
Immersion probe, 208, 215, 216
Immunosensor, 320
Impact electrochemistry, 68
Indirect nanoplasmonic sensing (INPS),

129–132
Inductively coupled plasma (ICP), 67
Ineleastic scattering, 193
Infrared reflection-absorption spectroscopy

(IRRAS), 36, 409
In-operando

characterization, 22
studies, 177
XAS techniques, 202

In-plane dipole, 109, 112, 126–128
In-plane quadrupole, 109
In-situ

analysis, 226, 245
cell, 207–211
characterization, 223–225, 231
DEXAFS, 215
EXAFS, 192, 214
experiments, 191
GIWAXS, 54
growth, 200
LSPR spectroscopy of single nanoparticle,

132–143
macroscale UV–vis-NIR extinction

spectroscopy, 123–132
measurement, 189, 190
microscopy measurements, 55
QEXAFS, 211
reaction, 192
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In-situ (cont.)
storage, 242, 244
studies, 190, 218
techniques, 190
TR-XAFS, 203
XAFS, 213
XANES, 211
XAS techniques, 192, 202, 205, 214, 217
X-ray diffraction, 37
XRD, 206

In-situ characterizations, of nanoparticles, 62
analytical techniques for, 64–74
surface plasmon resonance microscopy,

74–78
Insulating membrane, 16
Integrated system scanning probe microscope-

quartz microbalance, 358–359
Integration time, 200, 201
Intensity, 165
Interaction potential, 18
Interatomic distances, 160
Intercalation, 173, 174
Interface (surface) liquid, 63
Interference, 162, 196
Interferometric reflectance imaging sensor, 73
Interferometric scattering microscopy, 73
Interferometry, 71
Intermatrix synthesis (IMS), 257
Intermediate, 190, 193, 202–204, 214–216, 218
Internalization, 170
Inverse task, 90
Iodine and chorine ions competition, 53
Ion chambers, 165
Ion exchange reactions, 49
Ionic referencing, 84
Ionic strength, 86
Ionizing radiation, 2, 7
IR, 192, 206
Isopropanol, 12
Isosbestic points, 202
Isothermal reaction, 40

J
J-T effects, 173

K
Kapton, 166
Kapton window, 207
Kelvin probe, 360

Kinetics, 123, 125–128, 132–133,
140, 169

Kretschmann configuration, 77
k-space, 162

L
Lab-on-a-chip, 167, 168
Lamellar stacking, 44
Lamer nucleation burst, 212
Large application potential, 97
Large surface area, 77
Lattice constant, 230, 242
Layer-by-layer (LBL), 117

gold nanoparticles, 376
LCF, see Linear combination fitting (LCF)
Lead halides, 38
LET radiation, 8
Ligand, 168, 170, 194
Light transmission aggregometry (LTA), 362,

376
Li intercalation, 173
Limit of detection, 323
Linear combination fitting (LCF), 194, 202, 211
Liquid cell, 2, 13
Liquid cell electron microscopy (LCEM), 3–4,

13, 14, 17–20, 26, 70
Liquid phase TEM (LP-TEM), 191
Liquid suspensions, 62
Lithiation, 173
Lithium battery, 24
Localized surface plasmon resonance (LSPR)

spectroscopy, 3, 66
colorimetric assay, 148
design principles, 143–148
imaging, 149–152
influencing factors, 109–121
refractive index assay, 148–149
in situ LSPR spectroscopy of single

nanoparticle, 132–143
in situ macroscale UV–vis-NIR extinction

spectroscopy, 123–132
spectroscopic measurements, 121–123

Local spatiotemporal intensity changes, 81
Local structure, 160, 161, 189, 192, 195,

206, 207
Long-range migration behavior, 49
Long range order, 192–194
Low bandgap polymers, 42
Low-cost sensors, 292
Low-dose, 15
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LSPR spectroscopy, see Localized surface
plasmon resonance (LSPR)
spectroscopy

Luminosity, 161

M
Macromolecule, 6, 13–14
Magnetic ions stability, 338
Magnetic nanoparticle, 374
Magnetic stirrer, 207–209
Mason model, 293
Mass deposited, on sensor, 291
Mass spectrometry (MS), 74
Mass spectroscopy, 192
Matrix, 203, 205, 258

components, 82
MCR-ALS, see Multivariate curve resolution

with alternating least squares
(MCR-ALS)

Mean free path, 164, 196, 199
Measurement time, 87
Medical monitoring, 343
Membrane electrode assemblies (MEAs),

393, 394
Membrane potential, 17
Membranes, 2, 3, 5, 13, 16, 20, 26

surface, 18
Mesa shape, 326
Metal ion migration, 49
Methylammonium iodide, 38, 51
Micelles, 268
Microarray immunoassay, 151
Microfluid reactors, 167
Micropatterned surface, 84
Microscale thermogravimetric analysis

(μ-TGA), 376–377
Microscopy, 42
Microspotting, 83
Mie theory, 65
Milk adulteration, 321
Millifluid reactors, 167
Mixing capability, 341
Modulation, 164
Molecular beam epitaxy (MBE), 224, 226, 228,

232, 245
grown, 224, 232, 245

Molecular ordering, 44
Molecular orientation, 36
Molecular packing, 36, 44
Monochromator, 161, 164
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design, 325
MoO2, 216, 218
Morphological changes, 260, 263
Morphologic evolution, 134
Multichannel quartz crystal resonator (MQCR),
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Multi-dimentional in-situ spectroscopy, 219
Multisensor applications, 344
Multistep FTIRS (MS-FTIRS), 409, 411
Multivariate curve resolution with alternating

least squares (MCR-ALS), 192, 202,
205, 217, 218

Multiwalled carbon nanotubes (MWCNTs),
359, 362, 368, 373

N
Nanoalloys, 134
Nanocages, 145, 148
Nano-carbonaceous materials, 327
Nanoclusters, 167, 168
Nanocomposites, 173, 174, 253, 269, 277

materials, 255, 269
Nanocubes, 109, 110, 112, 117
Nanodecahedra, 110
Nanomaterials, 160–162, 173, 182

application of QCM (see Quartz crystal
microbalance (QCM))
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DEMS technique (see Differential

electrochemical mass spectrometry
(DEMS))

electrochemistry, 386
in situ FTIR spectroscopy (see Fourier

Transform Infrared Spectroscopy
(FTIRS))

underpotential deposition (UPD),
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using TEM (see Transmission electron
microscopy (TEM))

XAS (see X-ray absorption spectroscopy
(XAS))

Nanomaterials (NMs), 252, 253, 255, 266
Nanoparticles (NPs), 160, 189, 191, 192,
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adsorption, 93
composition, 92
concentration of, 86–88
distribution, 261
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Nanoparticles (NPs) (cont.)
formation, 190, 206, 214, 215
growth, 4, 10
images, 81
in-situ characterizations of (see In-situ

characterizations, of nanoparticles)
size and size distribution of, 88–92, 96
surface modification with, 275

Nanoparticle tracking analysis (NTA), 66
Nanopharmacology, 354
Nanoplasmonic, 129, 143, 149
Nanorod, 109, 110, 117, 119, 125, 137, 143,

145, 182
Nanoscience, 353
Nanosphere, 111, 112, 115, 116, 118–120, 144
Nanostars, 127, 144
Nanotechnology, 161, 162, 168, 182, 353
Nanotoxicology, 354, 362–364
nC60, 368
Near-field, 117, 145
Nitroaromatics compounds (NAC), 336
Nitrogen-doped graphene, 359
Nonpolar solvent, 21
Nonspecific binding, 343
Normalization, 197, 203
Normalized correlation coefficient, 92
Nucleation, 10, 190–192, 211–216, 218
Nuclei, 210, 211, 214, 216, 218
Number concentration, 87, 96
Numerical simulation, 89
Nyquist theorem, 199

O
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One dimensional, diffusion-controlled growth

behavior, 49
One-dimensional structures, 47
Optical aberrations, 77
Optical design, 77
Optical shifts, 140
Optoelectronics, 50
Organic electronic devices, 42
Organic–inorganic hybrid perovskites, 50
Organic molecules, 41
Organic nanowires, 36
Organic photovoltaics, 35
Organic pollutants, in aqueous media, 318
Organic soft materials, 35
Organic solvents, 2, 21
Organic thin films, 36

transistors, 36, 42

Organometallic trihalide perovskites, 36
Oscillations, 162, 195–197, 199
Ostwald ripening, 212, 214, 254
Out-of-plane

dipole, 109
direction, 43
quadrupole, 109

Oxidation, 168–170, 177
states, 189, 192, 194, 206

P
Pair distribution function (PDF), 166, 180
Pair production, 193
Pancreatic cancer, 311
Particle growth, 2, 11–13
Particle-particle interaction, 257
Particle size, 165, 191
Particle tracking analysis (PTA), 66
Part per billion range, 88
PCA, see Principal Component Analysis (PCA)
π-conjugated organic materials, 35
Pd, 214, 215, 218
PEEK, 208
Penetration depth, 71
Pentacene, 41
Peristaltic pump, 208
Permittivity, 16
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crystal lattice, 53
solar cells, 50

Perspective analytical technique, 96
pH, 8, 18, 25, 84
Phase shift, 162, 164, 196, 199
Phase transformation, 55
Phase transition, 51
Photoelectric effect, 193, 196
Photoelectron, 162, 164, 193, 196, 197, 199
Photon, 162, 193, 196
Photoreduction, 192, 214, 215
Photosensitivity, 138
Photothermal effect, 66
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Physical vapor deposition (PVD), 353
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Planck constant, 164
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Plasmon resonance Rayleigh scattering

(PRRS), 137
Platinum, 206, 212
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Pollution, 318
Polyacrylic-acid (PAA), 365
Polychromator, 201
Polycondensation, 216
Polycrystalline, 42
Polydisperse samples, 90
Polyelectrolyte layers, 329, 330
Polyethylene glycol (PEG), 365, 376
Polyethylene terephthalate (PET), 332–334
Polymeric matrix, 257, 262
Polymeric resin, 260
Polymeric support, 257
Polyol synthesis, 192, 211
Portability, 300
Position sensitive detector (PSD), 201
Post mortem analysis, 392
Potential modulation techniques, 408, 411–412
Potential sweep, 95
Powder X-ray diffractometer, 40
Power conversion efficiency, 35
π-πstacking, 35, 41, 44, 46, 47, 54
Precursor, 167, 170, 209–211, 214–216, 218
Pre-edge peaks, 194
Preparation methodology, 255
Price, 300
Primary species, 9
Principal Component Analysis (PCA), 192,

202–204, 218
Prostate cancer, 310
Protein imaging, 14
Proton exchange membrane fuel cell (PEMFC),

392, 427
PSD, see Position sensitive detector (PSD)
Pt nanoparticles, 191, 214
PXRD, 208, 217

Q
QCM, see Quartz crystal microbalance (QCM)
QCM with dissipation monitoring (QCM-D),

297
QCR, see Quartz crystal resonators (QCR)
Q-factor, 291
Quantitative analysis, 90
Quantum dots, 66, 171, 265
Quartz crystal, 299
Quartz crystal microbalance (QCM), 70, 291

applications, 353
carbon nanoforms, 366–371
with dissipation monitoring, 357
ecological aspects with metals/metal

compound nanoparticles, 365–366

electrochemical, 357
historical background, 353
integrated system scanning probe

microscope, 358–359
for microscale thermogravimetric analysis,

376–377
miniaturization, 325
nanodetection in sensor systems, 361–362
nanomaterials for sensors, 359–360
nanostructure deposition and interactions

with other materials, 371–374
for nanotoxicology research, 362–364
shape transformations of nanostructured

systems, 374–376
working principle, 355–357

Quartz crystal microbalance with dissipation
monitoring (QCM-D), 357

Quartz crystal resonator (QCR), 291, 353, 355,
358, 376

Quartz microbalance (QMB), see Quartz crystal
microbalance (QCM)

Quick-EXAFS (QEXAFS), 160, 161, 170, 174,
193, 200

Quick XAFS, 200, 202, 206, 207, 211, 215, 216
Quick-XANES (QXANES), 160, 161, 169,

170, 173, 174
Quick X-ray absorption spectroscopy (QXAS),

161, 166, 168, 173

R
Radiation chemistry, 6, 11, 12

of organic solvents, 21
of water, 7–10

Radiation damage, 3, 22, 25
Radical, 15

scavengers, 5, 12
Radiolysis, 3, 4, 8, 21, 22, 25

of water, 8
Raman, 192, 206
Raman spectroscopy
Range, 191–195, 199–201, 206
Raster, 167
Ratiometric image referencing, 80
Reaction kinetics, 10, 11
Reaction rate, 10
Real complex samples, 96
Real media, of complex composition, 81
Real time analysis, of adsorbed analyte mass,

337
Real-time characterization, 47
Real-time monitoring, 134–135, 137–138, 153
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Redox reaction, 148
Reducing conditions, 22
Reflection high energy electron diffraction

(RHEED), 224, 228–231
pattern, 229, 230

Reflectometric interference spectroscopy,
70, 73

Refractive index, 108–109, 115–117, 134,
143–144, 147–149

Region, 193–195
Regression coefficient, 92
Relative reactivity, 12
Reproducibility, 4
Residual light, 79
Residuals, 203
Resolution, 193, 201, 203, 211, 218

millisecond, 190, 192, 200
multivariate curve, 205
spatial, 202

Resonance frequency, of crystal, 291
Resonator, 298
Resveratrol, 310
Reversible hydrogen electrode (RHE), 386,

390, 392, 396, 398, 402–405, 417, 418,
421, 422

RF voltage supply, 299
Rh, see Rhodium (Rh)
RHEED, see Reflection high energy electron

diffraction (RHEED)
Rhodium (Rh), 207, 214, 215, 218
Roll-to-roll printing, 38, 45, 46
Rotavirus, 13

S
Salmonella, 313
Sample damping, 299
SAMs, see Self-assembled monolayers (SAMs)
Sauerbrey model, 355
SAXS, see Small angle X-ray scattering

(SAXS)
Scanning electrochemical microscopy, 69
Scanning electron microscopy (SEM), 177
Scanning ion occlusion sensing, 68
Scanning probe microscope (SPM), 69, 359
Scanning tunneling microscope (STM), 224,

241–245, 352
Scattering, 193, 195, 196, 199, 216

paths, 164
Scattering spectroscopy, 108–109
Scheimpflug intersection, 76
Selective adsorption, 85

Selectivity, 385, 416, 418, 430
Self-assembled monolayers (SAMs), 79, 296,

344, 354
Sensing area, 69
Sensor, 290

area, 97
coating, 297
functionalization, 296

Shiffrin-Brust method, 192, 211
Short range order, 195
Shot noise, 79
Sigmoidal-like profile, 214
Signal-to-noise, 134, 147

ratio, 82
Silicon nitride, 5
Silicon slanted columnar thin films

(SCTFs), 374
Silver (Ag) nanocubes, 372
Silver nanoparticles, 372
Simultaneous analysis, 96
Single particles, 62, 63

level, 137, 140, 143
Single potential infrared spectroscopy

(SPAIRS), 409, 411, 416, 417
Single-walled carbon nanotubes (SWCNTs),

361, 376
Size dependence, 90
Size distribution, 91
Small angle X-ray scattering (SAXS), 67, 134,

166, 180, 191, 206, 209
S/N ratio, 200
Sol–gel, 170
Solid electrolyte interface (SEI), 24, 25
Solid, liquid or gaseous media, 62
SPAIR procedure, see Single potential infrared

spectroscopy (SPAIRS)
Specimen charging, 17
Spectroelectrochemical cell, 400, 401
Spectroelectrochemistry, 143

internal and external reflection,
409–411

time-resolved in situ FTIR, 412, 413
Spin-coating, 38, 45
Spray-coating, 376
SPR imaging, see Surface plasmon resonance

(SPR) microscopy
SPR peak, 190
Stabilization, 212, 255
Stable oscillations, 299
Standard additions technique, 82
Static light scattering, 65
Step-scan time-resolved FTIR, 412
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Step-scan time-resolved microscope FTIR
reflection spectroscopy (SSTR-
MFTIRS), 412

Stirring methods, 341
Stoichiometry, 175
Stokes-Einstein equation, 65
Subtractively normalized interfacial Fourier

transform infrared spectroscopy
(SNIFTIRS), 409, 412

Superlattices, 181
Supported lipid bilayers (SLBs), 362
Supporting matrix, 261
Surface, 254
Surface charges, 84
Surface coverage, 81
Surface diffusion, 18
Surface enhanced infrared absorption

spectroscopy (SEIRAS), 411
Surface-enhanced Raman scattering

(SERS), 108
Surface functionalization, 96
Surface modification, 266
Surface oxides, 401–403
Surface plasmon resonance (SPR) microscopy,

71, 72, 74–77, 337
data analysis, 79–83
electrochemical analysis, 92–96
experimental and instrumental

methodology, 78–79
nanoparticles concentration, 86–88
size and size distribution of nanoparticles,

88–92
surface properties and adsorption, 83–86

Surface plasmon scattering microscopy, 73
Surface sensing, 69
Surface topography, 241, 242
Surrounding, effect of, 116–117
Surrounding medium refractive index, 115
Susceptance, 296
Suwannee River fulvic acid (SRFA), 370
Suwannee River humic acid (SRHA), 365, 370
Suzuki cross coupling reaction (SCCR), 260
Synchrotron, 161, 164, 180, 195, 200, 201, 207,

211, 218

T
Teflon, 207, 208, 212
TEM, see Transmission electron microscopy

(TEM)
TEM in scanning mode (STEM), 391
Temperature programmed reduction (TPR), 178

Template matching, 82
Tetrahedral coordination, 195
TGA, see Microscale thermogravimetric

analysis (μ-TGA)
Theoretical approaches, 89
Thermal annealing, 44
Thermal evaporation, 41
Thiol-derivative compounds, 83
Thiol self-assembled monolayer (SAM) based

on a MUA (MUA/EA), 312
Three-dimensional (3D) TIs, 224
Tilt, 76
Time-resolved in situ FTIR

spectroelectrochemistry, 412–413
Time resolved X ray absorption spectroscopy

(TR-XAS), 193, 200–206, 218
TiO2, 206, 215, 216, 218

nanoparticles, 364
Titanium and hydroxyapatite nanostructures,

362
Tolerable dose, 7
Top-down nucleation process, 52
Topological insulators (TIs), 224

nanomaterials, 224, 226, 229,
232–245

Topological surface states (TSS), 223–226, 237,
239, 242

Total internal reflection fluorescence
microscopy, 72

Total internal reflection microscopy, 72
Toxicity

of nanomaterials, 365
of nanoparticles, 62

TPR, see Temperature programmed
reduction (TPR)

Transmission, 165, 191, 196, 197, 201,
211, 216

Transmission electron microscopy (TEM), 168,
169, 174, 191, 213

ageing, 392
classical microscopy techniques, 391
degradation mechanisms, 392
EDX/EELS, 391
high resolution TEM, 391
identical-location TEM, 393
Il-EELS, 393
IL-tomography, 395
in scanning mode, 391

Transmission X-ray microscope (TXM), 191
Trimers, 119, 145
Tuberculosis, 313
Tunable resistive pulse sensing, 68
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Turkevich method, 192
Two-dimensional correlation spectroscopy

(2DCOS), 128
TXM, see Transmission X-ray microscope

(TXM)

U
Ultrafast, 161
Ultra-high vacuum (UHV), 224–228, 232, 234,

237, 238, 244
chamber, 225, 227
conditions, 223, 224, 227, 228, 232, 234,

237, 238, 240, 242, 243
Ultramicroscopy, 65
Ultrasensitive detection, 75
Underpotential deposition (UPD), 384, 385,

388–391
Undulator, 182
Unscavenged solutions, 10, 21
Unstirred layer, 88
UV–vis absorption spectroscopy, 168
UV–vis-NIR spectroscopy, 121, 123–132
UV–vis spectroscopy, 66, 190, 192, 206, 214, 216

V
Vacuum suitcase, 224, 226, 237, 244, 245
Valence states, 193, 194
Vapor-solid chemical reaction, 47
Virus, 13, 313
Viscoelasticity response, 329
Viscosity, 17, 18
Vitrification, 46
Voigt-based model, 356
Voigt function, profile, 232
Voltage controller crystal oscillator (VCXO), 299
Voltammetry, 337
Voltammogram, 24, 25

W
Water, 2, 21

radiation chemistry, 7–10
treatment, 370

Wave, 164
Waveguide based sensors, 71
Wave number, 164
White line, 194, 211
Wide dynamic range, 81
Wide-field prism based SPRM, 75, 78
Wiggler beamlines, 177

X
XANES, see X-ray absorption near edge

structure (XANES)
XAS, seeX-ray absorption spectroscopy (XAS)
X-axis inversion, 326
X-ray, 15

absorption coefficient, 193, 202
X-ray absorption near-edge spectroscopy

(XANES), 162–166, 206, 209, 211, 212,
215, 216, 398

information, 194, 201
reduction, 204
spectra, 195, 202, 203
tech nique, 192
XAS spectrum, 193

X-ray absorption spectroscopy (XAS)
adsorption by XANES, 401–403
analytical tools, 202–203
battery applications, 172–175
beamline, 201
catalytic nanomaterials, 175–179
colloidal metal, metal-oxide, and doped

metal-oxide nanoparticles,
168–172

compositional variations by, 405–407
electrode structural changes by, 403–405
EXAFS, 398–400
in-situ SAXS, 182
local probe, 218
metal nanoclusters, 167–168
nucleation and formation process, 191
principles, 395–398
spectroelectrochemical cell, 400–401
spectrum, 194, 205, 217
techniques, 192–193
unoccupied states, 160
XANES, 398–400

X-ray diffraction (XRD), 134, 192, 206
X-ray energy, 40
X-ray free electron laser (XFEL), 182
X-ray photoelectron spectroscopy (XPS), 177
X-ray photoemission spectroscopy (XPS), 224,

231–235
X-ray tube, 195
X-ray wavelength, 40

Z
Zeolites, 177
Zinc oxide (ZnO), 191, 206, 216, 218

colloid particles, 316
nanoparticle, 206
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