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7.1  The Need for Data Mining

Today, most companies do not suffer from lack of 
data about their customers, products, transac-
tions, and markets. To the contrary, data deluge is 
a problem in many companies. This is especially 
challenging for information-intensive businesses, 
such as banking, telecommunication, and 
e- commerce, where large amounts of data can 
easily be recorded. The sheer amount of raw data 
is, for many, an obstacle to using it for extracting 
knowledge and for making critical business deci-
sions. By default, educated guessing becomes the 
primary decision-making tool. It does not have to 
be that way.

Availability of computers and mass storage, 
statistical and data analysis methods, sophisti-
cated reporting platforms, and online touch 
points with customers, now give companies 
access to a powerful asset: information. Data 
have become a company’s most important—and 
in many cases, untapped—asset. To extract cus-
tomer intelligence and value from that data, com-
panies must implement a standardized data 

mining procedure. A successful data mining 
infrastructure consists of technology, human 
skills, and tight integration with enterprise oper-
ations to allow transforming new knowledge into 
business action and value. It is important to stan-
dardize the data mining process to assure the 
required quality of results, make it a repeatable 
process, better maintain and keep the knowledge 
inside the company, as well as training new 
employees more quickly.

7.2  The Business Value of Data 
Mining

In the context of customer management, data 
mining can help to gain a better understanding 
of customers and their needs. Marketing is still 
frequently associated only with creative and soft 
skills. But by scientifically enhancing targeting, 
we can obtain more impressive cost reductions 
and revenue growth than by working only with 
the creative aspects of marketing. Data mining 
can assist in selecting the right target custom-

Overview
The way in which companies interact with 
their customers has changed dramatically 
over the past few years. Customers’ expecta-
tions have risen, and it is becoming increas-
ingly difficult to satisfy them. Customers have 
access to an array of alternative products to 
choose from and their loyalty is difficult to 
gain. At the same time, companies need to 
retain the profitable customers to succeed 
in a competitive and dynamic marketplace. 
As a result, companies have found they need 
to understand their customers better, and to 
respond to their wants and needs faster. The 
time frame in which these responses need to 
be made has been shrinking. More custom-
ers, more products, more competitors, and 
less time to react means understanding the 
customers is now much harder to do.

To succeed, companies must be proac-
tive and anticipate customer desires. Many 
firms have realized this and are collecting 
information about their customers and their 
preferences. Firms collect, store, and process 
vast amounts of highly detailed information 

about customers, markets, products, and 
processes through different programs. Data 
mining this information gives businesses the 
ability to make knowledge-driven strategic 
business decisions to help predict future 
trends and behaviors and create new oppor-
tunities. Data mining can assist in selecting 
the right target customers or in identifying 
(previously unknown) customer segments 
with similar behaviors and needs.

This chapter describes the importance 
and benefits of data mining and gives a 
detailed overview of the underlying process. 
The data mining procedure breaks down into 
five subsections: defining the business 
objectives, getting the raw data, identifying 
relevant variables, gaining customer insight, 
and acting. The discussion of these steps will 
help the reader understand the overall 
process of data mining. The process steps are 
illustrated with the case study of Credite Est 
(name disguised), a French mid-tier bank. 
Finally, the case study, «Yapi Kredi—Predictive 
Model–Based cross-sell Campaign,» shows a 
comprehensive application of data mining.
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ers or in identifying (previously unknown) 
customer segments with similar behaviors and 
needs. A good target list developed by using data 
mining techniques is likely to increase purchase 
rates and have a positive impact on  revenue.

Applications of data mining include the fol-
lowing:

 5 Reducing churn with the help of predictive 
models (see Summary), which enable early 
identification of those customers likely to 
stop doing business with your company.

 5 Increasing customer profitability by identify-
ing customers with a high growth potential.

 5 Reducing marketing costs by more selective 
targeting.

This chapter introduces a systematic approach to 
data mining projects.

7.3  The Data Mining Process

A complete data mining process does not only 
consist of building analytical models using tech-
niques such as logistic regression (see 7 Sect. 
6.2.3). It includes assessing and specifying the 
business objectives, data sourcing, transforma-
tion, creation of analytical variables, selecting rel-
evant variables, training predictive models, 
selecting the best suited model, and acting on the 
basis of the findings. These activities can be 
grouped into five process steps of defining the 
business objectives, getting raw data, indentifying 

relevant variables, gaining customer insight, and 
acting. . Figure  7.1 presents an overview of the 
data mining process.

In many instances of current data mining 
projects we find data preparation steps easily take 
from 60% to 70% of the total project time. This is 
not due to the weaknesses of any specific data 
mining methodology. It is due to issues regarding 
unavailability of relevant variables describing cus-
tomer behavior. An example of which is the diffi-
cult access to legacy data source systems managed 
by different departments which do not possess the 
customer centric views required for data mining 
projects. These departments are more likely 
geared towards transaction, product, contract, or 
other type of views more suited to fulfill the needs 
of their current operational systems. The graph 
shown in . Fig. 7.2 helps to understand the time-
frame of the individual steps of the data mining 
process.

It is important to automate the time- 
consuming data extraction and manipulation, 
as well as the data quality monitoring and 
enhancement steps. To achieve this goal, it is 
necessary to sequentially and systematically 
code data knowledge into programs that can be 
executed, for instance, in batch mode. This will 
free up time of highly qualified quantitative data 
analysts (data miners) to concentrate on the 
value-generating tasks such as the precise defi-
nition of business objectives, extraction of cus-
tomer insight, and effective actions based on 
gained knowledge.

Learn

(Re)Define
Bussiness

Objectives

• Define objectives
   and expectations
• Define measurement
   of success

• Extract descriptive
   and transactional data
• Check quality
  (technical and
  business)

• Rollup data
• Create analytical
  variables
• Enhance an alytical
  data
• Select relevant
  variables

• Train predictive
  models
• Compare models
• Select models

• Deploy models
• Monitor
  performance
• Enhance models

Get Raw
Data

Identify
Relevant
Variables

Gain
Customer

Insight
Act

       . Fig. 7.1 Overview of the data mining process
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7.3.1  Involvement of Resources

Usually, different functional departments are 
involved in data mining projects. The main 
groups are the business group (e.g., marketing, 
product management), data mining, and IT. The 
business group is primarily involved in defining 
business objectives, and takes the lead when it 
comes to deploying the new insights into corpo-
rate action. The data mining group must under-
stand the business objectives and support the 
business group in refining and sometimes cor-
recting the scope of the project and aligning 
their expectations to fit the limitations posed by 
the available data. The data mining group is most 
active during the variable selection and model-
ing phase. It will share the obtained customer 
insights with the business group, who are 
strongly involved at this point to check the plau-
sibility and soundness of the solution in business 
terms. IT resources are required for the sourcing 
and extraction of the required data used for 
modeling. . Figure  7.3 shows the extent of 
involvement of the three main groups participat-
ing in a data mining project—business, data 
mining, and IT—during the different process 
steps.

7.3.2  Data Manipulation

As we move through the data mining process, the 
dimensionality of the data used may change dra-
matically. In a simple, two-dimensional data table 
we think of the columns as being the descriptive 
variables and the rows as being single observations, 
each pertaining to a collection of variables about 
the same primary object (e.g., customer identifica-
tion number, transaction identification number).

Manipulations on columns can take several 
forms:

 5 Transformation: Transform birth date to age.
 5 Derivation: Create new variables based on 

existing ones (e.g., compute monthly profits 
from sales and cost information).

 5 Elimination: A whole variable may be 
excluded from further processing due to a 
variety of possible reasons (e.g., a variable 
that does not help in predicting or a variable 
that is correlated to one or more variables 
already in the model could be eliminated).

The number of variables used changes drastically 
during the data mining process. . Figure 7.4 illus-
trates a typical example of the changes in the 
number of variables used at each step.

(Re)Define
Bussiness

Objectives

Get Raw
Data

Today: Most time is spent on data extraction, transformation, and data quality

60-70% of process time

<30% of process time

Tomorrow: Most time is spent on business objectives and customer insight

Identify
Relevant
Variables

Gain
Customer

Insight
Act

       . Fig. 7.2 Allocation of time for the steps in the data mining process
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If we also take into consideration that we usually 
work with up to several millions of rows it becomes 
obvious that scalability and good sampling methods 
are essential for any data mining environment.

There are also several types of row manipula-
tions, the most common ones can be classified into:

 5 Aggregation: Examples include counts, 
mean, and standard deviation of the number 
of transactions of a specific type over a given 
time period, for a specific customer, product 
type and many more.

 5 Change detection: This is used to detect 
when and if certain variables change their 
value such as ZIP code of customers domi-
cile, or her credit rating.

 5 Missing value detection: It is common that 
raw data come with many data fields either 
totally missing or with some missing values. 
The reasons for this may be nonmandatory 
input fields in front-office systems, incom-

plete data migration from one system to 
another, and so on. There are various ways 
of treating a variable with missing values, 
including eliminating the whole row from 
further processing when a missing value is 
detected, replacing the missing value with 
a constant value, or replacing it with a ran-
domly generated value based on the distribu-
tion of this data field’s nonmissing values or 
based on correlations with: other data fields.1

 5 Outlier detection: In some cases observa-
tions may contain variables with extreme 
values, meaning values far away from the 
bulk of other values for the distinct variable. 
Sometimes these outliers are real; sometimes 

1 An example would be the expectation maximization 
algorithm (EM) that takes into account the correlation 
of the data field for which a nonmissing value is to be 
generated with other data fields.
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Learn
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Act

       . Fig. 7.3 Level of involvement of business, data mining, and IT resources in a typical data mining project
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       . Fig. 7.4 Number of variables at different process steps
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they are the consequence of bad data qual-
ity. Outlier detection is in its simple form 
univariate: we just look at one variable and 
try to find values that stand out. In its more 
sophisticated form we look at many variables 
at the same time and watch out for multivari-
ate outliers (a data point might look like an 
outlier in the univariate case but not in the 
multivariate case). Outliers can be mapped to 
other values or the corresponding rows and 
be excluded from further processing.

When preparing the data for modeling, it is com-
mon to sample and split the incoming data into 
various streams for different purposes:

 5 Train set: Used to build the models.
 5 Test set: Used for out-of-sample tests of the 

model quality and to select the final model 
candidate.

 5 Scoring data: Used for model-based predic-
tion. Typically, this data set is large as com-
pared to the previous ones.

The data sets must be carefully examined and 
designed to assure statistical significance of the 
results obtained.

7.3.3  Define Business Objectives

Data mining finds application in many situa-
tions. Profitable customer acquisition requires 

 modeling of expected customer potential, in 
order to target the acquisition of those custom-
ers who will be profitable over the lifetime of 
the business relationship (they might be 
unprofitable in the beginning and turn into 
very profitable customers later—e.g., a medi-
cine student). In a cross-selling or up-selling 
model, we model the customer’s affinity with a 
set of products or services translated into her 
purchase likelihood. In churn management, it 
is crucial to correctly model a customer’s likeli-
hood to defect based on past behavior. Some 
applications require predicting not only who 
will purchase which product or service, but also 
the expected amount spent on the transactions 
(. Fig. 7.5).

Once it has been identified which customer 
behavior has to be predicted, we need to mathe-
matically define this target variable (dependent 
variable). For example, while up-selling platinum 
credit cards to customers already owning a stan-
dard credit card, we might find several types of 
standard and platinum cards exist. The business 
objective might, in fact, only be to up-sell plati-
num cards of types P2 and P3 to customers not 
owning a card yet, or those already owning stan-
dard cards of type S1, S3, and S4. The target vari-
able has to reflect these conditions when 
calculated. This has a later direct impact on the 
modeling process.

To prepare the modeling data sets we will look 
for two types of customers in the customer 

• Specify goals, target
variables, methods,
and rules
• Identify cost and
revenue drivers
• Create project plan
• Establish criteria for
evaluating success
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       . Fig. 7.5 Data mining process: define business objectives
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 database and set the value of the target variable 
accordingly:

 5 For all customers who (first purchased a 
standard card of type S1, S3 or S4 and then 
purchased a platinum card of type P2 or P3) 
or (purchased a platinum card of type P2 or 
P3 immediately) set target variable = 1.

 5 For all other customers set target variable = 0.
 5 Once these restrictions and considerations 

have been applied to the data, the model will 
be trained to distinguish between custom-
ers with a target variable equal to zero and 
customers with a target variable equal to one 
(for example using logistic regression, see 
7 Sect. 6.2.3) After training, the model will 
be applied to predict if a given customer is 
likely to buy the platinum cards. The business 
group must establish likelihood threshold lev-
els above which they think a prospect should 
be included in the marketing campaign.

Another aspect of the campaign which should be 
defined during this project phase is the set of busi-
ness or selection rules for a campaign. Rules 
define the customers that should be excluded 
from or included in the target groups: certain 
products or services might not be available for 
specific customer groups. Suppose that in certain 
countries only customers over 18 years are eligible 
to purchase a credit card. Credit products in gen-
eral have restrictions with respect to the custom-
er’s credit rating. Companies have «black-lists» 
containing customers who should not receive any 
new offerings, either due to bad debt indicators 
(they do not have a good credit rating) or persons 
explicitly asking not to be contacted for market-
ing purposes. Some countries have centrally man-
aged lists with all persons not wanting to receive 
unauthorized direct mails or calls. By contrast, 
there might also be customer groups that should 
be included at any price in the campaign—for 
instance, due to strategic issues such as need to 
gain market share in a specific region or otherwise 
defined group. In those cases, it is not relevant if 
members of that group get high model scores; 
they are included anyway.

To ensure a successful project, we need to 
define at this point the details of its execution. 
Therefore, we should create a project plan speci-
fying, for instance, the start and delivery dates of 
the data mining process, as well as the responsi-
ble resources for each task. For the final model 

selection the business group must be available for 
reviewing the data mining results, perform con-
sistency checks with the data mining group, and 
make the final decision about the model selected 
for deployment. Delivery dates for the final 
model or scores also need to be defined, along 
with dates for start and end of the supported 
campaign.

We need to carefully define the chosen experi-
mental setup for the campaign; this is critical for 
correctly evaluating its success later. It is highly 
recommended to spend a significant amount of 
time getting this right. Usually, we split the target 
group into various cells. In the simplest case there 
will be only two cells:
 1. The control group contains only randomly 

selected customers: This group will be 
needed to measure the baseline effect (i.e., 
what would have been the normal customer 
behavior without the influence of the 
campaign).

 2. The other cell will contain only the best 
customers according to the model used: 
This simple setup allows measuring how the 
model-based selection is doing with respect 
to the average customer behavior.

More refined setups may generate more than two 
cells. As an example, take the control group and 
two target groups to which we communicate dif-
ferent content about the same offering during the 
campaign. This will show the impact of the com-
munication content on the purchase behavior.

To get the business context into the data min-
ing project, describe the nature of the business 
involving the data mining project, and the cost 
and revenue drivers of the business. This knowl-
edge will affect the final model and target group 
selections. It is helpful to define a cost/revenue 
matrix describing how the business mechanics 
will work in the supported campaign and how it 
will affect the data mining process. As an example, 
consider a call center campaign to sell a mobile 
phone contract. . Table 7.1 shows an example of 
the associated cost/revenue matrix.

Here, we assume the average cost per call is $5. 
Each positive responder (purchaser) will generate 
additional cost including administration work 
required to register him as a new customer and 
the cost of the delivered phone handset of, say, 
$100. Customers who respond positively will gen-
erate average revenue of $1000 a year. Putting all 

7.3 · The Data Mining Process
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these factors together defines the cost/revenue 
decision matrix, which will subsequently have an 
impact, on the choice of model parameters such 
as the cut-off point for the selected model scores. 
It will also give business users an immediately 
interpretable table.

Finally, we need to establish the criteria for 
evaluating the success of the campaign. This is a 
key aspect for the success or failure of the whole 
project. Often there is a misunderstanding on both 
sides—business and modelers—with respect to 
what is feasible from a business and statistical per-
spective. Clearly defining the expectations helps. If, 
for example, gaining market share is more impor-
tant than obtaining high purchase rates, the mea-
sure of success changes from «percentage of sold 
cards per contacted customer» to «absolute num-
ber of cards sold during the campaign.» In this 
context, it is crucial to specify how the campaign 
results will be tracked and analyzed. Depending on 
the type of business, how it is structured into cus-

tomer segments, regions, products, and others, we 
could be interested in measuring purchase rates 
per region, per sales channels, per product type, 
and so on as a function of time. When we consider 
a situation where we have defined various target 
groups for different communication contents or 
product offers in one campaign, it is worth measur-
ing the purchase rates for each group.

Sometimes it is useful to look for a benchmark 
to compare results obtained in the past for the 
same or similar campaign setups using traditional 
targeting methods and not predictive models. We 
have to be careful when comparing the result of 
the old and new methods because there could be 
hidden differences due to different business (mar-
ket) conditions, changes in the products or 
 services, etc. In this chapter, we examine the 
French company Credite Est, a regional bank that 
implemented a data mining process. The follow-
ing example looks at how Credite Est defined its 
business objectives.

       . Table 7.1 Cost/revenue matrix

Cost/revenue matrix Prospect did not purchase Prospect did purchase

Model predicts prospect will not 
purchase (not contacted)

Cost: $0 Lost business opportunity of + $895

First year revenue: $0

Total: $0

Model predicts prospect will 
purchase (contacted)

Cost: −$5 Cost: −$105

First year revenue: $0 First year revenue: +$1000

Total: −$5 Total: +$895

CRM at Work 7.1
 Defining Business Objectives at 
Credite Est
Credite Est (name disguised) is a 
regional mid-tier bank in France, 
serving roughly 600,000 custom-
ers. The company, which has been 
growing organically since its incep-
tion in 1965, has a quantitative 
approach to operations. Therefore, 
the use of quantitative methods 
in marketing via data mining is 
second nature to the company. 
The following example highlights 
a specific data mining project of 
the bank.

As is typical for financial services 
operations, the bank has a very 
diverse set of customers in terms of 
customer profitability. Besides using 
a segmentation scheme based on 
behavioral characteristics (e.g., 
product ownership), the company 
has an activity-based-costing sys-
tem in place that allows individual 
customer-level contribution mar-
gins to be identified.

The project in question had 
the business goal to acquire new 
prospects by using the technique 
of profiling (see 7 Sect. 6.2.1). 
Specifically, the objective was 

to identify the characteristics of 
profitable customers in Credite 
Est’s mass-market segment. Once 
these characteristics are more 
closely identified, it could then 
efficiently target similar profiles in 
the prospect pool. The nature of 
this project required the bank to 
go beyond using firm-level data 
because behavioral (transaction) 
data are not available for prospects 
by definition. Since the company 
does all data mining projects in 
house, it has considerable experi-
ence in the process management 
of such a project.

 Chapter 7 · Data Mining
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7.3.4  Get Raw Data

Now that we have gained a clear understanding of 
the business objectives, we need to translate them 
into data requirements (i.e., which data are avail-
able that appropriately and accurately describe the 
problem thereby allowing us to model the targeted 
behavior?) Once the required data has been identi-
fied, it has to be extracted and consolidated in a 
database (often called analytical data mart) so it is 
readily available for subsequent data manipulation 
and data mining steps. Another important step is 
to check the quality of the analytical raw data. This 
includes technical checks as well as ensuring the 
data make sense in the given business context and 
that correct deductions can be obtained.

During this phase of the project (see 
. Fig.  7.6), database administrators and IT pro-
fessionals with knowledge of the data source sys-
tems will be asked to extract and provide all the 
data fields required for the data mining project. 
This is done in close cooperation with the data 
miners to ensure the extracted data corresponds 
to the initial requirements. Then, we also need to 
involve business resources to ensure and cross-
check data quality.

 Step 1: Looking for Data Sources
To start the acquisition of raw data, we look into 
data sourcing, a mixed top-down and bottom-up 
process driven by business requirements (top) 
and technical restrictions (bottom). Its main 
objective consists of searching for available data 
sources in your company (or externally) which 

describe the problem at hand. The availability of a 
data warehouse can sometimes speed up this pro-
cess. Conflicting and bad quality of addresses and 
other demographic information is quite common. 
For example, you might find the same or similar 
information field resides in various source sys-
tems, but with contradictory content (e.g., in one 
database the gender code for a given customer is 
«male» and in another database it is «female» for 
the same customer). Data warehouse infrastruc-
tures with advanced data cleansing processes can 
help ensure you are working with high-quality 
data. It is also a good idea to ask for small sample 
data extractions from the sources to examine if 
the information represents what you thought it 
would. Make sure that you talk to many people 
from business and data management to under-
stand which data sources are commonly used in 
certain contexts, but also to detect possible new 
sources that may contain valuable information. 
Collect all metadata available to fully understand 
data types, value ranges, and the primary/foreign 
key structures.

Once there is a better understanding of the 
data sources that need to be loaded, build a (sim-
ple) relational data model onto which the source 
data will be mapped. This model should be kept as 
simple and as close to a business data model as 
possible. Even though this data model might not 
be perfectly suited for data mining and analysis, it 
is important that all involved groups have a clear 
understanding of the data. Later in the process we 
will denormalize (flatten) the model to enable 
easier data analysis and predictive modeling.

• Looking for Data
Sources
• Loading the Data
• Checking Data
Quality
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       . Fig. 7.6 Data mining process: get raw data
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 Step 2: Loading the Data
After specifying where and how the required data 
will be extracted, we still need to define further 
query restrictions because we might want to 
model only subsets of the full data (e.g., specific 
customer segments, geographical regions, time 
periods, etc.). Then it is time to request data man-
agement (IT) to deliver the specified data needs.2 
IT teams will prepare the necessary data queries, 
which will be executed during predefined time 
windows in batch mode (such as each night at 
midnight or each Sunday after completion of the 
accounting batch process).

Depending on the data miner’s needs they 
might also get direct asynchronous access to the 
data so they can run extractions when necessary. 
The extracted data are then delivered to the data 
mining environment in a predefined format such 
as database tables in native format, or simply flat 
files in ASCII or XML (text) format with fixed or 
variable record lengths. In fact, flat files are still the 
most commonly used format for data mining due 
to their simplicity, enhanced definition of system 
boundaries, and interfaces. Data miners define 
how the data will be imported into the data mining 
environment. Delivery using an ftp protocol is 
common, or data may also be put onto a common 
file server to be accessed directly through the net-
work. If a DB-link is preferred, a direct database 
connection from the data mining system to the 
source systems (or vice versa) will be established. 
After the data have been delivered to a defined 
landing area, they will be further processed and 
used to fill the previously defined data model in 
the data mining environment. The involved steps 
are part of the ETL process (Extract- Transform- 
Load) supported by dedicated software packages. 
Some data mining tools also offer quite advanced 
and comprehensive utilities for ETL.

 Step 3: Checking Data Quality
It is often underestimated how seriously bad data 
quality may affect business decisions. According to 
Olson (2003) the costs of poor data quality are esti-
mated at 15–25% of operating profit, for example 

2 Sometimes, obstacles such as lacking authorization of 
the data mining team for accessing the required data 
might emerge. Data miners frequently work with data 
which other business departments do not have 
access to. There is a high level of secrecy and trust 
involved.

through wrong inferences on customer attitudes, 
lost customers through poor services, or delays in 
delivering data to decision makers. We need to 
ensure that once the data for the data mining proj-
ect have been loaded, we assess and understand 
their limitations resulting from their inherent qual-
ity (good or bad) aspects. We have to create an ana-
lytical database that all involved parties (business, 
data mining, IT) feel comfortable with, as it is the 
basis for subsequent analyses. Only then can the 
generated customer insights be trusted and applied 
in practice with maximum confidence regarding 
their effect on the organization.

Data quality crucially depends on the intended 
use and the data itself. Relevant aspects of data 
quality are:

 5 Accuracy (consistency and validity)
 5 Relevance
 5 Completeness
 5 Reliability

I.e., when checking data quality, we focus not 
only on technical aspects of the data (primary 
keys, duplicate records, missing values, etc.) but 
also on quality issues related to the business 
context (a customer should not be 200 years old 
or have a future birth date, customers should 
not be purchasing nonexisting or expired prod-
ucts, etc.).

A preliminary data quality assessment is car-
ried out to ensure an acceptable level of quality of 
the delivered data and to ensure the data mining 
team has a clear understanding of how to interpret 
the data in business terms. All parties—business, 
data mining, and IT—are involved in this impor-
tant task. Thus, the data available for the mining 
project must be analyzed to answer to the follow-
ing questions: (1) Does the data correspond to the 
original sourcing requirements? (2) Is the quality 
sufficient? and (3) Do we understand the data?

Several iterations of data extractions may be 
necessary to satisfy the data requirements. The data 
miner represents the link between business and IT 
demands. Miscommunication between business 
and IT can lead to incorrect data extractions.

As already mentioned, data should have suffi-
cient quality for achieving the project’s objectives. 
A data field does not always have a clearly defined 
meaning (although available metadata might 
 initially give you that impression). Sometimes the 
information it carries is different from its official 
description. This is a consequence of the accumu-
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CRM at Work 7.2
Gathering Raw Data at Credite Est
The response variable for current 
customers is customer contribution 
margin. The company sorted cus-
tomers by operating contribution 
and chose to profile the top 20% 
of them. Transaction information is 
not available for prospects. This is 
why the bank has to rely on infor-
mation available for both existing 
customers and prospects. One type 

of information is geodemographic 
data, such as socioeconomic status 
of a region, average age, type of 
housing, and so on. They can be 
purchased from direct marketing 
agencies and then appended to 
individual records of existing cus-
tomers. That is, depending on ZIP 
code, geodemographic informa-
tion is added to existing customer 
records. The model attempts to 
predict customer operating margin 

as the dependent variable with 
geodemographic information as 
the independent variables. The 
rationale behind this process is to 
find the profile that best character-
izes high-value clients, which is 
subsequently applied to prospects’ 
information. Credite Est appended 
a total of 65 variables to existing 
customer records. They were pro-
cured from the French list manager 
CIFEA, as well as from Claritas.

lation of undocumented system changes over 
many years. Another common issue is missing 
data, which means that in some cases (i.e., for 
some records) a data field is not filled. We might 
also find wrong or contradictory information in a 
data field.

Finally, data miners must demonstrate they 
understand the data. To this end, it is useful to 
have them carry out some basic data interpreta-
tion and aggregation exercises where two things 
can be shown: (1) the data quality and (2) the abil-
ity to correctly interpret the data. As simple data 
interpretation examples, consider correctly 
counting the number of customers per region, 
customer segment, product ownership, total 
transaction volume per time periods, etc. Choose 
to include aggregations familiar to the business 
group and that can be easily cross-checked. We 
see an example of getting and combining data in 
7 CRM at Work 7.2 a further study of Credite Est.

Since the objective is to acquire prospects 
likely to be high-value customers, Credite Est 
must rely on customer characteristics common to 
both customers (the basis for establishing the 
critical profile) and the prospects (scored on the 
basis of their profile). For a more detailed descrip-
tion of the profiling process see 7 Sect. 6.2.1.

7.3.5  Identify Relevant Predictive 
Variables

The raw data, now available for analysis, is not yet 
in a format suited to powerful predictive model-
ing. This is due to data formatting aspects, since 
the sourced data are still in a relational format, and 
do not yet represent a customer-centric view. 
During this step (see . Fig. 7.7), we will (1) create 

a flattened view of the extracted raw data aggregat-
ing all facts about the customer behavior over time 
in a single observation (also called record or row). 
Also, it is a good practice to include a priori busi-
ness knowledge by (2) creating new analytical 
variables which might have predictive power. This 
part will require imagination and participation 
from the business group. As a result, we might end 
up with thousands of variables describing each 
customer. Further analysis is likely to reveal that 
most variables do not possess predictive power at 
all. Therefore, we will (3) identify and select only 
those few variables with sufficient explanatory 
power for the modeled target behavior.

 Step 1: Create Analytical Customer 
View: Flattening the Data
In the context of CRM, very often the individual 
customer is the central object analyzed by means of 
data mining. All data available for an individual cus-
tomer must be gathered and consolidated because 
the individual customer constitutes an observational 
unit for data analysis and predictive modeling. The 
historical behavior of customers is obtained from 
the corresponding data queries in a time series–ori-
ented relational transaction database.

Usually, we choose a simple, flat data model as 
the basis for predictive modeling. In this repre-
sentation all data pertaining to an individual cus-
tomer are contained in one observation (row, 
record). Individual columns (variables, fields) 
represent the conditions at specific points in time 
or a summary over a whole period. Creating such 
a customer view requires denormalizing the orig-
inal relational data structures (flattening). This 
task will involve data miners to define the details 
of the flattening process and use IT resources to 
obtain the targeted form of data.

7.3 · The Data Mining Process

https://doi.org/10.1007/978-3-662-55381-7_6


146

7

The business objectives for the data mining 
project determine which features of the customer’s 
record need to be aggregated from the analytical 
raw data and how. The detail levels for calculating 
grouped sums (e.g., sum of monthly cash with-
drawals from a bank account) and counts (e.g., 
number of address changes within a certain year) 
need to be defined. This includes specification of 
the temporal granularity of the time series in the 
flattened data table. Descriptive statistics such as 
sums, mean, median, and standard deviation will 
be employed to capture features of the related time 
series. As an example, consider raw data describ-
ing 1 year of customer transactions and create four 
new variables containing the average transaction 
volume per quarter. Different kinds of global 
transformations, combinations, or arithmetical 
operations can also be applied to selected variables 
such as currency exchange calculations, scaling 
factors, logarithmic transforms, and so on. Many 
new variables will be created through these types 
of operations, leading to very wide data tables. 
Later, we will use the newly created variables in 
addition to the raw data variables as predictors 
during the predictive modeling step.

Another key variable to be created during this 
step is the target or dependent variable. Its correct 
definition is extremely important for predictive 
modeling. In the example of modeling customer 
defection, a target value of zero is assigned if the 
customer was still maintaining a business rela-
tionship and a target value of one if the customer 
already terminated the business relationship. The 
definition of the target variable is not always as 

straightforward as it might seem. In the previous 
examples, we could also think about a customer 
who is inactive since a defined time period as a 
lost customer. There might be a multitude of busi-
ness rules specifying the conditions under which 
the target variable is either one or zero. Once 
we’ve found a satisfactory definition of the target 
variable, its values should be generated for all cus-
tomers and added to the existing data tables.

 Step 2: Create Analytical Variables
The basic set of variables resulting from the previous 
flattening might not be enough to fully explore the 
data potential for predictive  modeling. We might 
want to introduce additional variables derived from 
the original ones. For example, consider a variable 
resulting from the product of customer age and sal-
ary. This is often referred to as an interaction term. 
Transforming variables is another operation that 
might lead to new and more predictive variables. We 
could transform customer birth date into age, or use 
the number of days between two customer transac-
tions instead of the absolute dates of each transac-
tion. Variable binning (or categorization) is also 
often encountered. Here we take highly skewed vari-
ables (such as salary) and map the distribution to a 
few discrete classes such as low, medium, and high 
salary, each defined by its boundary values. More 
refined methods help to increase normality of vari-
able distributions, which in turn help the predictive 
model training process. Many data mining tools 
provide support for increasing normality of the ana-
lytical variables. Finally, missing value management 
is key for enhancing the quality of the data set. 
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       . Fig. 7.7 Identify relevant variables
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Numerous methods are available, including deleting 
each row with at least one missing value (the least 
preferred strategy), replacing a missing field with a 
constant value, randomly generating a value based 
on the variable’s distribution, and randomly generat-
ing a value based on the variable’s correlation with 
the other variables (such as the expectation maximi-
zation algorithm).

 Step 3: Select Predictive Variables
At this point, we have a wealth of variables describ-
ing customer behavior; probably too many to enter 
the subsequent modeling phase of the data mining 
project. We now need to reduce the dimensionality 
(i.e., exclude variables) to get a more parsimonious 
model. Presenting all predictor variables to a neu-
ral network, for instance, might make the model-
ing phase extremely time consuming and 
sometimes results in overfitting, i.e., the model 
gives good results on the training data (in sample) 
but fails to be generally applicable to previously 
unseen data (out of sample). Exclusion of variables 
is usually possible without deteriorating the pre-
dictive power of the obtained models since many 
variables have no predictive power at all. To this 
end we inspect the descriptive statistics of all uni-
variate distributions associated to all available vari-
ables. We can immediately exclude those variables, 
which take on only one value (i.e., the variable is a 
constant), since they will certainly not have any 
predictive power. We might also exclude variables 
with mostly missing values. A threshold missing 
value count level should be defined above which 
the field would be excluded from further analysis.

Variables directly or indirectly identifying an 
individual customer represent another type of 

candidate for exclusion. Examples are primary 
keys such as the customer ID number or name and 
address fields. Later, when deploying predictive 
models (i.e., when scoring customers), identifiers 
will usually be required. Otherwise you would not 
know whom to address with an offering. In some 
cases, collinear predictive variables can have a 
negative impact on the convergence and perfor-
mance of the estimation process of certain types of 
models such as logistic regression. These collin-
earities must be identified and the respective vari-
ables excluded before proceeding. Finally, we also 
exclude variables showing little correlation with 
the target variable. To identify them we may carry 
out pair-wise chi-square tests, linear correlation 
analyses, or pair-wise simple linear regressions. 
Other frequently used techniques to support the 
variable selection process are histograms, scatter 
plots, box plots, and frequency tables.

Also notice that excluding variables from fur-
ther processing does not automatically imply that 
the respective columns are deleted from the data 
sets. It could only mean flagging the respective 
columns to be temporarily ignored for further 
analysis. The exclusion should be easily reversible 
to readily test other variable scenario selections.

Before concluding the variable selection step, 
we should carefully check if all variables have 
been mapped to the appropriate data types. Some 
data fields might represent the data in an inappro-
priate format (e.g., ZIP codes stored as numerical 
integer variables should rather be categorical (or 
nominal) for the purpose of data mining, unless 
you have a ZIP code-based distance measure 
associated for your analysis). The following exam-
ple examines this issue.

CRM at Work 7.3
Identifying Relevant Variables at 
Credite Est
Upon creating a single data file 
including all appended informa-
tion, the next step is to start with 
exploratory analyses. A key concern 
with appended data is the amount 
of potentially missing informa-
tion. All appended variables had 
almost 50% missing data. The next 
step was to assess whether the 
missing data could be meaning-
fully replaced. These operations 
improved the overall rate of missing 

values from 42% to 21%. The next 
step was to investigate univariate 
statistics (means, standard devia-
tions, frequencies, outliers) for all 
variables to ensure the included 
variables have sufficient integrity. 
This step brought a reduction in 
variables from 65 to 54. The next 
step was to calculate all bivariate 
correlations (or mean analyses in 
case of categorical variables) of the 
existing independent variables with 
the dependent variable—customer 
value. This was an iterative process 
where independent variables were 

subjected to transformations and 
where new variables were created. 
For example, there were three 
variables which indicated whether 
a household has children in age 
brackets 0–4, 5–11, and 12–18. 
From that, a new variable was cre-
ated that was a simple dummy indi-
cator: children versus no children. 
In the end, this data evaluation 
process resulted in a total of 17 vari-
ables that had a reasonable correla-
tion with the dependent variable. 
These were retained for the next 
step, the response model.
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148

7
7.3.6  Gain Customer Insight

Once we have obtained a credible, good-quality 
set of descriptive data (i.e., we have prepared the 
data samples), the next step is to extract the 
knowledge about customer behavior and/or other 
properties needed for carrying out the planned 
campaign through predictive modeling (see 
. Fig. 7.8).

Frequently, we distinguish between different 
types of predictive models obtained through 
different modeling paradigms: supervised and 
unsupervised modeling. In the case where we 
want to predict the likelihood of a customer pur-
chasing a certain product, we would build a pre-
dictive model on a predefined test set containing 
customers who already purchased the product 
and customers who did not. In this case, we are 
applying the supervised learning paradigm, 
because for each customer in the modeling data 
set we know the correct answer to the question, 
i.e., did the customer purchase or not?

Building a model means finding the right rela-
tionships between the variables describing the 
customers to predict their respective group mem-
bership likelihood: purchaser or non-purchaser. 
This is usually also referred to as scoring (e.g., 
between 0 and 1). Since we know the purchase 
behavior for each customer in the train set, we can 
also measure the model’s prediction quality, i.e., 
its misclassification rate (see 7 Sect. 6.3.1). A dif-
ferent situation arises in the context, for instance, 
of a customer segmentation problem. Suppose 
you want to identify groups of customers having a 
similar general behavior, not only with respect to 
purchase behavior. In the beginning you don’t 

know which groups will be identified. It is a pro-
cess purely driven by the data and relationships 
between variables. Here, we would apply unsu-
pervised modeling where group membership is 
not known beforehand. We’re looking for new 
and unexpected patterns. Typical examples of sta-
tistical models in this context are self-organizing 
neural networks (Kohonen networks) and clus-
tering algorithms.3

The output of this project phase can either 
consist in the predictive model itself, which is 
later applied in an online production environ-
ment (i.e., to predict next product recommenda-
tions for customers calling a call center), or 
directly in the customer score values (e.g., to 
select all customers with a score value above 90% 
purchase likelihood and send them a direct mail).

 Step 1: Preparing Data Samples
Before we start building (or training) the models, 
it is necessary to analyze if sufficient data are 
available to obtain statistically significant results. 

3 Kohonen networks belong to the family of neural 
network techniques. These are powerful data 
modeling tools able to capture and represent 
complex input/output relationships for example in 
target marketing, financial forecasting, or process 
control. In particular, the objective of a Kohonen 
network is to generate, out of complex input patterns 
of arbitrary dimension, a simplified (discrete) map 
with very few dimensions, say 1 or 2. Thus, the 
Kohonen network is an approach to quickly 
understand complex data as a result of a simplifica-
tion of the structure. For a good overview of neural 
networks and Kohonen networks please refer to: 
Principe, Euliano, and Lefebvre (2000).
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       . Fig. 7.8 Data mining process: gain customer insight
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There are cases where there is only very little data 
available such as when modeling purchase behav-
ior for a recently introduced product, with only 
very few customers having bought the product 
until now. If we have enough data available we 
split the data into two samples: the train set to fit 
the models and the test set to check the model’s 
performance on observations that have not been 
used to build it. This will give an objective assess-
ment of the model’s generalization capability—a 
critical requirement before launching a product 
or campaign.

 Step 2: Predictive Modeling
There are two steps of predictive modeling:

 5 The rules (or linear/nonlinear analytical 
models) are built based on a training set.

 5 These rules are then applied to a new dataset 
for generating the answers needed for the 
campaign.

Based on the training set, we develop predictive 
models that should minimize the prediction error. 
In the course of this process a set of optimal model 
parameters are obtained. Usually, several alterna-
tive models are trained together, applying differ-
ent statistical methodologies such as neural 
networks, linear or logistic regression, survival 
analysis, principal component analysis, factor 
analysis, decision trees, or clustering.

 Step 3: Select Model
When all alternative models have been trained, 
we start comparing their relative quality of pre-
diction by comparing their respective misclassifi-
cation rates (see 7 Sect. 6.3.1) obtained on the test 
set or by performing a lift analysis (see 7 Sect. 

6.3.2). Some models will have more predictive 
power than others, and we will select the model 
we think generalizes best from the train to the test 
data.

We will also include the economic implica-
tions of a model by applying the previously 
defined cost/revenue matrix. Predictive models, 
for instance, deliver a score value, or likelihood, 
for each customer to show the modeled target 
behavior (e.g., purchase of a credit card). 
Nevertheless, determining the threshold level 
score to use for a given campaign is a business 
decision. It could be that you want to set it to the 
break-even point (see 7 Sect. 6.1.1), or you may 
have a fixed budget for the campaign you want to 
fully use. This might lead to lowering the thresh-
old until the point where your costs equal the 
budget. We continue to look at this issue in the 
following example.

7.3.7  Act

The final objective of a data mining project should 
be to act on its results (see . Fig. 7.9). Sometimes 
we also refer to this as deployment of the results. 
This is crucial to the success of the whole project. 
The planning phase of the project must have 
addressed the issue of implementing the project’s 
results into the respective business processes. The 
project plan must foresee involvement and avail-
ability of IT resources required to feed data min-
ing results back into the process supporting IT 
systems (databases, Web sites, call centers, etc.). 
In practice, deployment can have numerous 
applications: score-based selection of customers 
to be addressed through a direct mailing cam-

CRM at Work 7.4
Gaining Customer Insight at 
 Credite Est
The methodology chosen by the 
modelers was logistic regression. 
Since the goal was to either target 
or not target a certain individual 
in the prospect pool, classifying 
the dependent variable as 0/1 was 
appropriate. In the previous step, 
only those variables were retained 
with a minimum level of bivariate 

correlation. However, now the issue 
of multicollinearity came into play. 
Multicollinearity occurs when two 
variables convey essentially the 
same information, making one of 
them redundant. Thus, an important 
step was to make a theory-based 
elimination of those highly collinear 
variables. The final model was cho-
sen on grounds of predictive ability 
while containing a low number of 
missing values. It contained five pre-

dictors of customer value: bourgeois 
cluster, technology cluster, children 
index, house value index, and 
managerial job position. The ability 
of the model to correctly classify 
was 75.5% in the estimation sample 
and 69.8% in the holdout sample, 
i.e., roughly 20% points higher than 
based on chance alone. This result 
was deemed successful, and thus it 
was decided to utilize this model for 
a prospecting campaign.
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paign, score-based next-product recommenda-
tion on an e-commerce Web site, optimization of 
marketing spending according to the model- 
based customer lifetime value prediction, choice 
of the appropriate communication channel for 
each customer, and so on.

In particular, acting can be subdivided into 
delivering results to operational systems, 
archiving the results, and learning.

 Step 1: Deliver Results to Operational 
Systems
The final goal of prognostic modeling within the 
context of CRM is to select a subset of customers 
for a campaign to determine which customers are 
more likely to be responsive than others. To iden-
tify this subset, we apply the selected model to the 
entire customer base (unless restrictions have 
been previously defined limiting the total uni-
verse of modeled and targeted customers, such as 
geographical regions, a subset of customer seg-
ments, etc.). The obtained score value for each 
customer and the defined threshold value will 
determine whether the corresponding customer 
qualifies to participate in the campaign. We can 
either deploy the customer scores or, alternately, 
the scoring model itself, which implies that it is 
applied on demand—for example, when a cus-
tomer calls the call center or visits the company’s 
Web site.

Before scoring customers we need to prepare 
the score data set containing the most recent 
information available for each customer with the 

variables required by the model. This implies that 
the score set variables go through exactly the 
same variable transformation, derivation, and 
selection process as did the train and test data sets 
used for building the model. Data recency is an 
important requirement because otherwise we are 
scoring customers based on old information, 
which may, in turn, lead to wrong conclusions.

Imagine we are scoring customers for a direct 
mail campaign to sell a credit card to all those cus-
tomers not yet owning one. If the scoring data are 
not reasonably current, we might be scoring cus-
tomers although they have recently purchased a 
credit card and potentially (if the model works 
well) include them in your target group. As a 
result, we end up offering these customers a prod-
uct they have just purchased, giving a rather poor 
image of how much our company knows about its 
customers.

Finally, when delivering the results to the 
operational systems, make sure to also provide 
the necessary customer identifiers required by 
those systems to unambiguously link the models 
score information to the correct customer.

 Step 2: Archive Results
The data mining group is responsible for archiving 
all information related to each data mining proj-
ect it executes. This is an important and often 
neglected or poorly followed piece of advice. 
Companies that do not archive their models can-
not expect to learn from past experience as fast as 
those who do.
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       . Fig. 7.9 Data mining process: act
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Each data mining project will produce a huge 
amount of information:

 5 Raw data used
 5 Transformations for each variable
 5 Formulas for creating derived variables
 5 Train, test, and score data sets
 5 Target variable calculation
 5 Models and their parameterizations
 5 Score threshold levels
 5 Final customer target selections

Knowing this information and having it readily 
available helps in understanding anomalies in 
model performance, and in learning what worked 
well and what did not (and why). It is also useful to 
preserve the details of the model when scoring has 
been done. The same model might be used to score 
different data sets obtained at different times.

 Step 3: Learn
Learning from a data mining project is an integral 
part of the process. This is also sometimes referred 
to as closing the loop. It means learning from the 
actions you have executed to improve perfor-
mance the next time. To learn from the data min-
ing project, we must first obtain the facts 
describing its performance and business impact. 
In the ideal case, we would provide return on 
investment figures for the data mining project at 
hand.

Usually these facts are obtained by monitor-
ing the campaign performance while it is run-
ning and from the final campaign performance 
analysis after the campaign has ended. Campaign 
monitoring is an important capability the data 
mining group must provide, since it avoids blind 

piloting of the campaign until its end, without 
any intermediate performance feedback. In rap-
idly changing environments, it is also required 
for detecting when a model should be retrained. 
Usually, monitoring provides some key perfor-
mance indicators, such as the response and/or 
purchase rates by region, customer segment, 
product, and so on. These parameters will give 
early indication of undesired irregularities in 
model performance and enable early interven-
tion. The final campaign performance analysis 
will produce similar performance indicators as 
the monitoring function. The main difference is 
that it is more complete and has a determined 
final time horizon of influence. This is required to 
ensure a correct measurement of the cause and 
effect of a campaign. It would, for instance, be 
unrealistic to positively attribute advertising to a 
customer’s behavior when the customer pur-
chases a product 1 year after seeing the advertise-
ment of a direct mail campaign.

Sample learnings from campaign evaluation 
could be:

 5 Revealing that purchase rates depend on the 
choice of the communication channel.

 5 Discovering that a direct mail with a colorful 
and detailed product brochure sells less than 
one with a black and white one-page flyer.

Thus, the learning step requires data miners to 
generate the facts about campaign performance, 
and business resources to put them in context for 
correct interpretation. Our study of Credite Est 
concludes with the following example, showing 
how the company acted on the information it 
gleaned in the data mining process.

CRM at Work 7.5
Acting on the Information at 
Credite Est
The final model was rolled out in 
a sequential fashion to the target 
prospect audience. The goal was to 
iteratively refine the model in future 
rounds. As a first step, Credite Est 
purchased addresses from list bro-
kers that had nonmissing values for 
at least three out of five variables 
in the final model. The prospects 

were scored with the model and 
then ranked by likelihood of being 
a high-value customer. From the 
resulting pool of 10,000 prospects, 
half were targeted with a money-
market product, and halfwith a 
lending product. The objective 
was to assess the receptivity of 
the two samples for the respective 
products. In addition, a baseline 
scenario was conducted whereby 
the same prospecting campaigns 

were conducted for a random sam-
ple of households. Although both 
target mailings were significantly 
more successful than the baseline 
scenario, this was only the first 
step in a further refinement of the 
model and the offer. In particular, 
besides assessing response rate, 
it was now important to track and 
document the value of the acquired 
customers—the original goal of the 
project.
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A comprehensive example of an application of 
data mining is given in the case study, which is 
taking a look at Yapi Kredi, a company that put 
the data mining tools to use to create a cross- 
selling campaign.

 The Challenge
To continue Yapi Kredi’s development as the 
fastest- growing retail bank in Turkey, in terms of 
assets under management and retail profitability, 
it targets to maintain anintimate banking rela-
tionship with the top customer segment to fully 
explore the potential of its 5+ million customer 
base, and to increase the contract per customer 
ratio to five.

To this end, Yapi Kredi introduced a modern 
retail banking approach to enable serving all 
customers according to their specific needs 
through individual product packages. The capa-
bilities required to achieve these goals were as 
follows:

 5 Advanced analytical customer segmentation.
 5 Segment-specific offering of product 

bundles.
 5 Conversion of customers to more profit-

able segments via targeted campaigns using 
advanced CRM tools such as predictive 
modeling.

 Solution
To increase the product per customer ratio, to 
attract new money from customers, and to dem-
onstrate the efficacy of the new analytical CRM 
methods, Yapi Kredi decided to carry out a set 
of pilot projects for cross-selling of consumer 

banking products. A reduced selection of target 
customers with a high propensity to positively 
respond would be included in a multichannel, 
two-step campaign. To illustrate the methodology 
we briefly describe the outcomes of the various 
project phases.

Define Business Objectives
Various cross-departmental workshops were held 
to define the business objectives, operational 
aspects of campaign execution, the basics of rele-
vant data availability, and to measure the success 
of the campaign.

The first step was to find which product would 
be best suited for cross selling from a customer 
and bank perspective. After a deep analysis of 
potential products to be offered during this first 
predictive model based cross-selling campaign, it 
was decided to choose Yapi Kredi’s B-type mutual 
funds, characterized by being low risk investment 
instruments based on fixed income securities. 
These funds can be easily purchased via the ATM, 
Web, and telephone channels.

Cross selling these mutual funds was consid-
ered to have a twofold positive business impact. It 
served the purpose of acquiring new money from 
customers, and even those customers transferring 
their existing investments from other Yapi Kredi 
products into mutual funds (cannibalization 
effect) was still considered beneficial to the bank. 
It was decided to offer this product to both cus-
tomer groups:

 5 Customers already having invested into 
B-type mutual funds to stimulate an increase 
of the assets.

 5 Customers not yet owning any B-type fund 
to help increase product ratio and attract new 
money.

After fixing the product details, it had to be 
defined how the campaign would be carried out. 
The workshops helped define the start and end 
date of the campaign: a total duration of 5 weeks 
was considered appropriate. Communication 
channels for offering the product were agreed 
upon. A two-channel approach was deemed fea-
sible since Yapi Kredi had just finished the imple-
mentation of a project integrating the call center 
and the bank’s branch network. These were con-
sidered the right channels for the campaign.

Given the pilot project character of the cam-
paign and the available resources, it had been 

CRM at Work 7.6
Yapi Kredi—Predictive Model-Based Cross-Selling 
Campain
Established in 1944 as the first private bank in 
Turkey, Yapi Kredi has always been a pioneer in the 
Turkish financial sector. The bank has more than 
860 domestic branches and various other sub-
sidiaries, as well as affiliated companies active in 
leasing, factoring, investment banking insurance, 
brokerage and new economy companies. Yapi 
Kredi is positioned as the fourth largest privately 
owned commercial bank by asset size in Turkey, 
with leading positions in credit cards, assets under 
management, factoring, private pension funds, and 
life- and non-life insurances. As of 2010 it serves 
approximately six million customers.

 Chapter 7 · Data Mining



153 7

decided to contact 3000 customers based on out- 
bound calls and active marketing during cus-
tomer branch visits. A total of 16 branches in the 
Istanbul area were selected for participation in the 
campaign. Additionally, 1200 target customers 
were to be contacted by the call center.

It was decided to run a two-step campaign, 
where customers were first contacted with the 
B-type mutual fund offer. Then, positive respond-
ers received a follow-up call if they had not pur-
chased 1 week after their initial positive response.

Response and purchase rates by contact chan-
nel (branch or call centre) were chosen as mea-
sures of the campaign’s success.

Get Raw Data
A data mart was developed for supporting the activ-
ities of the CRM department. To this end, data were 
extracted from more than 50 source system tables. 
About 20 database tables were produced with 30 
gigabytes of disk space for the initial project phase. 
The data mart included data most urgently needed 
for high-priority business activities (such as the 
pilot campaign) and assured that the data are read-
ily available in a short time frame for subsequent 
data manipulation and data mining steps.

Identify Relevant Variables
Various aggregations and transformations were 
required to obtain the right customer-centric data 
format as needed for analysis and predictive mod-
eling. Basic data-quality crosschecks were per-
formed to assure the validity of the data and its 
suitability for further data mining activities.

Different types of attributes were found to be 
relevant and used to obtain a complete picture of 
customer behavior and preferences. These 
included the following customer attributes:

 5 Demographics: Age, gender, marital status, 
group memberships, address, profession, and 
other identifying characteristics belong in 
this category.

 5 Product ownership: This relates to product 
portfolio held by each customer, opening/
closing dates, derived variables related to 
customer’s tenure such as maximum tenure of 
owned products, and so on.

 5 Product usage: Variables are related to a 
customer’s frequency of usage such as the 
average number of banking transactions.

 5 Channel usage: Variables are related to cus-
tomer’s automatic payment behavior,average 

amount of automatic payments, ratios of dif-
ferent channels’ usage, and so on.

 5 Assets: Variables are related to savings and 
investment products such as the average 
balance invested in securities, time deposits, 
demand deposits, and so on.

 5 Liabilities: Variables are related to loan usage 
such as average balance on loans, average bal-
ance on credit cards, and so on.

 5 Profitability: For the pilot project, a profit-
ability index was created, since profitability 
was not available for all customers at that 
time. The index was used for ranking custom-
ers according to their profitability without 
giving its absolute value.

Gain Customer Insight
Based on 6 months of historical customer data, five 
different predictive models were developed to esti-
mate a customer’s propensity to invest in a B-type 
mutual fund during the following 3-month period. 
The best model was found to be a logistic regres-
sion yielding a lift value of 2.9 for the top customer 
decile. The lift value measures the effect of the pre-
dictive model (see 7 Sect. 6.3.2), and expresses the 
fact that in this case the logistic regression reaches 
2.9 times more responders for the top customer 
decile than a random selection of the same size.

All customers were then scored using this 
model, and a set of 4200 customers with the high-
est propensity to purchase was selected as the tar-
get group for the pilot campaign.

Act
To roll out the campaign through the call center and 
the branches, each channel had to know exactly 
which customer to contact. Each channel needed a 
clear assignment of their respective target customers. 
A subset of 3000 customers was assigned to the 16 
branches holding the responsibility for the respective 
relationships. The remaining 1200 customers were 
assigned to the call center. The target list with the cor-
responding channel assignment was then made 
available to the campaign management system. After 
preparing call scripts and training the staff involved 
in its execution, the campaign could start.

The following table summarizes the results 
(. Table  7.2). Impressive response rates of 6.5% 
and 12.2%, respectively, were obtained with the 
branch-based and call-center-based part of the 
campaign. The pilot campaign could acquire more 
than €1 million into B-type mutual funds.

7.3 · The Data Mining Process
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It is interesting to observe that although the 
branches obtained a lower response rate than the 
call center, they still acquired significantly more 
investment into the funds. This reflects the advan-
tages of the more personal branch-based cus-
tomer relationship. As a consequence of this 
successful pilot campaign, a large-scale rollout to 
a larger part of Yapi Kredi’s customers looked very 
promising.

Summary
Data mining can assist in selecting the right 
target customers or in identifying previously 
unknown customers with similar behavior and 
needs. A good target list is likely to increase pur-
chase rates and have a positive impact on rev-
enue. A complete data mining process comprises 
assessing and specifying the business objectives, 
data sourcing, transformation and creation of 
analytical variables, as well as building analyti-
cal models using techniques such as logistic 
regression or neural networks. The number of 
variables used changes drastically during the 
data mining process. Types of row manipulation 
include aggregation, change, missing value, and 
outlier detection. Profitable customer acquisition 
requires modeling of expected customer poten-
tial over the lifetime of the business relationship. 
In a cross-selling or up-selling model, we try to 
predict the customer’s affinity with a set of prod-
ucts or services translated into the customer’s 
purchase likelihood.

Another aspect of the campaign that should 
be defined is the set of business or selection 
rules for a campaign, which specifies the custom-
ers who should be excluded from or included in 
the target groups. To measure how the model 
based selection is performing with respect to 
the average customer behavior, the target group 
can be split into various cells like the control 
group— containing only randomly selected 
customers and another cell containing only the 
best customers according to the implemented 
model. It is helpful to define a cost/revenue 
matrix describing how the business mechanics 
will work in the supported campaign and how it 
will impact the data mining process.

Once, the required data have been identi-
fied, extracted and consolidated, so that the 

data in a database (often also called analytical 
data mart) are readily available for subsequent 
data manipulation and data mining steps. 
Another important step is to check the qual-
ity of the analytical raw data. Data warehouse 
infrastructures with advanced data cleansing 
processes can help ensure you are working with 
high-quality data. Missing value management 
is a key element for enhancing the data quality. 
A preliminary data quality assessment is car-
ried out to assure a good level of quality of the 
delivered data, and that the data mining team 
has a clear understanding of how to interpret 
the data in business terms.

It is important to identify and select only 
those variables with good explanatory power 
(relevant predictive power) for the modeled 
target behavior. Different methods are employed 
for selecting the predictor variables. These 
methods help us drop collinear variables and 
those with very low correlation with the target 
variable. In the context of Customer Manage-
ment, very often the individual customer is the 
central object analyzed by means of data mining 
methods. Usually a very simple, flat data model 
is chosen as the basis for predictive modeling. 
In this representation, all data pertaining to an 
individual customer is contained in one observa-
tion (row). Individual columns (variables, fields) 
represent the conditions at specific points in 
time or a summary over a whole period. Descrip-
tive statistics such as sums, mean, median, and 
standard deviation will be employed to capture 
features of the related time series. Another key 
variable to be created during this step is the 
target or dependent variable, needed for predic-
tive modeling. Once a satisfactory definition of 
the target variable is achieved, its values will 
be generated for all customers and added to 

       . Table 7.2 Response rate and amount of funds sold

Response 
rate (%)

Amount of funds 
sold (€)

Branches 6.5 582,000

Call center 12.2 452,000

Total 8.2 1,034,000
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the existing data tables. Many data mining tools 
provide support for increasing normality of the 
analytical variables.

The next step is to select the best model 
to predict the dependent variable. The perfor-
mance of different competing models is com-
pared using classification tables and lift analysis 
(see 7 Sect. 6.3). The final step in the data 

mining project is acting based on final results. 
In this step, customers and prospects are scored 
and ranked to identify the right customers and 
prospects to target. Archiving and comparing 
the business results with the objectives initially 
set for the project are important activities of the 
data mining process in order to derive learnings 
for future data mining projects.

 ? International Perspectives: Did You 
Know?
 1. The Singapore based Oversea-Chinese 

Banking Corporation (OCBC) applies Data 
Mining to improve their marketing effec-
tiveness. The publicly listed banking and 
financial services provider analyzed historic 
data of their clients to determine customer 
preferences and design marketing activi-
ties accordingly. More precisely, OCBC has 
designed an event-based marketing strat-
egy that focuses on various coordinated, 
personalized marketing communications 
across multiple channels and touch points 
including email, call centers, branches, 
ATMs, direct mail, text messages and 3G 
mobile banking. The company launched its 
enterprise marketing management system 
in 2005 and has achieved a positive return 
on investment (ROI) within 18 months. 
With the use of data mining, the banking 
corporation has increased its conversion 
rates by 45 percent and cross-sales by 60 
percent. Furthermore, OCBC was able to 
improve its overall marketing productivity 
and is running 12 times more campaigns 
compared to before (Turner, Schroeck, & 
Shockley, 2013).

 2. The Swedish music and video streaming 
service Spotify is another great example 
of how to use the potential of data min-
ing to improve its product offering. 
Other than most online companies that 
use the affinity model, which assumes 
that users who like some of the same 
music share the same tastes, Spotify ana-
lyzes audio «fingerprints» and crawls the 

web for information about music, includ-
ing reviews, blogs and social media post-
ing. The music service is able to identify 
«clusters» where a user is listening to 
the same kind of songs at different times 
every week and identify a commonal-
ity there. In the next step, Spotify aims 
to provide «situational playlisting», 
meaning that the company will use the 
understanding of music and users to 
figure out what listener want to hear at 
a given moment. This will enable Spotify 
«to connect the right playlist to the right 
listener at the right moment» (Levine, 
2015).
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